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ABSTRACT
Imitation learning has achieved great success in many sequential
decision-making tasks, in which a neural agent is learned by imitat-
ing collected human demonstrations. However, existing algorithms
typically require a large number of high-quality demonstrations
that are difficult and expensive to collect. Usually, a trade-off needs
to be made between demonstration quality and quantity in practice.
Targeting this problem, in this work we consider the imitation of
sub-optimal demonstrations, with both a small clean demonstra-
tion set and a large noisy set. Some pioneering works have been
proposed, but they suffer from many limitations, e.g., assuming a
demonstration to be of the same optimality throughout time steps
and failing to provide any interpretation w.r.t knowledge learned
from the noisy set. Addressing these problems, we propose SDIL by
evaluating and imitating at the sub-demonstration level, encoding
action primitives of varying quality into different skills. Concretely,
SDIL consists of a high-level controller to discover skills and a
skill-conditioned module to capture action-taking policies, and is
trained following a two-phase pipeline by first discovering skills
with all demonstrations and then adapting the controller to only
the clean set. A mutual-information-based regularization and a
dynamic sub-demonstration optimality estimator are designed to
promote disentanglement in the skill space. Extensive experiments
are conducted over two gym environments and a real-world health-
care dataset to demonstrate the superiority of SDIL in learning from
sub-optimal demonstrations and its improved interpretability by
examining learned skills.
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1 INTRODUCTION
Imitation learning (IL), which aims to imitate human demonstra-
tions, has achieved great success in many sequential decision-
making tasks, such as assistive robots [1, 2] and human-computer
interactions [3, 4]. Generally, IL assumes access to a collected hu-
man demonstration set and learns the action policy by mimick-
ing the latent generation process of those demonstrations [5–7].
Each demonstration is a sequence of transitions (state-action pairs),
generated by experts in the target task. However, the success of
most existing IL algorithms crucially depends on the availability
of a large and high-quality demonstration set [8]; while in many
real-world cases such as autonomous driving and healthcare treat-
ments, it is challenging and expensive to collect them. Furthermore,
humans often make mistakes due to various reasons such as diffi-
culty of the task and partial observability [9]. The widely-adopted
crowd-sourced data collection pipeline would also inevitably lead
to demonstrations of varying levels of expertise [10]. The difficulty
of obtaining large-scale high-quality demonstrations challenges
many existing IL methods.

Therefore, in this work, we consider a more realistic setting, i.e.,
we have access to a small clean demonstration set in the accompany
of a large noisy demonstration set. In the clean set, demonstrations
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can be trusted to follow an optimal action-taking policy. On the
contrary, the quality of a noisy demonstration can not be guar-
anteed and it may contain segments (consecutive transitions) of
sub-optimal or even poor action selections. For example, in the
healthcare domain (Fig. 1(a)), each demonstration contains the se-
quential medical treatment history of a particular patient with
physiological features as states and medical treatments as actions.
The clean set contains carefully examined records that are accurate
and effective; while the noisy set is collected in the wild without
expert scrutiny. Some noisy demonstrations could contain misdiag-
nosing, inappropriate use of medications, or dose miscalculations
at certain stages. Directly incorporating the noisy set in learning
may pollute the dataset and mislead the neural agent, resulting in
a negative effect. However, optimal demonstrations are limited in
quantity and could be insufficient for successful imitation learning.
Hence, it is important to extract useful information from noisy
demonstration to help train better IL models.

Extracting useful information from noisy demonstrations is non-
trivial, as the quality of actions taken at each time step is not
provided. There are some initial efforts on imitating sub-optimal
demonstrations [9, 11, 12]. For example, CAIL [11] uses meta-
learning to estimate the confidence over each noisy demonstration,
DWBC [9] trains an additional discriminator to distinguish expert
and non-expert demonstrations. However, all of these methods are
coarse-grained, i.e., them conduct a trajectory-level evaluation and
assign the same optimality score to actions across all time steps of
the same demonstration [9, 11]. This is a strong assumption and
limits their effectiveness in real-world applications. For instance,
a maze-solving demonstration could contain both proper/efficient
and redundant/inefficient segments simultaneously. Furthermore,
previous methods lack interpretability. It is difficult to understand
what they learn from clean and noisy demonstrations respectively,
making the utilization of noisy demonstrations difficult to trust.

Addressing these challenges, we propose to learn a bi-level skill
hierarchy from demonstrations to capture the variations of action
policies. Each skill encodes a specific action-taking strategy in a
part of the state-space [13], and each state-action pair of collected
demonstrations can be deemed to be generated following a particu-
lar skill, as the example in Fig. 1(b). In modeling the distribution
of demonstrations, high-quality segments of noisy demonstrations
would have overlapped skill selections with clean demonstrations
and can help improve the learning of those selected skills in turn.
With this design, a set of skills of varying optimality can be ex-
tracted from modeling the distribution of demonstrations, and their
optimality can be evaluated by analyzing skill-selection behaviors.
Furthermore, each skill can be analyzed based on agent behav-
iors conditioned on it. By examining skill-selection distributions
and comparing action-taking policies across skills, stronger inter-
pretability w.r.t learned action primitives will be offered.

Concretely, we design a framework SDIL that comprises a high-
level controller to encode observed states and make skill selections,
and a low-level action predictor conditioned on the selected skill.
SDIL is optimized in a two-phase pipeline. In the first phase, we
discover latent skills from both clean and noisy demonstrations,
with particularly designed regularization to promote skill disen-
tanglement. With skills learned, in the second phase, we adapt

(a) (b)

Figure 1: (a) An example in the healthcare domain. We have
a small number of clean demonstrations and a large number
of noisy demonstrations, each demonstration is composed
of a sequence of transitions (state-action pairs). (b) High-
level visualization of the skill hierarchy. Each skill encodes a
mapping from states to actions. We can identify consecutive
transitions modeled by the same skill as a segment with
similar level of optimality.

this hierarchical framework by imitating only the clean demonstra-
tions in order to compose an expert-level neural agent. Our main
contributions are:

• We study a novel problem of imitation learningwith sub-optimal
demonstrations by extracting useful information from high op-
timality segments of noisy demonstrations.
• We propose a novel framework SDIL which can extract a set
of skills from sub-optimal demonstrations and utilize them to
compose an expert-level neural agent.
• Experiments are conducted on both synthetic and real-world
datasets. Besides quantitative comparisons with existing algo-
rithms, we also provide a set of case studies to analyze the
behavior of SDIL and learned skills.

2 RELATED WORK
2.1 Imitation Learning
Imitation learning is a special case of reinforcement learning, which
relies on expert trajectories composed of state-action pairs without
availability of the interactive environment. Existing IL approaches
can be folded into three paradigms, behavior cloning (BC), inverse
reinforcement learning (IRL), and generative adversarial imitation
learning (GAIL). BC [5] tackles this problem in a supervised man-
ner, learning the action policy as a conditional distribution 𝜋 (· | 𝒔)
over actions. Works have observed that BC has no inferior perfor-
mance compared to other popular IL algorithms such as GAIL [7]
with expert demonstrations available [14, 15]. IRL [16] dedicates
to recover the reward function which would be maximized by ex-
pert demonstrations, and learn the agent through exploration over
the learned reward. Adversarial GAIL [7] takes an adversarial ap-
proach, train the policy model to generate trajectories that are
indistinguishable from expert demonstrations. Adversarial inverse
reinforcement learning (AIRL) [6] extends GAIL to simultaneously
learn the reward function and the optimal policy, aiming to find the
saddle point of a min-max optimization problem. However, these
approaches take all demonstrations as equal and assume them to
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be optimal. They cannot learn well in the existence of sub-optimal
demonstrations.

Some existing works extend traditional IL algorithms to cope
with imperfect demonstrations [17, 18]. However, most of these
methods require prior domain knowledge, like rankings of demon-
strations [19, 20] and demonstration confidence [21]. CAIL [11] uti-
lizes a meta-learning framework to learn from sub-optimal demon-
strations with a confidence estimator. In the inner-update step, it
conducts a weighted imitation learning based on estimated con-
fidence, and the estimator would be updated in the outer loop.
DWBC [9] designs a discriminator to evaluate demonstration qual-
ity, and ILEED [12] proposes to estimate expertise of demonstrators.
However, all these methods conduct a coarse-grained estimation,
assuming all time steps of the same demonstration share the same
optimality. Different from them, we propose to break each demon-
stration down and utilize those noisy demonstrations in a fine-
grained manner.

2.2 Hierarchical Reinforcement Learning
Hierarchical reinforcement learning (HRL) decomposes the full
control policy into multiple macro-operators or abstractions, each
encoding a short-term decision process [22–25]. This hierarchi-
cal structure provides intuitive benefits for easier learning and
long-term decision-making, as the policy is organized along the
hierarchy of multiple levels of abstractions. Typically, the higher-
level policy provides conditioning variables [13, 26, 27] or selected
sub-goals (options) [28, 29] to control the behavior of lower-level
policy models. Another branch of HRL methods design a hierar-
chy over the actions to reduce the search space with prior domain
knowledge [23, 30].

A variety of discussions have been made over the trade-off be-
tween generality (wide applicability) and specificity (benefits for
specific tasks) of low-level policies [28, 29, 31]. Recently, a particular
advantage of introducing HRL has also been identified for improved
exploration capabilities [32, 33]. In this work, we focus primarily
on modeling the latent decision policies of sub-optimal demon-
strations with a HRL-based framework, using a diverse skill set
to model action primitives of varying optimality behind collected
demonstrations. As far as we know, we are the first to consider
hierarchical skill discovery for automatically learning from noisy
demonstrations.

3 PROBLEM SETUP
In imitation learning, we aim to learn a policy 𝜋𝜃 from the collected
demonstration set. Each demonstration 𝜏 is a trajectory, a sequence
of transitions (state-action pairs): 𝜏 = (𝒔0, 𝒂0, 𝒔1, 𝒂1, ...), with 𝒔𝑡 ∈ S
and 𝒂𝑡 ∈ A being the state and action at time step 𝑡 . S is the
state space and A is the set of actions. A policy 𝜋 : S × A →
[0, 1] maps the observed state to a probability distribution over
actions. Most existing imitation learning works [9, 11] assume
that these demonstrations are all optimal, collected from domain
experts. However, it is usually challenging to collect a sufficiently
large expert demonstration set. Hence, we often need to learn from
noisy demonstrations, which challenge existing works.

Specifically, we have a small clean demonstration set D𝑐𝑙𝑒𝑎𝑛 =

{𝜏𝑖 }𝑛𝑒𝑖=1 which is drawn from the expert optimal policy 𝜋𝑒 , and a

noisy demonstration set D𝑛𝑜𝑖𝑠𝑦 = {𝜏𝑖 }𝑛𝑜𝑖=1 generated from some
other behavioral policies. Note that the qualities of policies used
by D𝑛𝑜𝑖𝑠𝑦 are not evaluated, they could be of similar or much
worse than the expert policy 𝜋𝑒 . In this task, we want to learn a
policy agent 𝜋𝜃 by extracting useful information from both optimal
demonstrations D𝑐𝑙𝑒𝑎𝑛 and noisy demonstrations D𝑛𝑜𝑖𝑠𝑦 .

We assume that these demonstrations are generated from se-
mantically meaningful skills, with each skill encoding a specific
action primitive, a sub-policy. For example in the healthcare do-
main, each skill could represent a strategy of adopting treatment
plans in the observance of several particular symptoms. Demon-
strations in D𝑛𝑜𝑖𝑠𝑦 can be split into multiple segments, and useful
information can be extracted from segments that are generated
from high-quality skills. Concretely, the task can be formalized as:

Given a small clean demonstration set D𝑐𝑙𝑒𝑎𝑛 and a large noisy
demonstration D𝑛𝑜𝑖𝑠𝑦 , we aim to learn a policy agent 𝜋𝜃 for action
prediction based on observed states: 𝜋𝜃 : S × A → [0, 1]

4 SKILL-BASED IL FROM IMPERFECT
DEMONSTRATIONS

In this work, we propose to learn from sub-optimal demonstra-
tions with a hierarchical framework, containing both a high-level
policy for selecting skills and a low-level policy for action predic-
tion. The high-level policy will maintain a skill set and select the
to-be-used skills from observed states, and the low-level policy will
decide on actions conditioned on the skill. This framework enables
the automatic discovery of skills for utilizing sub-optimal demon-
strations. To encourage the disentanglement of skills and obtain
a well-performing agent 𝜋𝜃 , a two-phase framework is proposed:
(1) the skill discovery phase utilizing D𝑐𝑙𝑒𝑎𝑛 ∪ D𝑛𝑜𝑖𝑠𝑦 to extract
and refine a skill set of varying optimality; (2) the skill reusing
phase that adapts learned skills to imitate D𝑐𝑙𝑒𝑎𝑛 , transferring the
knowledge to learn expert policy 𝜋𝜃 . In this section, we will first
present the hierarchical model architecture, and then introduce the
learning of each phase one by one.

4.1 Hierarchical Policy for Skill Discovery
An overview of our hierarchical framework is shown in Figure 2,
in which a set of variables {𝒛𝑘 ∈ R𝑑𝑧 , 𝑘 = [1, . . . , 𝐾]} is used to
parameterize skills. 𝑑𝑧 is the dimension of skill embeddings, and
𝐾 is the total number of skill variables. The inference of SDIL fol-
lows two steps: (1) a high-level policy 𝜋ℎ𝑖𝑔ℎ (𝒛𝑡 | . . . , 𝒔𝑡−1, 𝒂𝑡−1, 𝒔𝑡 )
that selects the skill 𝒛𝑡 for time step 𝑡 based on the historical tran-
sitions, corresponding to the skill encoding and skill matching
modules in Fig. 2; (2) a low-level skill-conditioned policy module
𝜋𝑙𝑜𝑤 (𝒂𝑡 | 𝒔𝑡 , 𝒛𝑡 ) which predicts the to-be-taken actions, as in Fig. 2.
Concretely, details of these three modules are introduced below:

• A skill encoding module that maps historical transitions and cur-
rent states to the skill embedding space R𝑑𝑧 . We use 𝒔𝑡 and a se-
quence of state-action pairs [𝒔𝑡−𝑀 , 𝒂𝑡−𝑀 , . . . , 𝒔𝑡−1, 𝒂𝑡−1] as the
input to obtain the latent skill embedding 𝒛′𝑡 . 𝑀 is the length
of the look-back window. To enable quick skill discovery in
account of transition dynamics, we further incorporate states
of the next step 𝒔𝑡+1 as an auxiliary input during the skill dis-
covery phase following [34], and the encoder can be modeled
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Figure 2: Our framework is composed of three modules: the
skill encoding module, skill matching module 𝑔, and skill-
conditioned policy module 𝜋𝑙𝑜𝑤 . The skill encoding module
uses previous time steps withwindow size𝑀 as input, and the
skill matching module contains 𝐾 skill templates as parame-
ters. A mutual-information-based regularization is designed
to promote automatic skill discovery. A novel skill-based
positive-unlabeled (PU) learning along with deep embedding
clustering (DEC) is designed to select positive and negative
pairs (𝒛+ and 𝒛−) for learning a skill set of varying optimality.

as 𝑝 𝑓𝑏𝑖 (𝒛
′
𝑡 | 𝒔𝑡−𝑀 , 𝒂𝑡−𝑀 , . . . , 𝒔𝑡 , 𝒔𝑡+1). In the skill reusing phase,

as future states should not available, we model the encoder as
𝑝 𝑓𝑢𝑛𝑖 (𝒛′𝑡 | 𝒔𝑡−𝑀 , 𝒂𝑡−𝑀 , . . . , 𝒔𝑡 ).
• A skill matching module 𝑔 that maintains a set of K prototypical
embeddings {𝒛1, 𝒛2, . . . , 𝒛𝐾 } as 𝐾 skills. In the inference of time
step 𝑡 , extracted skill embedding 𝒛′𝑡 would be compared with
these prototypes and get mapped to one of them to generate 𝒛𝑡 ,
with the distribution probability following:

𝑝 (𝒛𝑡 = 𝒛𝑘 ) =
1/𝐷 (𝒛′𝑡 , 𝒛𝑘 )∑𝐾
𝑖=1 1/𝐷 (𝒛′𝑡 , 𝒛𝑖 )

. (1)

In this equation, 𝐷 (·) is a distance measurement in the skill em-
bedding space and we stick to the Euclidean distance in this
work. To encourage the separation of skills and increase its inter-
pretability, we use hard selection in the generation of 𝒛𝑡 . However,
gradients are not readily available for the selection operation. Ad-
dressing this problem, we adopt Gumbel softmax [35], in which
the index of selected 𝒛 is obtained following:

𝑖𝑛𝑑𝑒𝑥𝒛 = argmax
𝑖

exp((𝐺𝑖 + log(𝑝 (𝒛𝑡 = 𝒛𝑖 )))/𝑡)∑
𝑗 exp((𝐺 𝑗 + log(𝑝 (𝒛𝑡 = 𝒛 𝑗 )))/𝑡)

,

𝐺𝑖 ∼ 𝐺𝑢𝑚𝑏𝑒𝑙 (0, 1) .
(2)

𝐺𝑖 is sampled from the standard Gumbel distribution and 𝑡 here
represents temperature typically set to 1. The re-parameterization
trick in [35] enables differentiable inference of Eq. 2, which allows
these prototypical skill embeddings to be updated along with
other parameters in the learning process.
• A low-level policy module 𝜋𝑙𝑜𝑤 that captures the mapping from
state to actions conditioned on the latent skill variable. It takes
the state 𝒔𝑡 (current observation) and skill variable 𝒛𝑡 (skill to
use) as the input, and predicts the action: 𝑝𝜋𝑙𝑜𝑤 (𝒂𝑡 | 𝒔𝑡 , 𝒛𝑡 ). The
imitation learning loss can be computed as:

L𝑖𝑚𝑖 = −E𝜏𝑖E(𝒔𝑡 ,𝒂𝑡 ) ∈𝜏𝑖E𝒛𝑡∼𝜋ℎ𝑖𝑔ℎ log 𝑝𝜋𝑙𝑜𝑤 (𝒂𝑡 | 𝒔𝑡 , 𝒛𝑡 ), (3)

which takes a hierarchical structure and maximizes action pre-
diction accuracy on given demonstrations.
The high-level policy 𝜋ℎ𝑖𝑔ℎ is modeled by bi-directional skill

encoding module 𝑓𝑏𝑖 and skill matching module 𝑔 in the first phase,
and by uni-directional skill encoding module 𝑓𝑢𝑛𝑖 and 𝑔 in the
second phase. We will go into detail about learning of these two
phases in the following sections.

4.2 Discovering the Skill Set
In the skill discovery phase, we target to imitate demonstrations
of D𝑐𝑙𝑒𝑎𝑛 ∪ D𝑛𝑜𝑖𝑠𝑦 with the designed hierarchical framework,
modeling the dynamics in action-taking strategies with explicit
skill variables. However, directly using the imitation loss in Eq. 3
alone is insufficient to learn a skill set of varying optimality. There
are some further challenges:
• Each skill variable 𝒛𝑘 may degrade to modeling an average of
the global policy, instead of capturing distinct action-taking
strategies from each other [36]. A sub-optimal high-level policy
𝜋ℎ𝑖𝑔ℎ could tend to select only a small subset of skills or query
the same skill for very different states.
• As collected transitions are of varying qualities, the extracted
skill set is expected to contain both high-quality skills and
low-quality skills. However, ground-truth optimality scores
of transitions from D𝑛𝑜𝑖𝑠𝑦 are unavailable, rendering extra
challenges in differentiating and evaluating these skills.

To address these challenges, we design a set of countermeasures.
First, to encourage the discovery of specialized skills that are distinct
from each other, we design a mutual-information-based regulariza-
tion term. Second, to guide the skill selection and estimate segment
optimality, we further refine the skill discovery process by deep
clustering and skill optimality estimation with Positive-Unlabeled
(PU) learning. In the end, we incorporate 𝒔𝑡+1 during skill encoding
to take the inverse skill dynamics into consideration. Next, we will
go into their details in this section.

4.2.1 Mutual-Information-based Regularization. To encourage the
discovery of distinct skills, we propose a mutual information (MI)
based regularization in the skill discovery phase. Each skill variable
𝒛𝑘 should encode a particular action policy, corresponding to the
joint distribution of states and actions 𝑝 (𝒔, 𝒂 | 𝒛𝑘 ). From this obser-
vation, we propose to maximize the mutual information between
the skill 𝒛 and the state-action pair {𝒔, 𝒂}: max 𝐼 ((𝒔, 𝒂), 𝒛). Mutual
information (MI) measures the mutual dependence between two
variables from the information theory perspective, and formally it
can be written as:

𝐼 ((𝒔, 𝒂), 𝒛) =
∫
S×A

∫
Z
𝑝 (𝒔, 𝒂, 𝒛)

· log 𝑝 (𝒔, 𝒂, 𝒛)
𝑝 (𝒔, 𝒂) · 𝑝 (𝒛)𝑑 (𝒔, 𝒂)𝑑𝒛,

(4)

in which 𝑝 (𝒔, 𝒂, 𝒛) is the joint distribution probability, and 𝑝 (𝒔, 𝒂)
and 𝑝 (𝒛) are the marginals. This mutual information objective
can quantify how much can be known about (𝒔, 𝒂) given 𝒛, or
symmetrically, howmuch can be known about 𝒛 given the transition
(𝒔, 𝒂). Maximizing this objective corresponds to encouraging each
skill variable to encode an action-taking strategy that is identifiable,
and maximizing the diversity of the learned skill set.
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MI can not be readily computed for high-dimension data due to
the probability estimation and integration in Eq. 4. Following [37–
39], we design a JSD-based MI estimator and formulate the regular-
ization term as follows:

L𝑚𝑖 =E𝜏𝑖E(𝒔𝑡 ,𝒂𝑡 ) ∈𝜏𝑖 [E𝒛+𝑖 𝑠𝑝 (−𝑇 (𝒔𝑡 , 𝒂𝑡 , 𝒛
+
𝑖 ))

+ E𝒛−
𝑖
𝑠𝑝 (𝑇 (𝒔𝑡 , 𝒂𝑡 , 𝒛−𝑖 ))] .

(5)

In this equation, 𝑇 (·) is a compatibility estimation function imple-
mented as a MLP, and 𝑠𝑝 (·) is the softplus activation function. 𝒛+

𝑖
represents the skill selected by (𝒔𝑖 , 𝒂𝑖 ) that is a positive pair of
(𝒔𝑡 , 𝒂𝑡 ). On the contrary, 𝒛−

𝑖
denotes the skill selected by (𝒔𝑖 , 𝒂𝑖 )

that is a negative pair of (𝒔𝑡 , 𝒂𝑡 ). A positive pair denotes the tran-
sition that is similar to (𝒔𝑡 , 𝒂𝑡 ) in both embedding and optimality
quality, and contrarily is the negative pair. Details of obtaining
these positive or negative pairs will be provided in Sec 4.2.2. This
regularization can encourage different skill variables to encode dif-
ferent action policies, and those positive pairs should select similar
skills while negative pairs should select different skills.
4.2.2 Positive and Negative Pair Discovery. The optimization of mu-
tual information regularization in Eq. 5 requires obtaining positive
and negative pairs to learn a diverse skill set. One direct solution
would be using itself as the positive pair (use 𝒛𝑡 in place of 𝒛+

𝑖
in

Eq. 5) and the skills used by randomly sampled other transitions
as the negative pair, as conducted in [38]. However, such strategy
neglects potential guiding information and may selects transitions
using the same skill as negative pairs, introducing noises into the
learning process. To promote the automatic skill discovery, instead
of randomly sampling we propose to utilize two heuristics: similar-
ity and estimated optimality of transitions.

Concretely, we design a dynamic approach for identifying posi-
tive and negative pairs based on those two heuristics. The proposed
strategy is composed of two parts, (1) a deep clustering (DEC) al-
gorithm that can discover latent groups of transitions and capture
their similarities, which will encourage different skill variables to
encode the action primitives of different transition groups; (2) a PU
learning algorithm that utilizes bothD𝑐𝑙𝑒𝑎𝑛 andD𝑛𝑜𝑖𝑠𝑦 to evaluate
the optimality of discovered skills, and can propagate estimated
optimality scores to transitions. An illustration is provided in Fig. 3.
Next, we will go into detail about these two algorithms.

To find similar transitions, we first propose to take a deep em-
bedding cluster (DEC) strategy, by measuring the distance in the
high-dimensional space extracted by the skill encoding module
𝑓𝑏𝑖 . Denoting the distance between (𝒔𝑡 , 𝒂𝑡 ) and (𝒔𝑖 , 𝒂𝑖 ) as 𝐷 (𝒛′𝑡 , 𝒛′𝑖 ),
we obtain the candidate positive group for 𝒛𝑡 as the those transi-
tions with a small distance from it, and candidate negative group as
those transitions with a large distance. This design will encourage
those transitions taken similarly by the skill encoding module to
select similar skills, and contrarily for dissimilar ones. Note that
measured distances in the embedding space could be very noisy at
the beginning, and their quality would be gradually improved dur-
ing training. Therefore, we add a proxy approach by applying the
clustering algorithm directly to the input states, and use variable 𝜁
to control the probability of adopting DEC or this pre-computed
version. In training, we will gradually increase 𝜁 to shift from this
pre-computed clustering to DEC.

Next, we propose to obtain pseudo optimality scores and refine
the candidate positive pairs with a Positive-Unlabeled (PU) learning
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Calculate and 
update ℒ𝑚𝑖

Step 4

Transition from 𝒟𝑐𝑙𝑒𝑎𝑛 Transition from 𝒟𝑛𝑜𝑖𝑠𝑦 Skill template Target 𝒔𝑡 , 𝒂𝑡+ -

Figure 3: A high-level illustration of our strategy in selecting
positive and negative pairs for (𝒔𝑡 , 𝒂𝑡 ). In the first step, DEC
is used to find transitions similar to the target (shown with
a heatmap). Then, the optimality of skills will be estimated
with PU learning (shown with different colors). Following
that, estimated optimality scores would be propagated to
transitions of D𝑛𝑜𝑖𝑠𝑦 , and our selection strategy is designed
based on them (orange edges for positive pairs and blue edges
for negative pairs).

scheme [40]. As D𝑛𝑜𝑖𝑠𝑦 contains sub-optimal demonstrations with
transitions taking imperfect actions, it is important to differentiate
transitions of varying qualities and imitate them with different
skills. However, one major challenge is that ground-truth evalua-
tions of those transitions are unavailable. We only have transitions
from D𝑐𝑙𝑒𝑎𝑛 as positive examples and transitions from D𝑛𝑜𝑖𝑠𝑦 as
unlabeled examples. Addressing it, we design a skill-based PU learn-
ing algorithm. Optimality scores of discovered skills will first be
estimated and then be propagated to those unlabeled transitions.

Concretely, we first estimate the optimality score of skills based
on the preference of expert demonstrations and the action predic-
tion accuracy. Intuitively, those skills preferred by expert demon-
strations over noisy demonstrations and have a high action pre-
diction accuracy would be of higher qualityThen we propagate
these scores to unlabeled transitions based on their skill selection
distributions. The estimated optimality score will also evolve with
the training process. The detailed algorithm steps are as follows:

• First, we obtain the skill selection distribution and denote it
as 𝑃𝒛 = {𝑝𝒛

𝑘
, 𝑘 ∈ [1, . . . , 𝐾]}. We can calculate the selection

distribution of clean demonstrations as:

𝑝
𝒛,𝑐𝑙𝑒𝑎𝑛
𝑘

= E𝜏𝑖 ∈D𝑐𝑙𝑒𝑎𝑛E(𝒔𝑡 ,𝒂𝑡 ) ∈𝜏𝑖𝑝 (𝒛𝑡 = 𝒛𝑘 ), (6)

and of noisy demonstrations as:

𝑝
𝒛,𝑛𝑜𝑖𝑠𝑦
𝑘

= E𝜏𝑖 ∈D𝑛𝑜𝑖𝑠𝑦E(𝒔𝑡 ,𝒂𝑡 ) ∈𝜏𝑖𝑝 (𝒛𝑡 = 𝒛𝑘 ) . (7)

• Then, the expert preference score 𝑠𝑝𝑟𝑒 𝑓
𝑘

of skill 𝑘 can be com-
puted as (𝑝𝒛,𝑐𝑙𝑒𝑎𝑛

𝑘
− 𝑝𝒛,𝑛𝑜𝑖𝑠𝑦

𝑘
)/(𝑝𝒛,𝑐𝑙𝑒𝑎𝑛

𝑘
+ 𝛿), in which 𝛿 is a

small constant to prevent division by 0.
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• The quality score of each skill can be computed based on its
action-prediction accuracy when selected:

𝑠
𝑞𝑢𝑎𝑙

𝑘
= E𝜏𝑖E(𝒔𝑡 ,𝒂𝑡 ) ∈𝜏𝑖E𝒛𝑡=𝒛𝑘𝑝 (𝒂𝑡 | 𝒔𝑡 , 𝒛

𝑘 ). (8)

• The estimated optimality score 𝑠𝑜𝑝
𝑘

of skill 𝑘 can be calculated

by normalizing the product of these two scores 𝑠𝑝𝑟𝑒 𝑓
𝑘

· 𝑠𝑞𝑢𝑎𝑙
𝑘

into the range [−1, 1].
• With discovered skills evaluated, optimality scores will be prop-
agated to each transition ofD𝑛𝑜𝑖𝑠𝑦 , based on the skill it selected
and its performance. For transition (𝒔𝑡 , 𝒂𝑡 ), we compute its op-
timality as:

∑𝐾
𝑘=1 𝑝 (𝒛𝑡 = 𝒛𝑘 ) · 𝑠𝑜𝑝

𝑘
.

All transitions of D𝑐𝑙𝑒𝑎𝑛 have optimality score set to 1. We would
refine the candidate positive group of 𝒛𝑡 by removing those that
have a very different optimality score with a threshold 𝜖 . Note
that this process is not needed for the candidate negative group,
as they should be encouraged to select different skills regardless
of optimality. The estimation of skill optimality scores is updated
every 𝑁𝑃𝑈 epochs during training to reduce the instability. The
algorithm is provided in Alg. 2.

4.2.3 Incorporating Next-step Dynamics. The core target of this
work is to discover latent action-taking strategies from collected
demonstrations and encode them explicitly. One problem is, as
D𝑛𝑜𝑖𝑠𝑦 is noisy and contains demonstrations of varying qualities,
there may exist transitions taking very different actions with sim-
ilar observations and histories. Due to the lack of ground-truth
optimality score, it could be difficult for the skill encoding module
to tell them apart and differentiate their latent skills. Therefore,
in this skill discovery phase, we also include 𝒔𝑡+1 as input to the
skill encoding module, so that skills can be encoded in an influence-
aware manner [34, 41]. 𝒔𝑡+1 enables the skill selection to be not
only conditioned on the current and prior trajectories, but also on
a future state, which can help to differentiate skills that work in
similar states. We denote this bi-directional skill encoder as 𝑓𝑏𝑖 , as
in Fig. 2. Note that 𝒔𝑡+1 is only used in the skill discovery phase,
hence will not result in the information leakage problem.

Putting all together, in the skill discovery phase we will train
modules {𝑓𝑏𝑖 (·), 𝑔(·), 𝜋𝑙𝑜𝑤 (·)} on D𝑐𝑙𝑒𝑎𝑛 ∪ D𝑛𝑜𝑖𝑠𝑦 , and use a mu-
tual information loss to encourage the learning of a diverse skill
set. Two algorithms are designed to estimate the similarity and
optimality of transitions, and are used to refine the computation of
the regularization term in Eq. 5. The full learning objective is:

min
𝑓𝑏𝑖 ,𝑔,𝜋𝑙𝑜𝑤

max
𝑇
L𝑖𝑚𝑖 + 𝜆 · L𝑚𝑖 , (9)

where𝑇 is the compatibility estimator used in MI estimation (Eq. 5).
A detailed update step is provided in Alg. 2.

4.3 Reusing Skills for Expert Policy
With the skill discovery phase completed, we would utilize the
learned skill set to imitate expert demonstrations inD𝑐𝑙𝑒𝑎𝑛 . Specif-
ically, wewill adapt themodules {𝑓𝑢𝑛𝑖 (·), 𝑔(·), 𝜋𝑙𝑜𝑤 (·)} by imitating
D𝑐𝑙𝑒𝑎𝑛 in this phase. Concretely, as {𝑓𝑏𝑖 , 𝑔(·), 𝜋𝑙𝑜𝑤 (·)} are already
learned in the skill discovery phase, we would split this skill-reusing
into two steps: (1) In the first step, wewould freeze the parameters of
{𝑔(·), 𝜋𝑙𝑜𝑤 (·)}, which contain extracted skills and skill-conditioned

Algorithm 1 Skill-based IL from Imperfect Demonstrations

Input: Expert demonstrations D𝑐𝑙𝑒𝑎𝑛 , Noisy demonstrations
D𝑛𝑜𝑖𝑠𝑦 , Pre-train epochs 𝑁 , PU interval 𝑁𝑃𝑈

1: Random initialize model parameters
2: for 𝑡 in 𝑁 do
3: Optimize 𝑓𝑏𝑖 , 𝑔 and 𝜋𝑙𝑜𝑤 to discover skills following Alg. 2
4: if 𝑡%𝑁𝑃𝑈 = 0 then
5: Update optimality estimation of skills, as Sec. 4.2.2
6: end if
7: end for
8: while Not Converged do
9: Freeze parameters in 𝑔(·) and 𝜋𝑙𝑜𝑤 (·)
10: Learn 𝑓𝑢𝑛𝑖 with L𝑖𝑚𝑖 + L𝐾𝐷 on D𝑐𝑙𝑒𝑎𝑛
11: end while
12: while Not Converged do
13: Update 𝑓𝑢𝑛𝑖 , 𝑔 and 𝜋𝑙𝑜𝑤 with L𝑖𝑚𝑖 + L𝑎𝑑𝑣
14: end while
15: return Trained 𝑓𝑢𝑛𝑖 , 𝑔 and 𝜋𝑙𝑜𝑤 .

policies, and only learn {𝑓𝑢𝑛𝑖 (·)} on D𝑐𝑙𝑒𝑎𝑛 to obtain a high-level
skill selection policy. This step utilizes pre-trained skills to mimic
expert demonstrations D𝑐𝑙𝑒𝑎𝑛 . Besides this imitation loss in Eq. 3,
we further propose to transfer the skill selection knowledge from
𝑓𝑏𝑖 to 𝑓𝑢𝑛𝑖 :

L𝐾𝐷 = −E𝜏𝑖E(𝒔𝑡 ,𝒂𝑡 ) ∈𝜏𝑖𝑝 (𝒛𝑡 = 𝒛𝑡 ), (10)
in which 𝒛𝑡 is predicted using 𝑓𝑏𝑖 . For simplicity, we do not manip-
ulate the weight of L𝐾𝐷 as it has the same scale as L𝑖𝑚𝑖 , and the
learning objective is

min
𝑓𝑢𝑛𝑖 ,𝑔,𝜋𝑙𝑜𝑤

L𝑖𝑚𝑖 + L𝐾𝐷 . (11)

(2) In the second step, we will further refine the whole framework
in an end-to-end manner, based on the imitation objective L𝑖𝑚𝑖 .

Aside from fine-tuning the skill-based framework on D𝑐𝑙𝑒𝑎𝑛 ,
we further propose to utilize transitions from D𝑛𝑜𝑖𝑠𝑦 that have a
low optimality score [15]. In the skill discovery phase, a PU learn-
ing algorithm is conducted iteratively to evaluate the quality of
transitions from D𝑛𝑜𝑖𝑠𝑦 , and will assign an optimality score to
each of them. We can collect transitions with low optimality scores
from demonstrations in D𝑛𝑜𝑖𝑠𝑦 as D𝑛𝑒𝑔 , and a new optimization
objective L𝑎𝑑𝑣 can be designed to encourage our agent to perform
differently:

min
𝑓𝑢𝑛𝑖 ,𝑔,𝜋𝑙𝑜𝑤

L𝑎𝑑𝑣 = E(𝒔𝑡 ,𝒂𝑡 ) ∈D𝑛𝑒𝑔 log 𝑝 (𝒂𝑡 | 𝒔𝑡 , 𝒛𝑡 ) . (12)

In experiments, we set a hard threshold to collect D𝑛𝑒𝑔 , and the
learning objective becomes L𝑖𝑚𝑖 + L𝑎𝑑𝑣 . This objective can en-
courage the model to prevent making the same mistakes as those
low-quality demonstrations.

4.4 Training Algorithm
The training algorithm is provided in Alg. 1 and Alg. 2. The skill

discovery phase corresponds to line 2−7 in Alg. 1, and the details of
learning withMI-based regularization in line 3 is presented in Alg. 2.
Mi-based regularization will help SDIL to learn a set of disentangled
skills. Then, in the skill reusing phase, we first freeze the learned
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Algorithm 2 MI-augmented Skill Discovery Step

Input: Transition set {(𝒔𝑡 , 𝒂𝑡 )} from D𝑐𝑙𝑒𝑎𝑛 and D𝑛𝑜𝑖𝑠𝑦 , skill en-
coding module 𝑓𝑏𝑖 , skill matching module g, skill-conditioned
policy model 𝜋𝑙𝑜𝑤 , MI compatibility estimation function 𝑇

1: Draw b transition samples {(𝒔𝑡 , 𝒂𝑡 )}𝑏𝑡=1 ∼ D
𝑐𝑙𝑒𝑎𝑛 ∪ D𝑛𝑜𝑖𝑠𝑦

2: For each (𝒔𝑡 , 𝒂𝑡 ), sample its candidate positive pairs (𝒔+𝑡 , 𝒂+𝑡 )
from the same clustering group

3: Filter candidate positive pairs based on estimated optimality
score following Sec. 4.2.2

4: For each (𝒔𝑡 , 𝒂𝑡 ), sample its negative pairs (𝒔−𝑡 , 𝒂−𝑡 ) of different
clustering groups

5: Estimate the mutual information loss L𝑚𝑖 following Eq. 5
6: Update compatibility function 𝑇 as 𝑇 ← 𝑇 + ∇𝑇L𝑚𝑖
7: Update 𝑓𝑏𝑖 , 𝑔 and 𝜋𝑙𝑜𝑤 by: min𝑓𝑏𝑖 ,𝑔,𝜋𝑙𝑜𝑤 L𝑖𝑚𝑖 + 𝜆 · L𝑚𝑖
8: return Updated 𝑓𝑏𝑖 , 𝑔 and 𝜋𝑙𝑜𝑤 , 𝑇

skills to update the high-level policy in line 8 − 11, and then we
finetune the whole framework end-to-end in line 12 − 14.

5 EXPERIMENT
In this section, we conduct experiments to evaluate the proposed
imitation learning framework in discovering skills and learning
high-quality policies from sub-optimal demonstrations. Specifically,
in these experiments, we want to answer the following questions:

• RQ1: Can our framework SDIL achieve stronger performance in
imitating demonstrations of varying qualities?
• RQ2: Is the proposed skill discovery algorithm able to disentangle
latent skills of varying optimality apart?
• RQ3: Can SDIL provide improved interpretability on the knowl-
edge learned from demonstrations?

5.1 Experiment Settings
5.1.1 Datasets. We evaluate the proposed framework on three
datasets, MiniGrid-FourRoom, DoorKey [42], along with a public
EHRs dataset Mimic-IV [43]. In FourRoom and Doorkey, the agent
needs to navigate in a maze and arrive at the target position to
receive a reward. In Mimic-IV, each demonstration is a trajectory of
medication actions received by a patient, with physiological features
as states and treatments as actions. Details of these datasets are
provided in Appendix. A.

5.1.2 Baselines. First, we compare SDIL to representative imitation
learning and treatment recommendation methods:

• Behavior Cloning (BC) [5]: BC bins the demonstrations into tran-
sitions and learns an action-taking policy in a supervised manner.
• DensityIRL [44]: Density-based reward modeling conducts a non-
parametric estimation of marginal as well as joint distribution of
states and actions from provided demonstrations, and computes
a reward using the log of those probabilities.
• MCE IRL [45]: Its full name is Maximum causal entropy inverse
reinforcement learning, whose idea is similar to DensityIRL. It de-
signs an entropy-based approach to estimate causally conditioned
probabilities for the estimation of reward function.

• AIRL [6]: Adversarial inverse reinforcement learning aims to
automatically acquiring a scalable reward function from expert
demonstrations by adversarial learning.
• GAIL [7]: GAIL directly trains a discriminator adversarially to
provide the reward signal for policy learning.

The above methods are all proposed assuming demonstrations to be
clean and optimal. We further compare SDIL with two recent strate-
gies that are designed to utilize noisy demonstrations explicitly:
ACIL [15] and DWBC [9].
• ACIL [15]: ACIL extends GAIL by incorporating noisy demon-
strations as negative examples and learns the policy model to be
distinct from them.
• DWBC [9]: It trains a discriminator to evaluate the quality of
each demonstration trajectory through adversarial training, and
conducts a weighted behavior cloning.
Different from them, our method proposes to break each tra-

jectory down into segments and extract useful skills from them
hierarchically. For the ablation study, we also implement a variant:
• SDIL∗: This variant does not access 𝒔𝑡+1 in the skill discovery, to
analyze the importance of incorporating next-step dynamics.

5.1.3 Evaluation Metrics. We evaluate the trained agent with two
strategies, the data-dependent and environment-dependent respec-
tively. Concretely, the adopted metrics are as follows: (1) data-
dependent metrics, which are computed on the test set of clean
demonstrations. We select accuracy (ACC), macro AUROC, and
micro AUROC scores [46]. For the FourRoom dataset, some ac-
tions are never taken so we report the Macro F score instead. (2)
Environment-dependent metrics. For datasets with the interactive
environment readily available, we place the trained agent into the
environment and report its averaged rewards after 1, 000 rounds of
random running.

5.1.4 Configurations. The policy agent is instantiated to have the
same network architecture across different methods for a fair com-
parison. All methods are trained until convergence, with the learn-
ing rate initialized to 0.001. Adam [47] optimizer is applied for all
approaches with weight decay set to 5𝑒-4. Of obtained demonstra-
tions, train:validation:test split is set as 3 : 2 : 5. For the proposed
SDIL, the hyper-parameter 𝜆 which controls the weight of L𝑚𝑖
is set to 1.0 and the threshold 𝜖 of pseudo optimality score from
PU learning is set to 0.1 if not stated otherwise. The look-back
window size𝑀 is fixed as 5, and the controlling variable 𝜁 of DEC
is initialized to 0 and increased by 0.05 after each training epoch.

5.2 Imitation Learning Performance
First, we report the performance for action prediction and make the
comparison in Table 1. to answer RQ1. Each experiment is run for
5 times with random initializations, and we report both the mean
and variance w.r.t each metric. Two settings are adopted:
• D𝑐𝑙𝑒𝑎𝑛 Only: in the first setting, we test all approaches only on
the expert demonstration set, D𝑐𝑙𝑒𝑎𝑛 , without utilizing those
noisy demonstrations. In this setting, all demonstrations can be
trusted to be well-performing.
• D𝑐𝑙𝑒𝑎𝑛⋃D𝑛𝑜𝑖𝑠𝑦 : In the second setting, we use the mixed dataset
containing both D𝑐𝑙𝑒𝑎𝑛 and D𝑛𝑜𝑖𝑠𝑦 to augment the training
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Table 1: Results for FourRoom, Mimic-IV and DoorKey. Best performance is highlighted in bold.

Method FourRoom Mimic-IV DoorKey

ACC MacroF Reward ACC MacroAUC MicroAUC MacroF ACC MacroF Reward

D
cl
ea
n
O
nl
y

BC 89.7±0.26 67.2±0.18 27.6±0.9 43.7±0.41 80.7±0.22 83.3±0.18 16.7±0.15 88.4±0.34 85.8±0.21 83.4±2.1
DensityIRL 86.4±0.27 66.5±0.22 18.2±1.5 38.5±0.28 77.9±0.16 80.8±0.19 14.2±0.14 81.7±0.22 83.7±0.16 75.5±3.4
MCE IRL 88.9±0.26 67.3±0.19 19.8±1.6 41.1±0.21 79.4±0.16 81.9±0.17 15.9±0.17 84.5±0.29 86.2±0.23 78.9±2.5
AIRL 87.1±0.22 65.8±0.23 23.8±1.2 41.5±0.36 80.2±0.23 82.8±0.18 15.8±0.16 89.2±0.26 86.5±0.25 85.7±2.7
GAIL 84.5±0.33 63.2±0.31 18.9±1.1 39.2±0.31 76.5±0.21 81.3±0.19 14.6±0.18 80.6±0.29 81.3±0.27 73.3±3.2
SDIL 91.2±0.21 68.1±0.16 28.2±1.2 44.6±0.32 81.3±0.26 83.6±0.21 17.2±0.18 89.6±0.24 87.3±0.22 86.1±2.3

D
𝑐
𝑙 𝑒
𝑎
𝑛
∪
D
𝑛
𝑜
𝑖𝑠
𝑦

BC 87.2±0.24 66.4±0.15 26.7±1.0 41.1±0.36 81.2±0.19 82.9±0.16 16.5±0.16 86.7±0.24 83.6±0.19 81.8±2.3
DensityIRL 85.4±0.27 65.4±0.26 16.5±1.3 36.7±0.29 77.6±0.17 79.4±0.21 13.7±0.15 76.8±0.25 75.1±0.19 71.6±2.6
MCE IRL 87.4±0.25 66.3±0.21 18.7±1.5 39.5±0.27 78.9±0.18 81.2±0.19 14.5±0.14 81.3±0.23 81.4±0.23 74.8±2.2
AIRL 88.7±0.28 66.7±0.33 25.4±1.2 40.7±0.33 80.4±0.23 82.1±0.17 15.7±0.16 87.5±0.31 84.9±0.28 82.1±2.2
GAIL 83.4±0.29 62.9±0.26 18.8±1.1 38.1±0.29 74.8±0.22 80.1±0.15 13.9±0.17 71.7±0.22 70.8±0.17 70.3±2.4
ACIL 90.2±0.23 67.6±0.19 27.5±1.1 44.2±0.35 81.2±0.24 83.7±0.18 17.1±0.15 89.2±0.30 87.3±0.22 85.9±2.8
DWBC 91.1±0.17 67.9±0.22 28.3±2.1 45.1±0.37 81.4±0.25 84.3±0.17 17.2±0.16 90.3±0.27 88.5±0.26 87.1±3.3
SDIL∗ 93.4±0.18 69.1±0.12 31.2±1.1 48.1±0.31 83.8±0.21 86.5±0.13 20.7±0.16 92.9±0.16 91.4±0.25 92.3±2.0
SDIL 94.4±0.16 69.5±0.11 33.5±1.2 49.4±0.26 84.4±0.17 87.6±0.12 22.3±0.14 94.6±0.21 92.6±0.18 93.2±2.2

set. This setting can verify whether an algorithm can effectively
leverage non-expert demonstrations.

It can be observed that our proposed SDIL outperforms all baseline
algorithms, especially in the second setting, showing its strong
performance in effectively utilizing the noisy demonstrations in
addition to the expert ones. For both datasets, incorporatingD𝑛𝑜𝑖𝑠𝑦
would impair the performance of most baseline algorithms with
a clear performance gap that can be observed. Such phenomenon
suggests that directly imitating D𝑛𝑜𝑖𝑠𝑦 is undesired and may be
misled by noisy demonstrative trajectories. ACIL neglects useful
information from D𝑛𝑜𝑖𝑠𝑦 and takes all of them as negative, hence
only achieving marginal improvements. DWBC adopts adversarial
training to evaluate trajectory quality and identifies high-quality
demonstrations, however it takes each trajectory as a whole and
shows only marginal improvement. In the contrast, our method
SDIL is able to make better use of D𝑛𝑜𝑖𝑠𝑦 , and shows stronger im-
provements across various metrics on both datasets. Furthermore,
the comparison with variant SDIL∗ validates the effectiveness of
incorporating next-step dynamics as auxiliary evidence for the dis-
covery of skills, showing constant improvements across all datasets.

5.3 Ablation Study
Skill DiscoveryWithMutual Information. In SDIL, anMI-based
regularization is adopted to encourage the discovery of concrete
skills. To evaluate the importance of designed mutual information
regularization and partially answer RQ2, we conduct a sensitivity
analysis on 𝜆, which controls the weight of L𝑚𝑖 in the skill discov-
ery phase. Concretely, we vary 𝜆 in {0, 0.2, 0.5, 0.8, 1, 2, 3} and leave
other hyper-parameters unchanged. Results on both the FourRoom
dataset and Mimic-IV are reported in Fig. 4. As a comparison, we
show the result w/o DEC part, and also present the performance of
the base method trained only with D𝑐𝑙𝑒𝑎𝑛 .

From Fig. 4, it can be observed that when 𝜆 is 0, in which case
mutual information-based regularization is not applied in the skill
discovery phase, the framework is ineffective to extract useful
knowledge from noisy demonstrations. Generally, increasing 𝜆
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Figure 4: Sensitivity analysis on mutual information regular-
ization L𝑚𝑖 by varying its weight 𝜆.
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Figure 5: Analysis on PU learning by varying the threshold 𝜖
for pseudo optimality estimation.
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Figure 6: Analysis on sizes ofD𝑐𝑙𝑒𝑎𝑛 by taking different ratios
of training examples.
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would improve model performance within the range [0, 1]. When 𝜆
becomes larger than 2, a negative correlation with the performance
can be observed. This phenomenon may arise that mutual informa-
tion loss L𝑚𝑖 dominates the skill discovery process, resulting in
learned skills performing poorly w.r.t imitation learning loss L𝑖𝑚𝑖 .
Generally, setting 𝜆 within [0.8, 1.5] shows strong performance
for both datasets and outperforms the baseline with only clean
demonstrations with a clear margin, and applying DEC can further
achieve constant improvements.

Utilizing D𝑛𝑜𝑖𝑠𝑦 With PU Learning. To utilize both D𝑐𝑙𝑒𝑎𝑛
and D𝑛𝑜𝑖𝑠𝑦 by discovering skills of varying qualities, we incor-
porate PU learning to augment the skill discovery together with
the DEC mechanism. In particular, a hyper-parameter 𝜖 is intro-
duced as the threshold of estimated optimality scores, as shown in
Sec. 4.2.2. In this part to answer RQ2, we evaluate model perfor-
mance with threshold 𝜖 varying in {0, 0.1, 0.2, 0.4, 0.5, }. A larger
𝜖 indicates fewer transitions would be identified as trustworthy
to be positive/negative, while a smaller 𝜖 would result in utilizing
more of obtained optimality scores from PU learning but may also
submit to more noises meanwhile.

Experiments are conducted with other configurations unchanged
and results are visualized in Fig. 5. Again, we implement two vari-
ants w/o the DEC part, and present the base method trained only
onD𝑐𝑙𝑒𝑎𝑛 for a comparison. It is shown that for dataset FourRoom,
𝜖 is recommended to be set around 0.1. For Mimic-IV, SDIL per-
forms relatively stable with 𝜖 within the range [0.1, 0.5]. Setting the
threshold too low would introduce more noise while setting it too
high would result in information loss. Furthermore, setting 𝜖 too
low or too high would also reduce the significance of introducing
Deep Embedding Clustering in positive/negative pair selection.

Influence ofD𝑐𝑙𝑒𝑎𝑛 size The benefits of introducingD𝑛𝑜𝑖𝑠𝑦 to
augment the training data would be largely affected by the number
of expert demonstrations available. To examine the improvement
of SDIL in such scenarios, in this part we only take a subset of
training demonstrations from D𝑐𝑙𝑒𝑎𝑛 as available. For the train-
ing set of expert demonstrations, we further vary its availability
ratio in {0.1, 0.2, 0.4, 0.6, 0.8, 1}. All other hyper-parameters remain
unchanged, and we report the results in Fig. 6. It can be observed
that the model performance would increase with the expert demon-
stration ratio, and the DEC part shows a constant improvement.
Furthermore, it can be observed that our proposed SDIL can outper-
form the baseline (using only the clean demonstration set D𝑐𝑙𝑒𝑎𝑛)
with half the number of clean demonstrations.

Tendency of Skill Selection Behaviors. In this part, we want
to evaluate the ability of SDIL to identify skills of varying quality by
comparing the skill selection behaviors of demonstrations inD𝑐𝑙𝑒𝑎𝑛
and D𝑛𝑜𝑖𝑠𝑦 statistically. Concretely, we test the trained model on
each demonstration and compute the probability of selecting each
skill per time step. Skill selection distributions are averaged per
demonstration set at each time step in an unweighted manner, and
a comparison is made for both the FourRoom dataset (Fig. 7(a)) and
the Mimic-IV dataset (Fig. 7(b)).

In Fig. 7(a) and Fig. 7(b), a clear distribution gap can be observed
in the skill selection behavior during imitating demonstrations
in D𝑐𝑙𝑒𝑎𝑛 and D𝑛𝑜𝑖𝑠𝑦 . This result verifies the ability of SDIL to
extract a skill set of varying optimality, that some are preferred
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Figure 7: Comparison of skill selection preference between
expert demonstration set and noisy demonstration set on
dataset FourRoom. 𝑥-axis represents the skill variables and
𝑦-axis is the selection probability.

in imitating expert demonstrations while some are preferred by
noisy demonstrations. This design also enables effective knowledge
sharing across demonstration sets, like the skill 3 in Fig. 7(b) which
are selected frequently by both D𝑐𝑙𝑒𝑎𝑛 and D𝑛𝑜𝑖𝑠𝑦 .

5.4 Case Study
To provide deeper analysis of the proposed skill discovery process
and answer RQ3, we provide a set of case studies on FourRoom and
Mimic-IV (Appendix. C) to interpret skills learned by SDIL. Due to
the limitation of space, we put results in Appendix. C.

6 CONCLUSION AND FUTURE WORK
In this paper, we propose an effective framework SDIL for imitation
learning from sub-optimal demonstrations, which is able to utilize
both clean and noisy demonstrations simultaneously. Taking a
hierarchical architecture, SDIL manages to learn a disentangled
skill set of varying optimality and compose an expert neural agent
with them. SDIL also offers improved interpretability by analyzing
learned skills. Breaking demonstrations down, SDIL can extract
knowledge and utilize noisy demonstrations at the segment level,
instead of assuming all time steps of the same demonstration to be
of the same quality. Experimental results validate the effectiveness
of SDIL, and comprehensive analysis is provided for ablation study
and examination of learned skills. Note that the core of our method
lies upon the discovered skill set.

As part of future work, we plan to explore the transferability of
discovered skills, considering the discovery and manipulation of
sub-policy skills with multiple different objectives.
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(a) Skill selection of D𝑐𝑙𝑒𝑎𝑛 (b) Skill selection of D𝑛𝑜𝑖𝑠𝑦

Figure 8: Visualization of skill selection behavior on dataset
FourRoom. We test the bi-directional skill selection module
on demonstrations sampled from D𝑐𝑙𝑒𝑎𝑛 and D𝑛𝑜𝑖𝑠𝑦 respec-
tively, and use each color to denote a concrete skill variable.
Transparency represents confidence of the selected skill.

A DATASETS
FourRoom. In FourRoom, the agent needs to navigate in a maze
composed of four rooms interconnected by 4 gaps in the walls,
and the goal is to reach a specific target position [42]. The expert
demonstration set is constructed by collecting successful trajec-
tories from a pre-trained agent, and the noisy demonstration set
contains trajectories that fail to reach the target position (arrive
at another position). In total, this dataset contains 2, 000 expert
demonstrations (average trajectory length: 23.42) and 2, 000 noisy
demonstrations (average trajectory length: 21.08).
DoorKey. This environment is a two-room maze, in which the
agent must first pick up a key and then unlock the door before
getting to the target square in the other room. It is a challenging
environment due to the sparsity of rewards. Utilizing a pre-trained
agent, the clean and noisy sets are constructed as its generated tra-
jectories of different reward ranges. Concretely, 2, 000 trajectories
with rewards higher than 92 are selected as the clean set (average
trajectory length: 9.71), and 2, 000 trajectories with rewards within
[30, 90] are used as the noisy set (average trajectory length: 9.88).
Mimic-IV. Mimic-IV contains 43, 000 patients in intensive care
units during the year 2001 and 2012. Following the procedures
in [48], we extract the Sepsis patients from it conforming to the
Sepsis-3 criteria [49]. For each patient, a trajectory of received med-
ication treatments is extracted (a demonstration), with each time
step corresponding to four hours that is the median of the prescrip-
tion frequency in this dataset [48]. Medication action at each time
step is represented as a one-hot vector with a length of 25. The ob-
servation at each time step contains relevant physiological features
including both static and temporally dynamic ones, along with the
historical medication actions at the previous step. This dataset con-
tains 6, 630 trajectories that the patient is fully recovered (average
trajectory length: 12.92, we use them as clean demonstrations) and
3, 573 trajectories that the patient’s health condition deteriorates or
is deceased (average trajectory length: 13.08, used as noisy demon-
strations). The objective is to train a neural agent to learn an expert
prescription policy from these demonstrations.

B BASELINES
In this part, we briefly introduce those baselines compared to in
this work. First are those representative imitation learning and
treatment recommendation methods:
• Behavior Cloning (BC) [5]: BC bins the demonstrations into tran-
sitions and learns an action-taking policy in a supervised manner.
• DensityIRL [44]: Density-based reward modeling conducts a non-
parametric estimation of marginal as well as joint distribution of
states and actions from provided demonstrations, and computes
a reward using the log of those probabilities.
• MCE IRL [45]: Its full name is Maximum causal entropy inverse
reinforcement learning, whose idea is similar to DensityIRL. It de-
signs an entropy-based approach to estimate causally conditioned
probabilities for the estimation of reward function.
• AIRL [6]: Adversarial inverse reinforcement learning aims to
automatically acquiring a scalable reward function from expert
demonstrations by adversarial learning.
• GAIL [7]: GAIL directly trains a discriminator adversarially to
provide the reward signal for policy learning.

The above methods are all proposed assuming demonstrations to be
clean and optimal. We further compare SDIL with two recent strate-
gies that are designed to utilize noisy demonstrations explicitly:
ACIL [15] and DWBC [9].
• ACIL [15]: ACIL extends GAIL by incorporating noisy demon-
strations as negative examples and learns the policy model to be
distinct from them.
• DWBC [9]: It trains a discriminator to evaluate the quality of
each demonstration trajectory through adversarial training, and
conducts a weighted behavior cloning.

C CASE STUDY
FourRoom is a gym environment of four rooms in which the agent
needs to navigate and reach the target grid. In this environment,
behaviors of the agent are easy to interpret which allows us to di-
rectly visualize and evaluate learned skills. To interprete knowledge
learned by SDIL, we conduct two sets of studies: 1) distribution of
skill selections along clean and noisy demonstrations; 2) action-
taking strategies encoded by each concrete skill.

C.1 Skill Selection Behaviors
First, we analyze skill selection behaviors of the expert demonstra-
tion set, and compare them with skill selection behaviors of the
noisy demonstration set in Fig. 8. Concretely, we test the skill se-
lection behavior of SDIL on given demonstrations for a case study.
50 demonstrations are selected from D𝑐𝑙𝑒𝑎𝑛 and D𝑛𝑜𝑖𝑠𝑦 respec-
tively, and we visualize them in the FourRoom environment as in
Fig. 8. Arrow direction represents the majority moving direction
of sampled demonstrations at that position, and those that have a
high diversity in action selection are discarded. We annotate the
selected skills using different colors, and its transparency shows the
consistency of skill selection across demonstrations at that position.
From the figure, it can be observed that each skill encodes a partic-
ular moving strategy inside a region, and some skills are shared by
both demonstration sets like the red one. There are also some skills
encoding moving strategy specific for one demonstration set, like
the purple one in Fig. 8(a) and the yellow one in Fig. 8(b).
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(a) Skill with 1𝑠𝑡 preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(b) Skill with 2𝑛𝑑 preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(c) Skill with 3𝑟𝑑 preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(d) Skill with 4𝑡ℎ preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(e) Skill with 5𝑡ℎ preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(f) Skill with 6𝑡ℎ preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(g) Skill with 7𝑡ℎ preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

(h) Skill with 8𝑡ℎ preference score
by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦

Figure 9: Visualization of learned skills from dataset FourRoom, after the skill discovery phase. We rank them through
comparing their probability of being selected by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦 . For each skill, we randomly run the agent to generate 50
trajectories with the skill variable fixed. We only visualize the transitions when the pre-fixed skill has the highest probability of
being selected to better highlight its encoded behaviors. Arrow at each grid denotes the moving direction, and its transparency
represents confidence of the selected action.

C.2 Behavior Learned by Skills
FourRoom Here, we visualize the learned skills in Fig. 9. For each
skill, we force SDIL to generate 50 trajectories with the skill vari-
able fixed. For ease of interpretation, we only visualize the regions
in which this skill has a high probability of being selected itself.
Arrow direction indicates the majority moving direction, and its
transparency shows its consistency. We rank the skills based on
their preference by D𝑐𝑙𝑒𝑎𝑛 over D𝑛𝑜𝑖𝑠𝑦 . It is clear to see that: 1)
Each skill represents a particular moving strategy within a region.
For example, Fig. 9(a) shows the skill of heading to the target region
inside the same room, and Fig. 9(c) corresponds to the behavior of
going across a pathway in a particular direction. 2) Our SDIL is
able to discover separate skills for different strategies of the same
region, like comparing Fig. 9(b) to Fig. 9(f). Skill in Fig. 9(b) targets
to move to the lower-right room, while that in Fig. 9(f) would stay
in this room and head to a particular position.

Mimic-IV In the medical dataset Mimic-IV, it is difficult to di-
rectly interpret learned skills, as each skill would encode a partic-
ular distribution of actions conditioned on observed states. Faced
with these difficulties, we conduct the case study from another per-
spective: by analyzing the distribution of latent embeddings w.r.t
skill variables and target actions. Concretely, we draw the TSNE
visualization in Fig. 10. Each node represents the embedding of a
transition extracted by the skill encoding module, black pentagrams
denote the embedding of skill variables, and the color represents

the selected treatments. Note that in Mimic-IV dataset, a larger
treatment label corresponds to a more active medical plan. To fur-
ther make the comparison, we test two variants of SDIL with the
weight of mutual information regularization being set to 1 and 0
respectively. Results are shown in Fig. 10. Comparing two figures,

(a) 𝜆 = 0 (b) 𝜆 = 1

Figure 10: TSNE Visualization of skill distribution of dataset
Mimic-IV. Each color represents a different treatment action,
and embedding of skill variables are marked with a black
pentagram. In our data split, severity of health conditions
would generally increase with a larger treatment class.

it can be observed that skills in Fig. 10(b) has a stronger correlation
with treatment distributions. Transitions taking similar treatments
are clustered better compared to Fig. 10(b).
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