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Abstract

We develop a tool akin to the revelation principle for dynamic mechanism-selection
games in which the designer can only commit to short-term mechanisms. We identify
a canonical class of mechanisms rich enough to replicate the outcomes of any equi-
librium in a mechanism-selection game between an uninformed designer and a pri-
vately informed agent. A cornerstone of our methodology is the idea that a mechanism
should encode not only the rules that determine the allocation, but also the informa-
tion the designer obtains from the interaction with the agent. Therefore, how much the
designer learns, which is the key tension in design with limited commitment, becomes
an explicit part of the design. Our result simplifies the search for the designer-optimal
outcome by reducing the agent’s behavior to a series of participation, truthtelling, and

Bayes’ plausibility constraints the mechanisms must satisfy.
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1 INTRODUCTION

The standard assumption in dynamic mechanism design is that the designer can commit to
long-term contracts. This assumption is useful: it allows us to characterize the best possi-
ble payoff for the designer in the presence of adverse selection and/or moral hazard, and it
is applicable in many settings. Often, however, this assumption is made for technical con-
venience. Indeed, when the designer can commit to long-term contracts, the mechanism-
selection problem can be reduced to a constrained optimization problem thanks to the rev-
elation principle.! However, as the literature starting with Freixas et al. (1985) and Laffont
and Tirole (1988) shows, when the designer can commit only to short-term contracts, the
tractability afforded by the revelation principle is lost. Indeed, mechanism design problems
with limited commitment are difficult to analyze without imposing auxiliary assumptions
either on the class of contracts available to the designer, as in Acharya and Ortner (2017)
and Gerardi and Maestri (2020), or on the length of the horizon, as in Skreta (2006, 2015).

This paper provides a “revelation principle” for dynamic mechanism-selection games
in which the designer can only commit to short-term mechanisms. We study a class of
mechanism-selection games between an uninformed designer and an informed agent with
persistent private information. Although the designer can commit within each period to the
terms of the interaction-the current mechanism-he cannot commit to the terms the agent
faces later on, namely, the mechanisms that are chosen in the continuation game. First, we
identify a set of mechanisms, and hence a mechanism-selection game, that is sufficient to
replicate any equilibrium outcome of any mechanism-selection game. Second, we identify
a set of strategies for the designer and the agent that is sufficient to replicate any equilib-
rium outcome of the identified mechanism-selection game. We illustrate how our result can
be used to characterize the designer’s optimal outcome as the solution to a constrained op-
timization problem that only involves the designer. In this problem, the designer chooses
amongst mechanisms that satisfy the usual truthtelling and participation constraints, and

a third constraint, which captures the designer’s sequential rationality.

The starting point of our analysis is the class of mechanisms we allow the designer to
choose from. Following Myerson (1982) and Bester and Strausz (2007), we consider mecha-

nisms as illustrated in Figure 1a:

IThe “revelation principle” denotes a class of results in mechanism design; see, for instance, Myerson
(1982).
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Figure (a) General Mechanisms Figure (b) Canonical Mechanisms:
M=0,S=A(©)

Figure 1: Mechanisms

Having observed her private information (her type, 0 € ©), the agent privately reports an
input message, m € M, to the mechanism, which then determines the distribution, ¢(:|m),
from which an output message, s € S, and an allocation, a € A, are drawn. The output
message and the allocation are publicly observable: they constitute the contractible parts of

the mechanism.

When the designer has commitment, the standard revelation principle implies that, with-
out loss of generality, we can restrict attention to mechanisms satisfying three properties: (i)
M =0, (i) |[M| =S|, and (iii) ¢ is such that by observing the output message, the designer
learns the input message, in this case, the agent’s type report. Moreover, the revelation prin-
ciple implies we can restrict attention to equilibria in which the agent truthfully reports her
type, which means the designer not only learns the agent’s type report upon observing the

output message but also learns the agent’s true type.

Why restricting attention to mechanisms that satisfy properties (i)-(iii) and to truthtelling
equilibria is with loss of generality under limited commitment is therefore clear: upon ob-
serving the output message, the designer learns the agent’s type report and hence her type.
Then, the agent may have an incentive to misreport if the designer cannot commit to not re-
act to this information. This intuition is behind the main result in Bester and Strausz (2001),
which is the first paper to provide a general analysis of optimal mechanism design with lim-
ited commitment. The authors restrict attention to mechanisms such that the cardinality
of the set of input and output messages is the same, and ¢ is such that, by observing the
output message, the designer learns the input message.” They show that to sustain payoffs
in the Pareto frontier, mechanisms in which input messages are type reports are without
loss of generality. However, focusing on truthtelling equilibria is with loss of generality. In
a follow-up paper, Bester and Strausz (2007) lift the restrictions on the class of mechanisms
(i.e., (ii) and (iii) above) and show in a one-period model that focusing on mechanisms in
which input messages are type reports and on truthtelling equilibria is without loss of gen-
erality. The authors, however, do not characterize the set of output messages. Whether tak-

ing the set of input messages to be the set of type reports is without loss when the designer

2The class of mechanisms considered in Bester and Strausz (2001) encompasses the mechanisms consid-
ered by most papers in the literature on limited commitment starting from Laffont and Tirole (1988).



and the agent interact repeatedly is also unclear (see the discussion after Theorem 1).

The main contribution of this paper is to show that, under limited commitment, it is with-
out loss of generality to take the set of output messages to be the set of the designer’s pos-
terior beliefs about the agent’s type; that is, S = A(®). Theorem 1 identifies a set of mecha-
nisms, and hence a mechanism-selection game, that is enough to replicate any equilibrium
outcome of any mechanism-selection game in which the designer chooses mechanisms as
in Figure la. In this game, which we denote the canonical game, the designer can only of-
fer mechanisms in which input messages are type reports and output messages are beliefs.
Moreover, Theorem 1 shows that any equilibrium of the canonical game can be replicated
by a canonical equilibrium in which the agent always participates in the mechanisms of-
fered in equilibrium by the designer, and input and output messages have a literal mean-
ing: the agent truthfully reports her type, and if the mechanism outputs a given posterior,
this posterior coincides with the designer’s equilibrium belief about the agent’s type. Fur-
thermore, in a canonical equilibrium, the designer only offers the agent canonical mecha-
nisms, in which conditional on the output message, the allocation is drawn independently
of the agent’s type report (see Figure 1b). Thus, like the standard revelation principle, The-
orem 1 implies that to characterize the distributions over types and allocations that can be
achieved in some equilibrium in some mechanism-selection game, it is without loss of gen-

erality to restrict attention to the analysis of the canonical equilibria of the canonical game.

Theorem 1 provides researchers with a tractable way to analyze problems of mechanism
design with limited commitment by making how much the designer learns about the agent
an explicit part of the design. A major challenge in the received literature on limited com-
mitment is how to keep track of how the agent’s best response to the mechanism affects
the information that the designer obtains from the interaction, which in turn affects the de-
signer’s incentives to offer the mechanism in the first place. Instead, our framework allows
us to reduce the agent’s best response to the designer’s mechanism and its informational
feedback to a familiar set of constraints that the mechanism must satisfy: the participation
and incentive compatibility constraints for the agent, and the Bayes’ plausibility constraint.
This avoids having to consider complicated mixed strategies on the part of the agent (see
Laffont and Tirole, 1988; Bester and Strausz, 2001) and transforms it instead into a program
that combines elements of mechanism design and information design. Indeed, we exploit
the information design elements to derive properties of the mechanisms (see Proposition 1

and our companion work, Doval and Skreta, 2020a, 2021).

We prove Theorem 1 under the assumption that the set of types is at most countable



and extend Theorem 1 to the case in which the agent’s type is drawn from a continuum
(a leading case in mechanism design) in Theorem 2. As we explain in Section 4.1, the re-
sults in Aumann (1961, 1964) imply that with a continuum type space we cannot rely on
the usual formulation of an extensive-form game. This is the reason that we first conduct
our analysis under the assumption that the set of types is at most countable, deriving The-
orem 1 in the standard game-theoretic framework. Section 4.2 then develops a new frame-
work that circumvents the issues raised by Aumann, while allowing us to extend Theorem 1
to continuum type spaces. The framework is based on the idea that any fixed sequence
of mechanisms determines a well-defined extensive-form game for the agent. Like in the
mechanism-selection game, Theorem 2 shows it is without loss of generality to assume the
designer offers the agent sequences of canonical mechanisms and to restrict attention to

canonical equilibria within the extensive-form game defined by the mechanisms.

We apply our results to a seemingly well-understood problem and show that our tools
can shed new light on it.> As in Skreta (2006), Example 1 considers a seller, who owns one
unit of a durable good, and interacts over two periods with a buyer with persistent and pri-
vate information. In Example 1 the seller offers canonical mechanisms, whereas in Skreta
(2006) the seller offers mechanisms in the class considered by Laffont and Tirole (1988) and
Bester and Strausz (2001). In Section 3.1, we show how Theorem 1 can be used to reduce the
characterization of the seller’s maximum revenue to the characterization of the solution to a
constrained optimization problem (see OPT). Furthermore, in Section 4.3, we argue that the
solution to the program OPT also describes the seller’s maximum revenue when the buyer’s
type is drawn from a continuum. We then show how to obtain the envelope representation
of the agent’s payoffs and hence, the dynamic virtual surplus representation of the seller’s
payoff. As we explain in Section 4.3, characterizing the solution to OPT is outside the scope
of this paper. Instead, we use the virtual surplus representation of the seller’s payoff to show
that, in contrast to the main result in Skreta (2006), the seller can do strictly better than in
the optimal posted-price mechanism.* Starting from the optimal posted-price mechanism,
we show that the seller has a deviation to an alternative mechanism that combines posted
prices with a form of rationing. This allows us to connect the mechanism design literature
on the sale of a durable good with the work in theoretical industrial organization on alter-

native strategies for a durable goods monopolist, such as rationing (Denicolo and Garella,

3Theorem 1 also opens the door to the analysis of optimal mechanisms under limited commitment in
infinite-horizon settings. See Doval and Skreta (2020a), where we solve an infinite-horizon binary-type ver-
sion of the sale of a durable good.

4Remark 2 discusses how canonical mechanisms differ from the mechanisms in Skreta (2006), which ex-
plains the difference in the results.



1999).

By highlighting the canonical role of beliefs as the signals employed by the mechanism,
Theorem 1 underscores the importance of jointly determining the mechanism together with
how information is used in the mechanism and transmitted across periods. In doing so, it
marries information design, which studies the design of information structures in a given
institution, with mechanism design, which generally studies institutional design within a

given information structure.

Related Literature: The paper contributes to the literature on mechanism design with
limited commitment with an informed agent with persistent private information, refer-
enced throughout the introduction.® Following the seminal contribution of Bester and
Strausz (2001), a body of work studies optimal mechanisms under limited commitment in
finite-horizon settings with finitely many types (e.g., Bisin and Rampini, 2006; Hiriart et al.,
2011; Fiocco and Strausz, 2015; Beccuti and Moller, 2018). However, the results in Bester and
Strausz (2001) do not extend to settings with a continuum of types and/or infinite horizon.
On the one hand, the proof strategy in Bester and Strausz (2001) relies on the assumption of
finitely many types. On the other hand, their result only applies if the designer is earning his
highest payoff consistent with the agent’s payoff (see Lemma 1 in Bester and Strausz, 2001).
Thus, implicit in their multistage extension is a restriction to equilibria of the mechanism-
selection game that possess a Markov structure, which, as shown by Ausubel and Deneckere
(1989), may not be enough to characterize the designer’s best equilibrium payoff in infinite-
horizon settings. As a consequence, there is a small body of work that studies mechanism-
selection games with a continuum of types and finite horizon (Skreta, 2006, 2015; Deb and
Said, 2015), or in infinite-horizon settings, imposing restrictions on the class of contracts
that can be offered (e.g., Acharya and Ortner, 2017; Gerardi and Maestri, 2020), or on the so-
lution concept (e.g., Acharya and Ortner, 2017).

Due to the difficulties with the revelation principle, a large body of work in public fi-
nance, political economy, and taxation considers optimal time-consistent policies in set-
tings where private information is fully non-persistent (see Sleet and Yeltekin, 2008; Farhi
et al., 2012; Golosov and Iovino, 2021). Moreover, a large literature studies the effect of
limited commitment within a specific class of mechanisms: price dynamics in the durable
goods literature (Bulow, 1982; Gul et al., 1986; Stokey, 1981) and reserve price dynamics in
auction settings (McAfee and Vincent, 1997; Liu et al., 2019).

5A designer’s lack of commitment can take various forms that are not considered in this paper but have
been studied in others. See, for instance, McAdams and Schwarz (2007), Vartiainen (2013), and Akbarpour and
Li (2020), in which the designer cannot commit even to obeying the rules of the current mechanism.



By highlighting the role that the designer’s beliefs about the agent play in mechanism
design with limited commitment, our paper also relates to Lipnowski and Ravid (2020) and
Best and Quigley (2017), who study models of direct communication between an informed

sender and an uninformed receiver.

Organization: The rest of the paper is organized as follows. Section 2 describes the model
and notation and Section 3 introduces the main theorem for at most countable type spaces.
Section 4 extends our analysis to continuum type spaces. Throughout the paper, we use a
two-period version of the model in Skreta (2006) to illustrate our results. Section 5 concludes
and discusses further directions. Omitted statements and all proofs are in the appendix
(Appendices A-C) and the online appendix, Doval and Skreta (2020b) (Appendices D-E).

2 MODEL

Primitives: Two players, a principal (he) and an agent (she), interact over T < oo periods.°
Before the game starts, the agent observes her type, 6 € ©, which is distributed according
to a full-support distribution p;. We initially assume © is at most countable and consider
continuum type spaces in Section 4. Each period, as a result of the interaction between the
principal and the agent, an allocation a € A is determined. Let AT denote the set x thlA.
When the agent’s type is @ and the allocationis a’ € A7, the principal and the agent’s payoffs
are given by W(a’,0) and U(a”,0), respectively.

We allow for the possibility that past allocations influence what the principal can offer the
agent in the future. Thus, for each t > 1, a correspondence A; : A1 = A exists such that
for every sequence of allocations up to period ¢, a~'=(ay,...,a;-1), A;(a’1) describes the
set of allocations the principal can offer in period ¢ (with the convention that when ¢ =1,
a® = {@}). Furthermore, we assume an allocation a* exists such that a* is always available.
Below, allocation a* plays the role of the agent’s outside option. Given the general structure

of payoffs, it is without loss of generality to assume that a* is time-independent.

We impose some technical restrictions on our model.” The sets ©® and A are Polish, that

is, completely metrizable, separable, topological spaces. They are endowed with their Borel

6To simultaneously analyze the cases of finite and infinite horizon, we abuse notation as follows. When
T = oo, and notation of the form t = 1,..., T, Zle, or xtT:I, appears, we take this to mean ¢ =1,..., Y ;en, OF
X reN, Tespectively.

"In what follows, we adopt the following notational conventions. First, all Polish spaces are endowed with
their Borel o-algebra. Second, product spaces are endowed with their product o-algebra. Third, for a Polish
space, Y, we let A(Y) denote the set of all Borel probability measures over Y, endowed with the weak* topol-
ogy. Thus, A(Y) is also a Polish space (Aliprantis and Border, 2006). For any two measurable spaces, X and Y,
a transition probability from X to Y is a measurable function { : X — A(Y). When integrating under the mea-
sure {(x), we use the notation {(-|x).



o-algebra. We also assume O is compact. Endowing product sets with their product o-
algebra, we assume the principal and the agent’s utility functions, W and U, are bounded
measurable functions. Similarly, for each ¢ = 1 and for each a’~! € A*"!, the set A;(a’™!) is

a measurable set.

Mechanisms: In each period, the allocation is determined by a mechanism M; =
(MM sM: M1y where MMt and SM* are the mechanism’s input and output messages and
oM assigns to each m € MM+ a distribution over SM* x A. We endow the principal with a col-
lection {(M;, S;)};c7 of input and output message sets, such that (i) M;, S; are Polish spaces,
(ii) |®| = |M;|, M; is at most countable, and (iii) |A(®)| < |S;|. Moreover, we assume (0, A(0))
is an element in that collection. Let M7 denote the set of all mechanisms with message sets
(M;, Si)iez thatis, M7 =U; jez {@ : M; — A(Sj x A): @ is measurable }|.

Three remarks are in order. First, we restrict the principal to choosing mechanisms in
M. This restriction allows us to have a well-defined strategy space for the principal,
thereby avoiding set-theoretic issues related to self-referential sets.® The analysis that fol-
lows shows the choice of the collection plays no further role in the analysis. Second, be-
cause each M; is at most countable, the set of mechanisms M7 is a Polish space. As we dis-
cuss in Section 4, this property is key to being able to define a mechanism-selection game
for a given collection Z (see also footnote 9). Third, we note all aspects of the environment,

except the agent’s type 0 € ©, are common knowledge between the principal and the agent.

Mechanism-selection game(s): Each collection Z induces a mechanism-selection game,
which we denote by Gz, and is defined as follows. At the beginning of each period, both
players observe the realization of a public randomization device, w ~ U0, 1]. The principal
then offers the agent a mechanism, M;, with the property that for all m € MM:, M (SMr x
A, (a"~1)|m) = 1, where recall that a’~! describes the allocations implemented through pe-
riod £—1. Observing the mechanism, the agent decides whether to participate in the mecha-
nism (7 = 1) or not (7 = 0). If she does not participate in the mechanism, a* is implemented
and the game proceeds to period ¢ + 1. Instead, if she chooses to participate, she sends a
message m € MM, which is unobserved by the principal. An output message and an allo-
cation (s;, a,) are drawn according to ¢™:(-|m). The output message and the allocation are

observed by both the principal and the agent, and the game proceeds to period ¢+ 1.

Histories: The game G7 has two types of histories: public and private. Public histories

capture what the principal knows through period ¢: the past realizations of the public ran-

8To be precise, the set of all mechanisms is not constructible under Zermelo-Fraenkel’s set theory, with the
axiom of choice, since its axioms preclude Russell’s paradox.



domization device, his past choices of mechanisms, the agent’s participation decisions, and
the realized output messages and allocations. We let i’ denote a public history through pe-
riod ¢ and let H' denote the set of all such histories. Instead, private histories capture what
the agent knows through period t. First, the agent knows the public history of the game and
her input messages into the mechanism (henceforth, the agent history). Second, the agent
also knows her private information. We let 1/, denote an agent’s history through period ¢
and let H)(h') denote the set of agent histories consistent with public history h’. Thus,

OxH If‘(ht) denotes the set of private histories consistent with public history h’.

Belief system and strategies: Private histories capture what the principal does not know
about the agent in period ¢: he is uncertain about both the agent’s payoff-relevant type, 0,
and the agent history, h,. Thus, a belief for the principal in period ¢ at public history i’ is a
distribution 11, (k") € A(® x H,(h")). The collection (u,)]_, denotes the belief system.

T

A behavioral strategy for the principal is a collection of measurable mappings (o p;);_,,

where for each period t and each public history h’, op,(h’) describes the principal’s (pos-
sibly random) choice of mechanism at 4*.? Similarly, a behavioral strategy for the agent is
a collection of measurable mappings (o At)tT:1 = (4, 1) thl, where for each period ¢, each
private history (0, h;), and each mechanism, My, 7,(0, h Z,M ¢) describes the agent’s partici-
pation decision, whereas (8, h;, M;) describes the agent’s choice of input messages in the

mechanism, conditional on participation.
The tuple (op,0 4, 1) = (Op, T Az, Ut) ;Tzl defines an assessment.

Equilibrium: For each collection Z, we study the equilibria of the mechanism-selection
game G7. By equilibrium, we mean Perfect Bayesian equilibrium (henceforth, PBE), infor-
mally defined as follows. An assessment (o p,0 4, ) is a PBE if it is sequentially rational and
the belief system satisfies Bayes’ rule where possible. The formal statement is in Appendix A.
For now, we note that if the principal’s strategy space is finite, O is finite, and the mecha-
nisms used by the principal have finite support, our definition of PBE coincides with that in
Fudenberg and Tirole (1991).1°

Equilibrium outcomes: The prior u; together with a strategy profile (op,0 4) determine
a distribution over the terminal nodes © x HX“. We are interested instead in the distribu-

tion they induce over the payoff-relevant outcomes, ® x A”. We say n € A(® x AT) is a PBE

9Because the set M7 is Polish, the public and private histories are Polish, because they are the (at most)
countable product of Polish spaces.

10The only difference between Bayes’ rule where possible (Definition A.2) and consistency in sequential
equilibrium is that under PBE, the principal can assign zero probability to a type and then, after the agent
deviates, can assign positive probability to that same type.



outcome if a PBE of the mechanism-selection game exists that induces n. We denote by O~

the set of PBE outcomes of G7.

Throughout, we use the following example to illustrate the concepts in the paper:
Example 1. A seller (the principal) and a buyer (the agent) interact over two periods; that is,
T = 2. The seller owns one unit of a durable good and assigns value 0 to it. The buyer’s value
for the good, denoted by 0 € O, is her private information. We denote by p; the seller’s prior
belief over ® and by 6 the maximum element of ©. An allocation is a pair (g, x) € {0,1} xR =
A, where g indicates whether the good is sold (g = 1) or not (q = 0), and x is a payment from
the buyer to the seller. If the good is sold in period 1, the game ends; that is, A5 ((1,x)) =
{0} x R and A ((0, x)) = A. Moreover, if the buyer rejects the mechanism, the good is not
sold and no payments are made; that is, a* = (0,0). Payoffs are as follows. If the final alloca-
tion is {(qy, x1)} req1,2;, the buyer and the seller’s payoffs are U(-,0) = Zthl 5t1 (th - xt) and

wW(,0) = Zthl 6 1x,, respectively, where 6 € (0, 1) is a common discount factor.

2.1 Canonical mechanisms and assessments

Theorem 1 singles out one mechanism-selection game and a class of assessments that al-
lows us to replicate any equilibrium outcome of Gz, for any collection Z of input and out-
put messages. We dub this extensive form the canonical game and the class of assessments,

canonical assessments, which we formally define next.

Canonical game: The canonical game is the mechanism-selection game in which Z =

{(©,A(0))}. We denote the set of equilibrium outcomes of the canonical game by O*.

Definition 1 (Canonical Mechanisms). A mechanism (0©,A(©), ) is canonical if the map-
ping ¢ : © — A(A(O) x A) can be obtained as the composition of two mappings, p : © —
A(A(®)) and a : A(®) — A(A). Formally, for each 0 and each pair of measurable subsets,
UcA@®) and Ac A, o(U x Al) = [5a(AlwB(duld).

In a canonical mechanism, conditional on the output message, the allocation is drawn
independently of the agent’s type report. We refer to the mappings  and «a as the mecha-
nism’s disclosure and allocation rules, respectively. Interpreted as a statistical experiment,
B encodes how much information the principal learns about the agent’s type. Instead, a de-
scribes the mechanism’s (possibly randomized) allocation, given the information that the

principal learns about the agent’s type. We let M ¢ denote the set of canonical mechanisms.

Remark 1 (Comparison with direct revelation mechanisms). A direct revelation mechanism
is a special case of a canonical mechanism. To see this, recall that a direct revelation mecha-

nism is a map & assigning to each type 0 a distribution over allocations; that is, & : © — A(A).



A direct revelation mechanism then corresponds to a canonical mechanism (f, a), where 3

assigns 0 with probability 1 to the Dirac measure on 0, b9, and then sets a(-|6g) = @(0).

Canonical assessments: A canonical assessment specifies behavior for the principal and
the agent that is, in a sense, simple. First, the principal always chooses canonical mecha-
nisms. Second, the agent best responds to the principal’s equilibrium choice of mechanisms
by participating. Third, input and output messages have literal meaning: Conditional on
participating, the agent truthfully reports her type, and if the mechanism outputs u € A(®),
1 coincides with the principal’s updated beliefs about the agent’s type. Formally:

Definition 2 (Canonical assessments). An assessment (op,0 a,t) of mechanism-selection

game G is canonical if the following holds for all t = 1 and all public histories h':
1. The principal offers canonical mechanisms, that is, o p;(h")(Mc) = 1.
2. For all mechanisms M, in the support of the principal’s strategy at h',
(a) For all types 6 in the support of the principal’s beliefs in period t, p,(h"),
m:(6,h,My) =1,
(b) For all types6 in®, r;(0, h';,M;) = 8y, and

(c) The mechanism’s output belief u coincides with the principal’s updated belief
about the agent’s type. Formally, for h'*' = (h',M,1,u,-), the marginal of

U1 (B on ©, e (b, coincides with p.'!
3. The agent’s strategy depends only on her private type and the public history.'

We let O° denote the set of equilibrium outcomes of the canonical game that are induced

by canonical PBE assessments (henceforth, canonical PBE).

2.2 Discussion

We now discuss three aspects of the model that are important for what follows: the princi-
pal may offer randomized allocations, the principal and the agent have access to public ran-

domization, and output messages are public.

Randomized allocations: Randomized allocations are necessary to conclude that with-

out loss of generality output messages coincide with the principal’s posterior beliefs about

UThe 1in (h%,M, 1, ,-) denotes the agent’s decision to participate in mechanism M;,.

12Whereas items 2a and 2b of Definition 2 imply the agent’s strategy depends only on her private type and
the public history on the path of the equilibrium strategy starting at h’, item 3 implies this property also holds
off the path of the equilibrium strategy starting at 4/, e.g., when the principal deviates and offers a mechanism
not in the support of o p,(h?).

10



the agent’s type. Indeed, the principal could use SM* to encode randomizations on the allo-
cation; for example, two tuples, (s;, a,;) and (s}, a}), may be associated with the same poste-
rior belief. Because a canonical mechanism allows the principal to randomize on the allo-
cation conditional on the posterior belief, we can collapse s; and s} to one output message

(the posterior belief).

Public randomization: Public randomization allows us to subsume two ways in which
the principal may use the mechanism to coordinate continuation play in a PBE of the

mechanism-selection game that would otherwise not be possible in a canonical PBE.

First, in the mechanism-selection game, the principal could use SM: to coordinate con-
tinuation play; for example, two tuples (s;, a;), (s}, a;) may be associated with two different
continuation equilibria, but with the same posterior belief. This is one place where the re-
quirement that in a canonical PBE output messages must coincide with the principal’s up-
dated beliefs may be more restrictive than allowing for arbitrary PBE assessments: beliefs
are not a rich enough language to encode both the principal’s updated beliefs and the sug-
gested continuation play.'® As we explain after the statement of Theorem 1, the public ran-
domization device in the canonical game allows us to subsume this coordination role of the
output messages, which, in turn, allows us to conclude that without loss of generality, out-

put messages coincide with the principal’s posterior beliefs about the agent’s type. '

Second, in the mechanism-selection game, the principal could use the “name” of the
mechanism to coordinate continuation play. To be concrete, consider Figure 2a: In ¢ = 1, the
principal randomizes between two mechanisms, M and M/, each of which is followed by dif-
ferent continuation play, denoted by continuation(M) and continuation(M’), respectively.
To replicate this in a canonical PBE, we need to determine for each mechanism the distri-
bution over ¢ = 1-allocations induced by the mechanism together with the agent’s strategy.
Suppose when coupled with the agent’s strategy both M and M’ lead to the same canoni-
cal mechanism, MC. This is another way in which the language of canonical mechanisms is
coarser than that of the mechanisms in M 7. In the mechanism-selection game, different in-

direct mechanisms can lead to different continuation equilibria, but to the same canonical

13Note this is not a matter of cardinality, but a consequence of the restriction that output beliefs must coin-
cide with equilibrium beliefs. Ultimately, by Kuratowski’s theorem (Srivastava, 2008), A(®) is in bijection with
A(®) x [0,1], so the number of messages is sufficient to encode both the beliefs and the suggested continua-
tion play.

14The same idea arises in the literature on Bayesian persuasion. Implicit in the result in Kamenica and
Gentzkow (2011) that any experiment can be written as a distribution over posteriors is the assumption that
the receiver breaks ties in favor of the sender. Unlike in Bayesian persuasion, it is not clear that the players may
be indifferent between two continuation equilibria, so the public randomization device does not generally
reduce to simple tie-breaking.
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mechanism. It is natural to conclude that, similar to the use of the public randomization de-
vice in the previous paragraph, we could replicate play in the mechanism-selection game via
a canonical PBE in the canonical game as illustrated in Figure 2b. In the canonical game, the
principal offers mechanism M in ¢ = 1, and then we use the public randomization device in

t = 2 to replicate the continuation play associated with M and M’ in the original assessment.

M

% continuation (M)

1 . . !
ARV continuation (M)

Figure (a) Mechanism-selection game

MC

1 . .
MC % w>, continuation (M) g’< continuation (M)
17 o), continuation (M) w3 mc  continuation (M)
Figure (b) Canonical game: ¢ = 2-public Figure (c) Canonical game: ¢t = 1-public

randomization randomization

Figure 2: Different mechanisms lead to the same canonical mechanism

However, the construction in Figure 2b may not be enough to replicate the original out-
come distribution. To see this, suppose in the mechanism-selection game, both M and M’
are accepted with probability 1, so the principal’s beliefs after non-participation are not
pinned down by Bayes’ rule. Furthermore, assume different off-path beliefs and different
continuation equilibria are associated with the rejection of M and M. However, we can only
assign one belief and one continuation equilibrium to the event in which the agent rejects
MC in Figure 2b. It may not be possible to find one off-path belief and one continuation
equilibrium that simultaneously make it optimal for the agent to participate in M® and se-

quentially rational for the principal to follow the prescribed continuation play.

Instead, we can replicate the original outcome distribution using the construction in Fig-
ure 2c: We use the public randomization device in ¢ = 1 to encode the indirect mechanism
that led to M® in the mechanism-selection game. It follows that in order to replicate the
outcome distributions via canonical PBE public randomization may be needed even before
play begins.

While the proof of Theorem 1 deals explicitly with the coordination role of the output mes-
sage, it does not deal explicitly with the the issue illustrated in Figure 2, which can only arise
if the principal is using mixed strategies. Instead, we first show in Lemma D.1 that it is with-
out loss of generality to assume that the principal plays a pure strategy in the mechanism-

selection game. Similar to the construction in Figure 2c, we use the public randomization
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device in the mechanism-selection game to encode the mechanisms over which the princi-

pal is randomizing, effectively purifying the principal’s strategy.

Public output messages: Because in the mechanism-selection game the output message
is public, the agent is the only player with private information, which is the leading informa-
tional setting in the literature on mechanism design with limited commitment and short-
term contracts referenced in the introduction. Indeed, our only point of departure from this

literature is the class of mechanisms we endow the principal with.

If, instead, output messages were observed only by the principal, he would become en-
dogenously privately informed. Having an informed principal adds a new friction even in
a one-shot interaction: the mere choice of a mechanism serves as a signal of the princi-
pal’s private information. Little is known about dynamic and exogenously informed princi-
pal problems under commitment, let alone under limited commitment. For these reasons,
the comparison of the equilibrium outcomes of the mechanism-selection game with public

and private output messages is an open question.
3 REVELATION PRINCIPLE

Section 3 presents the main result of the paper: To characterize the set of equilibrium out-
comes that can arise in some mechanism-selection game, it is enough to characterize the

canonical PBE outcomes of the canonical game. Formally,

Theorem 1 (Revelation principle). For any PBE outcome of any mechanism-selection game

Gz, an outcome-equivalent canonical PBE of the canonical game exists. That is,

Uoz=0"=0°.
A

Theorem 1 plays the same role in mechanism design with limited commitment as the rev-
elation principle does in the commitment case. First, itidentifies a well-defined set of mech-
anisms, M, that, without loss of generality, the principal uses to implement any equilib-
rium outcome. Second, it simplifies the analysis of the behavior of the agent in the game
induced by the mechanisms chosen by the principal: we can always restrict attention to as-
sessments in which the agent participates and truthfully reports her type. As we illustrate
through the application in Example 1, this restriction allows us to reduce the agent’s behav-

ior to a set of constraints that the mechanism must satisfy, as in the case of commitment.

The proof of Theorem 1 follows from two observations. The first one is easy: because the

canonical game is a mechanism-selection game, any PBE outcome of the canonical game
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is a PBE outcome of some mechanism-selection game; that is, O* < UI(’);. The second
one constitutes the bulk of the proof, which we overview below: we show that for any col-
lection Z and for any PBE assessment of the mechanism-selection game Gz, an outcome-
equivalent canonical PBE assessment of G7 exists. Because in the canonical game the prin-
cipal has fewer deviations than in G7 and in a canonical PBE assessment the principal plays
a strategy that is available in the canonical game, it follows that for any PBE assessment of
the mechanism-selection game, an outcome-equivalent canonical PBE assessment of the

canonical game exists; that is O3 < O°. Because O < O*, this concludes the proof.

We now review the steps involved in the proof that any PBE outcome of the mechanism-
selection game G7 can be achieved in a canonical PBE of the canonical game.'®> To sim-
plify the presentation, we rely on the following construction.'® Given a mechanism M and
the agent’s participation and reporting strategies (i, ), we can extend the principal’s mech-
anism and the agent’s reporting strategy as follows. Extend the set of input messages so as
to include a non-participation message, Mgl = MM U {@}. Similarly, extend the set of output
messages, Sy = SMU{@} and define M,; = (M}, S, p¥) as follows: ¢} coincides with o™ on
MM and assigns probability 1 to {(@,a”)} for m = @. Finally, define r,; as follows: r, sends

message @ with probability 1-7, and sends message m € MM with probability 77 (m).

Input messages as type reports: To fix ideas, consider the proof for the standard revela-

tion principle in static settings. The extended mechanism, M, together with the agent’s ex-
. . . . . . M .

tended reporting strategy, induce a mapping from © to distributions over S x A. This al-

lows us to conclude we can replace the set of input messages with the set of type reports, as

illustrated in Figure 3a.

M
\/ Z O x HY(h) 05 °Tx M,
I'm (p%\[/[ R%

M
M P Mg/[ ;
Figure (a) Static revelation

principle Figure (b) Mechanism-selection game

Figure 3: Type reports as input messages

In the dynamic setting, however, this argument would only allow us to conclude we can

rewrite the mechanism as a mapping from © x H', (k") to distributions over Sg[[ x A, as illus-

15Appendix B proves Theorem 1 under the assumption of finitely many types and that the principal only
offers mechanisms M such that for all input messages m € MM, the support of M (-|m) is finite. This simple
proof mirrors the complete one in Online Appendix D.1, but it is technically simpler and more accessible.

16This construction is the standard one whereby the non-participation decision is included as an option in
the mechanism. At the end of the overview, we address why we model participation as a separate decision.
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trated in Figure 3b. Indeed, to replicate the agent’s reporting strategy, the mechanism needs
to obtain all the information on which the agent conditions her strategy, which potentially
is (6, hY)).

However, we show that given a PBE in which the agent conditions her strategy on the
payoff-irrelevant part of her private history at some public history h’, another outcome-
equivalent PBE exists in which she does not (see Proposition B.1).!” Thus, conditional on
the public history h’, the mechanism, together with the agent’s reporting strategy, induces
a mapping from O to distributions over Sl;'[‘ x A, so we can always take the set of input mes-
sages to be the set of type reports. This result relies on two observations. First, because in-
put messages are payoff irrelevant and unobserved by the principal, if the agent chooses dif-
ferent strategies at (9, h',) and (6, fzz) with ki, fzf{ € H)(h"), she is indifferent between these
two strategies. However, the principal may not be indifferent between these two strategies.
Second, we build an alternative strategy for the agent that conditions only on (0, h’) and

yields the same outcome distribution, and hence the same payoff for the principal.

Two implications follow from this step. First, given a public history k'’ and the principal’s
choice of mechanism at h’, M;, the auxiliary mapping, (p?,/[t o 1, only takes ® as an input.
The mapping (p%t o ry is a direct mechanism, where the set of input messages are type re-
ports, and for which the agent finds it optimal to truthfully report her type. Second, the rel-
evant part of the principal’s beliefs in the game are about the agent’s type, 8, and not the
agent’s private history, 4. This finding is important because although the auxiliary map-
ping allows us to replicate the distribution over period-¢ outcomes induced by the agent’s
strategy and the mechanism My, in a dynamic game, we also need to replicate the distribu-
tion over continuation play, and the principal’s beliefs are an important component of con-
tinuation play.

Output messages as beliefs and canonical mechanisms: As discussed in Section 2.2, the
principal may have other uses for the output messages beyond encoding information about
the agent: Conditional on the same posterior belief, (i) he may encode randomizations over
the allocation, and (ii) he may use the output message to coordinate continuation play. As
the proof of Theorem 1 shows, randomized allocations and public randomization allow us

to subsume these two roles of the output messages.

Now, the potential challenge in using the public randomization device to subsume the

17This result is useful also in applications. It states that in our game, the set of PBE payoffs coincides with the
set of public PBE payoffs (Athey and Bagwell, 2008). In games with time-separable payoffs, public PBE payoffs
are amenable to self-generation techniques, as in Abreu et al. (1990). See Doval and Skreta (2020a).
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second role of the output message is that, by definition, the use of the public randomization
device in the canonical game can only depend on publicly available information. Instead,
because in the auxiliary mapping the agent is reporting truthfully, the output message in
the mechanism-selection game is drawn as a function of the agent’s type, which allows the
principal to coordinate future play above and beyond what he would be able to do by solely

relying on the public randomization device in the canonical game.

To overcome this challenge, we leverage here that canonical mechanisms use beliefs as
output messages. Note that beliefs are a sufficient statistic for the information about the
agent’s type that is encoded in the output messages of the mechanism-selection game.
Thus, conditional on the induced belief and the allocation, the selection of continuation
play contains no further information about the agent’s type, which allows us to decom-
pose the mechanism in the mechanism-selection game into a canonical mechanism in the

canonical game that uses beliefs as output messages and a public randomization device.

The above argument also explains why, in a canonical mechanism, conditional on the
output message, the allocation can be drawn independently of the agent’s type (report). Ul-
timately, conditional on the induced belief, the allocation contains no further information

about the agent’s type.

Briefly, the proof of this result proceeds as follows (see Proposition B.2). Suppose that the
principal offers M, in period t. The principal’s belief about the agent’s type, u;(h’), together
with the auxiliary mapping, <p¥lt o 1y, induces a joint distribution over © x Sglt x Ax A(O) x
Q, where Q = [0, 1] denotes the public randomization device in the mechanism-selection
game. Because conditional on the induced posterior, (s;,a;) € Sl;[‘ x A carries no further
information about the agent’s type, this allows us to “split” the mechanism into a transition
probability § from © to A(B®), a transition probability a from A(®) to A, and a transition
probability w from A(©) x A to SZ[‘ x Q. The transition probability a plays the first role of the
output message and highlights the importance of allowing the principal to offer randomized
allocations. The transition probability @ corresponds to the public randomization device:

by Kuratowski’s theorem, we can always embed Slgt x Q into [0, 1] (see Srivastava, 2008).

Three conceptual insights arise from this result. First, when the mechanism is canonical,
the principal can separate the design of the information that the mechanism encodes about
the agent’s type from the design of the allocation. Second, the allocation has to be measur-
able with respect to the information generated by the mechanism: The more the principal

desires to tailor the allocation to the agent’s type, the more he has to learn about the agent’s
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type through the mechanism.'® Third, it highlights the coordination role of the mechanism,
which is subsumed by the public randomization device: beyond determining today’s allo-
cation and the information that is carried forward in the interaction, the mechanism allows

the principal to coordinate future play.

Bayes’ rule, truthtelling, and participation: Underlying the previous step is the assump-
tion that the beliefs associated with the output messages are determined via Bayes’ rule. In
particular, the principal is never surprised by any output message he observes. To ensure
that beliefs are pinned down by Bayes’ rule, Proposition B.2 shows we can “eliminate” from
the mechanism all input messages that are used only by types to whom the principal as-
signs 0 probability. Eliminating these input messages, however, may change the participa-
tion decision for types not in the support of the principal’s beliefs, which is why a canonical

PBE assessment does not require that these types participate in the mechanism. '’

Instead, it should be intuitive that the agent participates in the mechanism whenever her
type is in the support of the principal’s beliefs: By relying on the map between output mes-
sages and posterior beliefs and the public randomization device, we guarantee that, condi-
tional on participation, the agent faces the same period-t allocation and distribution over
continuations as when she did not participate. The map between output messages and be-
liefs allows us to identify which output message one should associate with the types that
chose not to participate: the one that corresponds to the principal’s updated belief condi-
tional on non-participation.?’ The map between output messages and the public random-
ization device allows us to replicate the distribution over continuations the agent faces in
the PBE of the mechanism-selection game for those types that found it optimal to random-

ize between participating and not participating.

That beliefs in the support of the mechanism are determined via Bayes’ rule has one prac-
tical implication that we exploit throughout our analysis of Example 1 and in our concur-

rent work (Doval and Skreta, 2020a, 2021): the mechanism’s disclosure rule together with

18Contrast this case with the one in which the principal has commitment, where we write a mechanism as
a menu of options, one for each type of the agent. We do so even if the optimal mechanism offers the same
allocation to a set of agent types. When the principal has commitment, whether the allocation reveals more
information beyond the set of types that receive that allocation is irrelevant, because additional information
can always be ignored. Under limited commitment, however, this is not the case, and the principal in general
trades off tailoring the allocation to the agent’s type and the information that is learned through this.

191f an agent’s type has zero probability at a specific public history, she can only reach it through a deviation
from o 4. This change to the mechanism actually makes the deviation less attractive, and hence, it “disincen-
tivizes" the agent from deviating in the first place.

208tarting from an equilibrium in which the mechanism is rejected with positive probability, this belief is
also determined via Bayes’ rule.
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the principal’s belief about the agent’s type induce a Bayes’ plausible distribution over pos-
teriors. As a consequence, we can apply tools from information design to derive qualitative
properties of the principal’s problem (see Proposition 1). This is where modeling participa-
tion as a decision that happens outside the mechanism as opposed to as an input message
that locks the outside option as in Figure 3b is important: because non-participation is a
zero-probability event, the principal’s beliefs after non-participation are not pinned down
via Bayes’ rule, and hence cannot be necessarily obtained from a Bayes’ plausible distribu-
tion over posteriors. At the same time, these beliefs cannot be ignored in the analysis, be-
cause they determine the continuations after non-participation, and hence, the agent’s in-
centives to participate in the first place. By modeling participation as a decision that hap-
pens outside of the mechanism, we can rely on the tools of information design to design the
mechanism’s disclosure rule, while, as we illustrate using the application in Example 1, the

participation decision is summarized by a participation constraint (see OPT).

3.1 The revelation principle at work

We now illustrate the simplifications afforded by Theorem 1 within the context of the appli-
cation in Example 1. In particular, we show that in order to characterize the seller’s revenue
maximizing PBE outcome it is enough to characterize the solution to a constrained opti-
mization problem, denoted OPT, that only involves the seller. This is already in stark con-
trast to the existing work in mechanism design with limited commitment, which needs to
keep track of how the buyer’s best response to the seller’s mechanism determines the infor-
mation that the seller obtains from the interaction, which, in turn, affects the seller’s incen-

tives to offer the mechanism in the first place.

To arrive at the program that characterizes the seller’s maximum revenue, we appeal to
Theorem 1. First, in what follows, we restrict attention to the canonical game and to assess-
ments in which the seller offers canonical mechanisms. Second, without loss of general-
ity, we can consider assessments where the buyer’s strategy does not depend on the payoff-
irrelevant part of the private history. In particular, in ¢ = 2, the seller’s optimal mechanism
only needs to elicit the buyer’s payoff relevant type, 0. Let u, denote the seller’s posterior be-
liefin ¢ = 2. The optimal mechanism in ¢ = 2 is a posted price regardless of the properties of
2 (see Proposition 2 in Skreta, 2006). For each belief the seller may have in ¢ = 2, uy, we let

p2(u2) denote a selection from the set of optimal prices in ¢ = 2 when his belief is u,.%!

21The seller may be indifferent in ¢ = 2 among several prices. In that case, as in the literature on Bayesian
persuasion, we determine the tie-breaking rule as a solution to the seller’s problem in ¢ = 1 (see OPT). Note
that because of public randomization the selection from the set of optimal prices in ¢ = 2 at belief u, may be
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Third, it is without loss of generality to consider assessments in which (i) the buyer’s best
response to the seller’s equilibrium choice of mechanism in ¢ = 1 is to participate and truth-
fully report her type with probability 1, and (ii) when the output message is p», the seller up-
dates his belief to u,. Moreover, the assumption of quasilinearity implies that, without loss
of generality, the seller does not randomize on the transfers: below x(u»), denotes the ex-
pected payment conditional on u,, and g(u») € [0, 1] denotes the probability with which the

good is sold. Thus, we can write the seller’s problem as follows:

max [E, f (x(u2) + Q@ = g(u2))8 p2(2) 110 = pa(u2)]) B(di210) (OPT)
(q,8,x,p2) A(O)
st.  (VOe®U®) = fA o (0 (u2) — x(u2) + A — g(u)6u* (0, u2)) Bldu210) =0 (PC)
(V0,0 e ®)U®B) = fA o (0g(12) — x(u2) + A — q(u2))0u™ 0, 12)) Bldp210)  (IC)
(VO € ©)(VU c A(©)) fﬁ 12(0) (Ez [ B(dp210) p1 0)]) = BU10) 1 6). (BP)

That the seller’s belief about the buyer’s type updates to p; when the output message is p»
appears twice in the above expression: First, in Equation BP, which is the Bayes’ plausibility
constraint and, second, in the objective function, where the seller’s payoff in # = 2 when the
agent’s type is 0 and his belief is y, corresponds to whether 0 buys the good at a price of
p2(u2). The latter affords an important simplification: instead of writing the seller’s program
as one in which the seller chooses a mechanism for period 1 and one for period 2 subject to
the constraint that the period 2 mechanism is optimal given the seller’s belief in ¢ = 2, the
program OPT has the seller maximize over one-period mechanisms by replacing the seller’s

best response in ¢ = 2 in the seller’s objective function.

The two remaining constraints in OPT are the buyer’s participation and incentive com-
patibility constraints (Equations PC and IC). The buyer’s payoff in the mechanism, U(0), is
determined as follows. For each u» in the support of 5(-|0), she receives the good with prob-
ability g(u2) and makes a payment of x(u»); with the remaining probability, no trade occurs,
and she obtains a continuation payoff, u* (0, u2), which describes her optimal decision of
whether to buy the good at p»(u2). The participation constraint states that the buyer has to
earn a payoff of at least 0 by participating. Indeed, because non-participation is a 0 prob-
ability event, we can specify that upon rejection of the mechanism, the seller believes the
buyer’s valuation is 8, so that in ¢ = 1, the seller chooses a price of 8 when the buyer chooses

not to participate. The incentive compatibility constraint states that when her type is 8, the

random. However, our notation does not account for this explicitly to simplify the presentation.
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buyer cannot obtain a higher payoff by reporting that her type is 8’ # 6. When the buyer re-
ports ', she obtains a different distribution over output messages f(-|0'); however, in t = 2,

she still chooses optimally whether to buy the good, which explains the term u* (6, u»).

The three constraints in OPT provide us with a tractable representation of both the buyer’s
behavior and its impact on the mechanism offered in ¢ = 2 via the information that is gener-
ated about the buyer’s type in ¢ = 1. Thus, instead of having to consider complicated mixed
strategies on the part of the agent (see Laffont and Tirole, 1988; Bester and Strausz, 2001),
we have reduced the problem of characterizing the seller-optimal PBE outcome to the solu-
tion of a program OPT that combines elements of information design and mechanism de-
sign. Indeed, the solution to OPT can be leveraged to fully specify the PBE assessment that

implements the seller’s maximum revenue.*

Furthermore, as we show below in Proposition 1, when © is finite, OPT can be further
simplified: without loss of generality we can assume the seller employs mechanisms such
that the support of § is finite for all 6 € ©.

Proposition 1. Suppose © is finite. FixL and let (0p,0 4, 1t) denote a canonical PBE assess-
ment of Gz. Then, a payoff-equivalent canonical PBE assessment exists such that forall t = 1
and all h', the principal’s choice of mechanism at h', M, satisfies that for all 0 € ©, the sup-
port of BM:(:|0) is finite.

The proof of Proposition 1 highlights that Equation BP implies that the mechanism’s dis-
closure rule, , induces a Bayes’ plausible distribution over posteriors. Like in the literature
on Bayesian persuasion, we can then rely on Carathéodory’s theorem (Rockafellar, 1970) to
ensure that the principal and the agent’s payoffs remain the same should the principal use

a mechanism that employs finitely many posteriors.

Most of the existing analysis of the model in Example 1 is performed for continuum type
spaces; we thus revisit OPT when © is a continuum in Section 4.3. Before doing so, we first
explain why it is impossible to endow the set of mechanisms with a measure structure so
that the game is well-defined and, then, develop a framework in Section 4.2 that is suitable

to study mechanism design under limited commitment with continuum types spaces.
4 CONTINUUM TYPE SPACES

Section 4 considers the case in which the set of types is an uncountable compact Polish

space. This extension is important because much of the standard toolkit of mechanism de-

22For an illustration of this, see our companion work, Doval and Skreta (2020a).
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sign has been developed for continuum (and convex) type spaces, where the representation
of incentive compatible mechanisms can be obtained using the envelope theorem. Sec-
tion 4.1 reviews the issues raised by Aumann (1961), and hence the difficulties with having a
well-defined mechanism-selection game when O is uncountable. In particular, we explain
why the usual solution to this problem, namely, restricting the principal to choosing mech-
anisms in a suitably defined set, is not enough for the purpose of deriving a revelation prin-
ciple. With little loss of continuity, the reader can skip to Section 4.2, where we propose a
framework that allows us to sidestep the aforementioned issues and obtain the analogue of

Theorem 1 when O is uncountable. We then apply our results to Example 1.

4.1 Choosing functions at random

To define the mechanism-selection game, a measurable structure on M7 is needed to de-
fine (i) the principal’s mixed strategies, (ii) the principal and the agent’s expected payoffs
from those mixed strategies, and (iii) the principal and the agent’s strategies as measurable
functions of the histories, which include the past choices of the mechanisms. Focusing on
(i) and (ii), Aumann (1961, Theorem D) implies no suitable measure structure on M7 exists
when the set of input messages is uncountable. Instead, Aumann (1964) circumvents the
issue of defining a measurable structure on the set M7 to define mixed strategies by rely-
ing on randomization devices. However, the construction in Aumann (1964) is insufficient
for our purposes because the mechanisms chosen by the principal through period ¢ -1 are
part of the public histories. Thus, to define the principal and the agent’s strategies as mea-
surable functions of the histories, we again face the issue of defining a measurable structure

on the set of mechanisms and with the negative answers in Aumann (1961).

For this reason, the literature on competing principals (see, e.g. Attar et al., 2021a,b) fol-
lows a different approach: Theorem D in Aumann (1961) implies that the issues raised above
would be mute if we restrict the principal to choosing mechanisms from a subset M’ of
M7z, such that M’ is of bounded Borel class.?® For the purposes of deriving a revelation
principle, this approach is again insufficient: Borel classes are not always closed under com-
position (Srivastava, 2008) and we obtain a canonical mechanism by composing the agent’s
strategy with the mechanism the principal employs in the mechanism-selection game. Un-
less the agent’s strategy is continuous in her type, the induced canonical mechanism may
be of a Borel class strictly larger than that of the original mechanism. Furthermore, differ-

ent equilibria of the mechanism-selection game may necessitate canonical mechanisms of

23For uncountable M, {: M— A(S x A) : ¢ is measurable} is not of bounded Borel class (Aumann, 1961).
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different Borel classes, which makes the task of defining the canonical game pointless: one
would have to potentially consider a different canonical game for each equilibrium of each
mechanism-selection game. Lastly, the restriction to a set of mechanisms of bounded Borel
class is difficult to work with in applications: only payoffs from deviations to mechanisms
within that class are well-defined and, in practice, verifying that only deviations to those

mechanisms are being contemplated is difficult.

Motivated by the importance of continuum type spaces, Section 4.2 proposes an ap-

proach to model mechanism-selection games that circumvents the above issues.

4.2 PBE-feasible outcomes

We develop a framework to characterize the outcomes that can be sustained under lim-
ited commitment, which we dub PBE-feasible outcomes and formally define below (Defi-
nition 5). By analogy with the mechanism-selection game, we keep the notation O to de-
note PBE-feasible outcomes. Contrary to the mechanism-selection game, O7 is now a cor-
respondence describing the set of PBE-feasible outcomes for each period ¢ = 1, each princi-
pal’s belief i1, and each sequence of allocations up to period ¢, a’~!, OZ (s, a'™1). The rea-
son is that the definition of the set of PBE-feasible outcomes is recursive, and what is PBE-

feasible in period ¢ naturally depends on what is PBE-feasible in period ¢+ 1.

The discussion in Section 4.1 implies that the framework must sidestep the need to de-
fine the principal and the agent’s “strategies” as measurable functions of the principal’s past
choices of mechanisms. There are (at least) two important roles measurability plays in the
mechanism-selection game. First, it allows us to describe the agent’s behavior along the
path of the principal’s strategy, which in turn allows us to evaluate the principal’s payoff
from a given strategy. Second, it allows us to describe how the agent’s behavior changes
when the principal deviates from the prescribed strategy, which in turn allows us to evalu-
ate the principal’s payoff from a deviation from the prescribed strategy. The comparison be-

tween these two payoffs determines whether the principal’s strategy is sequentially rational.

Informally, the framework circumvents the aforementioned measurability issues as fol-
lows. The starting point of the analysis is that we no longer model the principal as a player.
Instead, we describe the analogue of a principal’s strategy in the mechanism-selection game
via an extensive-form game for the agent, which describes the sequence of mechanisms the
agent faces as a function of her participation decisions and the outcomes of the mecha-
nisms (Definition 3). Importantly, in this extensive-form game the agent’s strategy only de-

pends on her type, her participation decisions, her input messages, and the outcomes of
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the mechanisms, but not on the mechanisms themselves. The principal’s belief about the
agent’s type together with the agent’s strategy define a distribution over the terminal nodes
in this extensive form, which allows us to evaluate the principal’s payoff from a particular
sequence of mechanisms. The final component of the framework is how we define that a
particular extensive form is sequentially rational for the principal; in other words, that the
principal does not wish to revise the mechanisms that define the extensive form at any point
in time (Definition 4). Here we rely on two ideas. First, to determine whether the principal
wishes to revise the mechanisms that define the extensive form, we only need to know the
outcome distributions the principal expects he will face in the event of a deviation (Equa-
tion 1). Second, these outcome distributions can be defined without reference to a strategy

of the agent that conditions on the sequence of mechanisms that has been offered so far.

We now formally define the set of PBE-feasible outcomes, O (i, a'™ 1), for each period
t = 1, and pair (u, a1 e A(@) x A1 (Definition 5). Because the definition is recursive,
we fix a period ¢ = 1, and a pair (u;, a’”!) throughout. Definition 5 consists of three com-
ponents, which we introduce first: (i) the sequence of mechanisms offered by the principal
(Definition 3), (ii) optimal behavior by the agent within those mechanisms, and (iii) the out-
come distributions the principal anticipates upon a deviation (Equation 1). For simplicity,
we assume the principal has one set of input and output messages, that is, Z = {(M, S)}, and

we use the shorthand notation SAg to denote the set (S x A) U {(®, a*)}.

Dynamic mechanisms: Instead of having the principal be a player in a game, we describe
the analogue of the principal’s strategy via a dynamic mechanism, defined as follows:

Ve A", a dynamic mechanism

Definition 3 (Dynamic mechanisms). For t = 1 and a'~
given a1, (¢;)r>, is a sequence of measurable mappings ¢ : (SAg x Q)7 x M — A(S x A),

such that forallt = t and all (s"',a" !, w™™ ),

T—1

L @ (s La" w ) M— A(S x A) is a measurable function, and

2. forallme M, ¢.(s" L,a" o™ ) (Aa!,a")m)=1.

When ¢ = 1, a dynamic mechanism describes the mechanism the agent faces in period
1, ¢1, the mechanism the agent faces in period 2 as a function of the agent’s participation
decision (i.e., whether (s;,a;) # (@,a")), and the realization of the public randomization
device, @2 (s1, a;,w>2), and so on. Consider now ¢ > 1 and suppose the allocation so far is
a'~!. Then, we require that the dynamic mechanism only implements allocations that are

feasible given a’~1.

As we explain next, a dynamic mechanism defines an extensive-form game for the agent:
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Agent-extensive form: Given (u;, a'™!), a dynamic mechanism (¢;);>; defines an
extensive-form game for the agent, T'(u;,a’!,(¢;)7=;), as follows. First, nature draws the
agent’s type according to ;. Having observed her type, suppose that in stage 7—¢, the public
history is h} = (s*~%,a"',w"""). Then, faced with ¢, (h}), the agent decides whether to par-
ticipate and, conditional on participating, her reporting strategy. If the agent rejects ¢, the
“output message” is ¢ and the allocation is a*. Instead, if she accepts ¢ (h]), she chooses
an input message m € M that determines the distribution from which the output message

and the allocation are drawn, ¢ (h])(-|m). In both cases, we proceed to stage 7 + 1 — .

In the agent-extensive form T'(u;,a’~1,(¢;):>,), there are two types of histories. The pub-
lic history h} encodes the agent’s participation in the mechanism, the realized output mes-
sages and allocations, and the realizations of the public randomization device. The private
histories encode everything the agent knows: her payoff-relevant type 6, the public history
hi, and her past input messages. In a slight abuse of notation, we denote by H}, ,(h;) the set

of agent histories consistent with h7.

Importantly, we do not need to encode the mechanisms defining (¢;);>; in the histories
of the agent-extensive form, because the mechanisms are akin to a move by nature in the
extensive form F(ut,at_l,((pr)rz 7). It thus follows that in the agent-extensive form we can

define the agent’s strategy, o 4, as a measurable function of the private histories.

Finally, we note that the agent evaluates the payoffs of a strategy in I'(t;,a’ ™1, (¢;) 1) us-

ing U(a'"1,-,0). We are now ready to define optimal play by the agent in T'(t1;,a’!,(@1)r51):

Agent-PBE: Together with the agent strategy o 4, we can also define a system of beliefs u =
(47) L, ,, which describes for each period 7 = r and for each public history h’, the principal’s
beliefs over the private histories, y;(h}) € A (© x H} (h])).

We say that (o 4, p) is an agent-PBE of the agent-extensive form I"(u;, a™ (pr)r=y) if the
agent’s strategy is sequentially rational (under payoffs U(a’"!,-)) and the belief system sat-
isfies Bayes’ rule where possible. Although the belief system is not needed to test whether
the agent’s strategy is optimal in the extensive-form game, it is needed to test the optimality

of the principal’s choice of mechanism.

Proposition B.1 applies verbatim, allowing us to conclude that for every agent-PBE (o 4, 1)
of T'(us,a’1,(¢:)r=), an outcome equivalent (o', ') exists, in which the agent’s strategy
only conditions on her type and the public history. This property is responsible for the re-
cursive nature of the set of PBE-feasible outcomes here and also in the mechanism-selection

game. Hereafter, when we say agent-PBE, we mean one that satisfies the above property.
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(Continuation) Outcome distributions: An agent-PBE (0 4, ) of T'(us,a'™1,(¢1)7=;) de-
fines a distribution over © x AT, n@r=004 that satisfies two conditions. First, the marginal
on O is y,. Second, the distribution is supported on those tuples (6, a’) such that a’ coin-

cides with a’~! through ¢ — 1. (Online Appendix E.1 contains the formal definition.)

Furthermore, at any history k7, the belief assessment together with the dynamic mech-
anisms and the agent’s strategy, defines a continuation outcome, n@or=0941"  whose
marginal on © coincides with u;(h}) and assigns positive probability to those allocations
that are consistent with a’~! and h’.

Principal’s sequential rationality: Fix a dynamic mechanism given a1, ()=, and
an agent-PBE (04, ) of F(ut,at_l,((pr)fzt). Suppose that the principal considers offering
mechanism ¢, instead of ¢;. In order to determine whether the principal wishes to deviate
to ¢',, we need to determine the outcome distributions that can follow ¢),. We denote this
set by D@§ (us, a1, @) and is defined as follows:

n eA©x AT) :n =n¥I=0% where(@))r=¢ = (¢, (@) r=r+1) and

(1) (¢})7> is a dynamic mechanism given a1

Do (up,a' ™, ¢)) =
z ! (i) (0’,, i) is an agent-PBE of T'(i, a1l (@ )r=r)
(i) (V(s', @', 0) € SAg x Q#)r=094lS .00 € O% (1141 (s, d '), a1, a')

€Y)

In words, an outcome 7’ is in D@;(-,(p’t) if it satisfies two properties. First, i/ = n@rr=004
for a dynamic mechanism (¢});>; such that ¢/ is the period t-mechanism and (o’,, 1) is
an agent-PBE given (¢});>;. Second, continuation outcomes are PBE-feasible. The reason
that we are able to require that continuation outcomes are PBE-feasible is that whenever
the agent does not condition her strategy on the payoft-irrelevant part of the private his-
tory, the following holds: If (0;1, ') is an agent-PBE of I'(u;, a1, (¢")7=1), then for all hf“ =
(s',d',0"), (0'y, p) et is an agent-PBE of T}, o(R{*), (@', @), (97 (hi*!, Dezpi1)-

While we can use the set DO; (1, a’1,-) to test whether the principal has a deviation from
(1)7=¢ at the root of F(ut,at_l,((pr)rz ¢), Definition 4 also describes how we test for sequen-

tial rationality at later points in the agent-extensive form:

Definition 4 (Sequential rationality). Fix t = 1, (,ut,at_l), a dynamic mechanism (Q)r>;
given a'™!, and an agent-PBE (0 4, 1) of T (us,a' ' ,(¢1)r=1). (@1)7=; is sequentially rational

given (0 4, W) if the following hold:

1. Forall ¢, : M — A(S x A), a distributionn’ € DO;('»(P;) exists such that the principal
prefersn#r=094 ron';: that is, [g, ;v W(a'™,-,0)dn =004 > [0 W(a'1,-,0)dn'.
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2. Forall h{*! = (s',d',) € (SAg x Q), n P =00 € O% (11 (R, @', &),

The first part of Definition 4 states that the principal has no deviations in period ¢. The
second part says that the principal has no deviations in periods 7 = ¢ + 1: the continuation

outcome distribution induced by (¢:);>; and (o 4, 1) is PBE - feasible in the continuation.

Definition 4 resembles the sequential rationality conditions in the mechanism-selection
game, except for one important aspect: when we consider the outcomes the principal faces
in the event of a deviation, we do not require that the agent’s strategy is measurable in any
way with respect to the history of mechanisms so far.>* By contrast, underlying the defini-
tion of the mechanism-selection game is the ability to measurably select as a function of ¢',
(in fact, as a function of the whole sequence of mechanisms that has been offered through

period t — 1) the outcomes that the principal faces in the event of a deviation.
We are now ready to define the set of PBE feasible outcomes at (u;, a1, O}(#m a'™:

Definition 5 (PBE-feasible outcomes). Fix t =1, (u;,a’™') € A(®) x A"\, The distribution
ne€ A© x AT) is PBE-feasible at (u;,a'~") if a dynamic mechanism (¢.);>; given a'~' and an

agent-PBE (0 , 1) of T (s,a' (1) r=y) exist such that
1. n is the outcome distribution induced by (0 4, 1) in T (u;, a1 (Pr)r=1), n(‘/’f)fzf"”,
2. (@1)r=: is sequentially rational given (o 4, 1).

O% (g, a' ') denotes the set of PBE-feasible outcomes at (i, a'™").

By varying Z, we can define the set of PBE-feasible outcomes when the principal can of-
fer mechanisms whose input and output messages are (0, A(®)). Like in Theorem 1, our in-
terest is in the canonical-PBE-feasible outcomes, that is, those outcomes that are induced

by canonical dynamic mechanisms (¢¢)__ (Definition 1) and canonical-agent PBE of the

=t
extensive-form game T'(u;,a’ "1, (¢¢) ;> In aslight abuse of notation, let OC¢(-) denote the

correspondence of canonical-PBE-feasible outcomes when Z = {(©, A(©))}.
Theorem 2. Forall t = 1 and pairs (u;, a'™!) € A(®) x A1, O (uy, a™h = 0%y, at™h.

The proof of Theorem 2, which can be found in Online Appendix E.4, follows almost im-
mediately from that in Theorem 1. The only difference is that the proof of Theorem 2 must
account for the explicit recursive structure of the sets O} and OC. In particular, we are im-
plicitly defining O° by requiring that the continuation outcomes are drawn from the (con-

tinuation) set OC. However, in accounting for this difference, we illustrate how both sets can

?4Indeed, we only need the principal’s belief i, and the allocations so far a’~! to describe what is PBE-
feasible from period ¢ onward. In a sense, the past mechanisms and output messages are bygones.
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be defined in terms of an operator similar to that considered in Abreu et al. (1990), which in

turn could be used in an application to characterize these sets.

We conclude Section 4 by illustrating the framework in Section 4.2 within Example 1:

4.3 Example 1 revisited

We now consider Example 1 under the assumption that the set of types is a continuum.
Formally, let ® = [, 0] c R, for some finite 8 < 0. In what follows, we use the standard cdf
notation F; and F, to denote the seller’s prior and posterior beliefs, instead of y; and u» as

in Section 3.1.

Seller’s program: We first argue that the program OPT continues to represent the seller’s
maximum revenue under a PBE-feasible outcome distribution. By Theorem 2, it contin-
ues to be without loss of generality to assume the seller chooses dynamic canonical mech-
anisms and to analyze the canonical agent-PBE of the game induced by the canonical dy-
namic mechanism. The only difference between the program OPT and the framework in
Section 4.2 is that in OPT the seller only chooses the ¢t = 1 mechanism, instead of a dynamic
mechanism. However, this distinction is inconsequential: One of the conditions in Defini-
tion 5 is that given the seller’s belief F,, the ¢ = 2-outcome distribution is PBE-feasible in
t = 2. It follows that the ¢ = 2-mechanism chosen by the seller must maximize his revenue
given his posterior belief about the buyer. Proposition 2 in Skreta (2006) implies the ¢ = 2-

mechanism is a posted price as a function of F,, ps(F).

Virtual surplus representation: The assumption of a continuum of types allows us to
apply standard mechanism design tools to represent the seller’s payoff as a function of the
allocation rule and the distribution over posteriors implied by the mechanism. To see this,
let J(0, F1) =0 — (1 - F,(0))/ f1(0) denote the buyer’s virtual value.

As we show in Appendix C, the incentive constraints deliver the envelope representation
of the buyer’s payoffs, so we can replace the transfers out of the seller’s payoff and reduce
OPT to the following program. In period 1, the seller chooses a distribution over posteriors,
Pa(@), and for each posterior he induces, a probability of trade g(F») to solve
0

0
q(Fz)fe J0,F)F>(do) + (1 - q(F))6 (F)](H»Fl)FZ(de)
g p2li2

max

Prne)(dFy)  (2)
Pr@©),9JA©)

subject to (i) Pae) must be Bayes’ plausible given F; and (ii) a monotonicity condition,
which states that, in expectation, higher types must trade with higher probability (see Equa-
tion C.5 in Appendix C). Equation 2 describes the seller’s payoff in terms of the distribu-
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tion over posteriors induced by the mechanism. If at posterior F, the seller sells the good
(q(F>) = 1), he obtains the expected virtual surplus, where the expectation is calculated us-
ing F,, but the virtual values are calculated using F;. This reflects that the probability with
which the seller pays rents to a buyer of type 8 is measured by the probability F;(8) that
buyer types below 6 receive the good. Instead, if at F, the seller does not sell the good
(q(F») = 0) he obtains the (discounted) expected virtual surplus of selling the good at price
p2(F>). Although the posted price in period 2 is optimal with respect to the posterior virtual
values J(0, F»), it may not be for the prior virtual values. This reflects the conflict between
the period 1 and period 2 sellers: if they hold different beliefs about the buyer’s type, they

pay rents with different probabilities, and therefore may prefer different mechanisms.

Although the solution to the problem in Equation 2 is beyond the scope of this paper,?®
the virtual surplus representation of the seller’s problem allows us to expand on what is
known about the sale of a durable good under limited commitment. Skreta (2006) shows
that, among the mechanisms in Bester and Strausz (2001), posted-prices are the optimal
mechanism for the seller. Instead, when endowed with canonical mechanisms, Propo-
sition 2 provides conditions under which the seller will profitably deviate from the opti-
mal posted price mechanism. In other words, the outcome distribution induced by posted

prices is not PBE-feasible:

Proposition 2 (Posted prices not PBE-feasible). Assume J(0, F}) is strictly increasing and 0 =
0. Then, 6 € (0,1) exists such that for all discount factors 6 € (5, 1), the outcome distribution
implemented by posted prices is not PBE-feasible.

The proof of Proposition 2 is constructive. Starting from the optimal posted-price mech-
anism, we show the seller can deviate to an obfuscated non-uniform pricing mechanism.
This mechanism is characterized by five parameters (91,92,)/, Py, p1) and works as follows.
Pricing is non-uniform because in period 1 types above 0, are served with probability 1 and
pay p1, while types in (01, 0,) are rationed, that is, they are served with probability y and pay
py if they receive the good. The remaining types are not served in period 1 and pay nothing.
Itis obfuscated because when y < 1, the seller observes whether the good is sold in ¢ = 1, but
not whether the buyer’s type is above or below 8. Non-uniform pricing has been studied in
the durable goods literature under commitment and limited capacity (see Loertscher and
Muir (2021) and the references therein). Instead, Denicolo and Garella (1999) show that ob-

fuscation may benefit a durable goods seller if he cannot commit to the sequence of posted

ZEquation 2 defines an information design problem with a continuum state space where the designer’s
payoff depends on more than just the posterior mean, and hence is outside the scope of the existing tools in
information design (c.f., Kolotilin, 2018; Dworczak and Martini, 2019).
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prices.?® As we explain next, it is the combination of non-uniform pricing and obfusca-
tion that makes this mechanism more attractive to the seller than the optimal posted-price

mechanism.

The proof of Proposition 2 shows the optimal posted-price mechanism is, in a sense,
costly for the seller when the seller is patient: to avoid offering low prices in ¢ = 2, the seller
does not trade with buyer types with positive virtual values in ¢ = 1. Instead, by carefully
designing the interval (91,92), the obfuscated non-uniform pricing mechanism allows the
seller to serve these buyer types with positive probability in ¢ = 1, without necessarily low-
ering the price in ¢ = 2. The proof constructs a deviation to such a mechanism that guaran-
tees that the unique best response for the buyer is to participate and truthfully report her
type. It follows that in this setting the set of continuation outcomes described in Equation 1

is not large enough to deter the seller from this deviation.

We conclude Section 4.3 by discussing the reason that, unlike Skreta (2006), other mech-

anisms within our class can outperform posted prices in a two-period-setting:

Remark 2 (Comparison with Skreta, 2006). To understand why in our two-period exam-
ple the seller can do better than by using the optimal posted price mechanism, it is instruc-
tive to compare the incentive constraints in OPT with those implied by mechanisms where
the seller observes the buyer’s choice of input message as in, for instance, Laffont and Tirole
(1988); Bester and Strausz (2001); Skreta (2006). Although not expressed in the language of
type reports or beliefs, the incentive constraints in Skreta (2006) require that for each F» in
the support of B(-|10), the buyer prefers the tuple (q(F»), x(F»),u* (8, F»)) to any other tuple
(q(F}), x(F}),u*(0,F,)) in the mechanism. In particular, the buyer must be indifferent be-
tween any two tuples that she chooses with positive probability. Contrast this with the in-
centive constraints in OPT, where the buyer is not necessarily indifferent between the tuples
(q(F»), x(F>),u* (0, F»)) in the support of B(:10), although in expectation, the lottery she faces
over such tuples under truthtelling must be better than the one she faces by lying. Indeed, in
the obfuscated non-uniform pricing mechanism, the seller exploits the weaker incentive con-
straints in OPT: Buyer types in (01,0,) are not indifferent between receiving the good in period

1 at the rationing price and receiving the good in period 2.

However, for longer horizons, the comparison of the seller’s payolffs in the two models is not

obvious because the larger set of canonical mechanisms also implies the seller has a larger set

26Denicolo and Garella (1999) consider a two-period model, where in each period the seller can choose both
a price at which to sell the good, and a probability y at which the buyer who wants to buy the good at the
posted price, receives the good. Implicit in their analysis is that the seller only observes whether the good is
sold but not whether the buyer is willing to buy the good at the posted price.
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of deviations in our model than in the model in Skreta (2006).

The previous discussion highlights that under limited commitment, the principal may
benefit from employing mechanisms where the output message (and hence, the allocation)
does not reveal the input message that the agent submitted into the mechanism. Contrast
this to the standard revelation principle for the case of commitment when the principal
faces a privately informed agent (adverse selection): as we explained in the introduction, it
follows from the result in Myerson (1982) that it is without loss of generality in that case to
consider mechanisms whereby the principal learns the input message from observing the
realization of the output message. Instead, Myerson (1982) shows that adding “noise” to the
communication may be essential when the principal also faces an agent whose actions are
not contractible (moral hazard). Indeed, pooling in the same output message different types
of the privately informed agent to incentivize the agent whose action is not contractible to
follow the recommendation may be beneficial. Mechanism design with limited commit-
ment is closer to the hybrid model of adverse selection and moral hazard in Myerson (1982)
than it is to the model of pure adverse selection. Indeed, note that in a given period, the
principal faces, in a sense, fwo agents whose incentives he needs to manage: the privately
informed agent (adverse selection) and his future self, whose choice of mechanism is not
contractible (moral hazard). That is, today’s principal needs to elicit the agent’s information
while simultaneously ensuring his future behavior is sequentially rational. In the same way
that output messages are key in the presence of moral hazard in Myerson (1982), they fea-

ture prominently in our framework.

Following Myerson (1982), it would have been natural to consider mechanisms where
output messages encode a recommended sequence of mechanisms from tomorrow on-
ward. However, the language of recommendations is self-referential because the set of
output messages would refer to continuation mechanisms, which are themselves defined
by a set of output messages. Instead, the language of posterior beliefs avoids this poten-
tial infinite-regress problem, allowing us to identify a canonical set of output messages for

mechanism design with limited commitment.
5 CONCLUSIONS AND FURTHER DIRECTIONS

This paper provides a revelation principle for dynamic mechanism-selection games in
which the designer can only commit to short-term mechanisms. In doing so, it opens the
door to the study of the implications of limited commitment in fundamental problems in

economics and political economy, such as optimal taxation, redistribution, and the design
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of social insurance (Sleet and Yeltekin, 2008; Farhi et al., 2012; Golosov and Iovino, 2021), or
environmental regulation (Hiriart et al., 2011), which, due to the difficulties with the revela-
tion principle, have only been studied within simple informational environments, such as
fully non-persistent private information. Since our model allows for non-separable payoffs

and non-transferable utility, our results can be used in a broad range of applications.

A cornerstone of the analysis is the idea that a mechanism should encode not only the
rules that determine the allocation, but also the information the designer obtains from the
interaction with the agent. We expect that the idea that the mechanism’s output messages
should encode at the very least the principal’s information about the agent is more far-
reaching and carries to other forms of limited commitment, such as renegotiation with long-
term mechanisms, where versions of the revelation principle have proved equally elusive.
However, other aspects of our analysis may not carry immediately to the analysis of rene-
gotiation: indeed, Proposition B.1 uncovered that PBE outcomes have a recursive structure.
In games with time-separable payoffs, Proposition B.1 implies PBE payoffs can be charac-
terized by relying on self-generating techniques as in Abreu et al. (1990) and Athey and Bag-
well (2008), reducing the analysis of a complex dynamic game essentially to a series of static

problems (see Doval and Skreta, 2020a for an application).

At the same time, by highlighting the canonical role of beliefs as the signals employed by
the mechanism, our work opens up a new avenue for research in information design. In-
deed, as the analysis in Section 4.3 and our companion work, Doval and Skreta (2021), high-
lights, developing information design tools for continuum type spaces when the designer’s
payoff does not depend only on the posterior mean would contribute to our understanding

of classical problems in mechanism design.
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A COLLECTED DEFINITIONS AND NOTATION

Appendix A introduces the necessary notation to define the payoffs from an assessment and,
hence, the definition of Perfect Bayesian equilibrium. It also collects notation that is used
in the proofs. Throughout this section and also for most of Appendix B, we assume that © is
finite and the mechanisms used by the principal have finite support and defer the proof of

Theorem 1 for the general case to the Online Appendix.

Shorthand notation: To simplify notation, we do not explicitly include the agent’s deci-
sion to participate in the mechanism in the histories of the game. Instead, we follow the
convention that if the agent does not participate, the input message is @, the output mes-
sage is @, and the allocation is a*. With this convention in mind, we let M;y = M; U {¢},
M;SjAgp=(M;xSjx A)u{(®,,a*)}and SjAg = (S; x A)U{(®, a™)}, denote the private and
public outcomes in a given period when the principal uses a mechanism with labels (M;, S;).

Also, given a mechanism My, let zs,,4,)(M;) denote the tuple My, s, a;, which summarizes
the period-t outcomes from offering M,, where (s;, a;) € SM* Ag. Note that any public his-
tory at the beginning of period ¢ can be written as ht = (h' 1, Z(s,_1,a,-)) M¢-1),w¢), with the
convention that when ¢ = 1, h! = {w;} for some w; € [0,1]. Finally, given an assessment,

(op,0 4, 1), it is useful to collapse the distribution on MM:SMr A defined by
(1 =740, hly, M) L[y, 51, a0) = (@, @, @) + 7,0, hy, M)r:0, hly, M) (m)™M (s, arlmy) (A1)

and we denote it by k7 *(my, s;, a;|0, h',, M,).

Perfect Bayesian equilibrium: To define Perfect Bayesian equilibrium, we need to define
the principal and the agent’s payoff from a given assessment. To do so, fix an assessment,
(op,0a,1). The prior py and the strategy profile o = (op,0 4) induce a probability distri-
bution over the terminal histories ® x Hf“, P?, via the Ionescu-Tulcea theorem (Pollard,

2002).*” Moreover, fixing ¢ and (6, h',), the measure polo.hy

corresponds to the measure in-
duced by drawing with probability 1 (8, h’,) and then using the continuation strategy profile

to determine the distribution over the continuation histories. Fix a public history h’. The

270nline Appendix D provides a formal definition of this distribution.
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principal’s payoff at k' is given by

ol(0,h!, My)
Wo,ulhy= Y w@ kL h)E,, gy [ED
0,hi, H, (")

[(W(@™",,0)]| =Egpynn) [W(o, ulh', M)],

where a’~!

= (ay,...,a;-1) is the allocation through the beginning of period ¢ that is consis-
tent with h’ (with the convention that a® = {¢}). Note that the principal’s payoff from offer-

ing M; at h’, W (o, ulh',M;), depends on the belief system y only through p,(-|h?).

For any mechanism M;, W (g, u|h’,M;) equals

Z,Mt,mz,st,ﬂ[)

Z H‘t(ey hglht) Z K?A(mt) S[)at|9yht)Mt)[EPal(HYh [W(at_l» ag,

0,hyeHj(h') (me,sp,a)€ MM Mt A,

The principal’s beliefs at h’, together with mechanism M, and the agent’s strategy, define a

distribution over the continuation public histories as follows:

VAR, 265, a0 M R', M) = > w0, Ry 1RHKTA(my, sy, a0, ', M,). (A.2)
0.h,eH, (h'),meMy,

With this notation in hand, we can express the principal’s payoff W (o, u|h’,M;) as:

Wo,plh! M) = Y v 2,00 MR, MO W (0, pl R, 2(5,0) M), (A3)

(st,a;)eSMt Ay

Similarly, the agent’s payoff at private history (6, h’,), when the principal offers mechanism
M,, is given by:

[EPUI(Byhqutvmt,Spat)

U(ol6,h, M) = > K7A(my, sp, a0, by, My)

(my,s;,a,)€e MMt SMt Agy

[U@' " a,-60)]. A4

With this, we can formally define Perfect Bayesian equilibrium.

Definition A.1. An assessment (0 p,0 4, 1) is sequentially rational if for all t = 1 and public

histories h', the following hold:

1. IfM isin the support of o pi(h'), then W (o, ulh',M;) = W (g, ulh*,M}) for allM, e M7,

2. Forall (,h") € © x H,(h"), and M; in M1, U(o10,h’,,M;) = U(op,0",10, h';,M,) for

all afA.

Definition A.2. An assessment (0 p, 0 4, 1) satisfies Bayes’ rule where possible if for all public
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histories h' and mechanisms M the following holds:

pe1(0, hfq; Mg, Z(s,,a,) Mg), 041l ht; Z(s;,a,) (M), wt+1)Vl;tflA (ht; Z(s,,a) My)| hty M;) (A.5)
= (0, h2| hI)K?A(mt» sy, a0, hfq,Mt)-

Definition A.3. An assessment (o p,0 4, 1) is a Perfect Bayesian equilibrium if it is sequen-

tially rational and satisfies Bayes’ rule where possible.

Prunning: Given a mechanism M;, let (SMt x A), ={(sp,a;): @Am e MMf)goMt(st, a;m) >
0}. The set SMr x A\ (SMr x A), has zero probability regardless of the agent’s strategy. Hence,
if we remove from the tree those paths that are consistent with mechanism M; and (s, a) ¢
(SMr x A),, this does not change the set of equilibrium outcomes. Hereafter, these histories

are removed from the tree.

Principal pure strategies: Lemma D.1 in Online Appendix D.2 shows that without loss
of generality, we can focus on PBE assessments of G7 in which the principal plays a pure

strategy, so in what follows, we focus on PBE assessments that satisfy Lemma D.1.
B PROOF OF THEOREM 1

The proof of Theorem 1 follows from the proof of Propositions B.1-B.2 below.

Proposition B.1. For every PBE assessment (o p,0 4, 1) of Gz, an outcome-equivalent PBE
assessment (0", 0", i) exists such that the agent’s strategy only depends on her type and the

public history.

We relegate the proof of Proposition B.1 to Online Appendix D.1.1. In what follows,
we focus on PBE of the mechanism-selection game that satisfy the properties of Proposi-
tion B.1 and abuse notation in the following two ways: First, we write the agent’s strategy
as a function of her private type and the public history alone, with the understanding that
0410, h") = 04:(0, h") whenever k', € H'(h"). Similarly, we write the belief system at his-

tory h' as inducing distributions over © and not over © x H)(h?).

Proposition B.2. Fix L and let (op,0 4, 1) be a PBE assessment of Gt that satisfies Proposi-

tion B.1. Then, an outcome-equivalent canonical PBE assessment (0}, U'A, i) of Gg exists.

Proof of Proposition B.2. Let (0p,0 4, ) be as in the statement of Proposition B.2. Let h be
a public history and let M; denote the mechanism that the principal offers at A’ under o p;.

Let ©* denote the support of the principal’s beliefs at h’, u;(h").

For types in ©*, use Equation A.1 to define an auxiliary mapping ¢’ : © — A (SMr Ay), as
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follows:

@' (sp,ad0) = Y x74(my, sp, a0, R, My). (B.1)

My
m€M¢

That is, ¢’ corresponds to the direct version of Mt for 6 € ©*; we use it in what follows to
construct an alternative mechanism for the principal, M’t, that uses message sets (0, A(®)).

Omitting the dependence on (o 4, ), recall that vt+1(ht,z(5bat) (M;)|ht,M;) denotes the
probability of history (h’, z(s,,4,) (M) under the equilibrium strategy when the principal of-

fers M; at h! (Equation A.2). Equation A.2 implies we can write v, using ¢’ as follows:

Vir1 (B 2s,ag MR, M) = Y i (01hN @' (51, a416).
OeOt

In what follows, to simplify notation we omit the dependence of v, (-|h*,M;) on M;.

The first step is to show that the distribution over continuation histories v,;; can be seen
as inducing a distribution over posterior beliefs, allocations, and realizations of a public

randomization device. To see this, for u € A(®), let B(u) denote the set
B(w) = {(s1,ar) € S Ag: prs1 CIh', 25,09 M) = pif,

and let B,, (1) denote the projection of B(u) onto {a;}. In what follows, for any subset B <
SM: A4, we abuse notation and write v, (B|h?) instead of Y (s,.anen Vi+1(h', 2(s, 0y M| RY).

Let A(©)" denote the smallest subset of A(®) such that v;,1(B(A(®)")|h’) = 1. That is,
A(@®)* is the set of principal posterior beliefs that are pinned down via Bayes’ rule. We can

write the principal’s payoff at history h’ when he offers M; as follows:

> Ver1(h', 205,00 MAIRYW (0, a1 CLR', 205,00 MR, 251,00 M) (B.2)
(stvat)
Vir1(Bg, (W|h") Vir1 (W', 2(s,,a) M) RY)
= Y viaBiny Y, e o B e L W(a, plh 25, an (M)
LEA(©)F areA_ Vt+1(B(IJ)|h ),StEBa[(IJ)\ Vt+1(Bat(H)|h ) .
allocat};n rule public rangomization

The above equation shows two ways in which we can think of the distribution over continu-
ation histories starting from h’. The first is standard: we draw history (h’,z, 4,)(M;)) using
the distribution induced by the equilibrium strategy, v,+1(-|h’). The second is the one that
delivers the canonical mechanisms: we first draw a belief ¢ using the distribution over con-

tinuation equilibrium beliefs induced by v, (:|h") and then we draw an allocation a;, con-
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ditional on the continuation equilibrium belief coinciding with u. The principal’s posterior
belief u and the allocation a; may still not be enough to pin down the continuation history,

so we draw the output message s; conditional on s; being consistent with a; and p.

The second step is to show that, conditional on the induced posterior belief u, (i) the
probability that the allocation is a; is independent of 6, and (ii) the probability that the
output message is s; € By, (1) is independent of 6. To see this, note that for any belief y €
A(©)", for any (s;, a;) € B(u) and for any 6 such that p(6) > 0, we have?®
pe@IhN ' (sp,a:10) @) yep,, @ @' (s arl0) B 1eO1hY) Lot ayesn @' (5p, at10)

6 = = t
He) Vi1 (B 2(s,,0) M) | RY) Vi+1(Bg, (W) Ver1(B(w)|h')

(B.3)

That is, the principal updates to u either when (i) he observes (s, a;) € B(u), (ii) he learns
that a, is the realized allocation, that is, he learns that s; € B4, (), or (iii) he learns that the

output message and the allocation belong to B(u). Thus, for all 8 in the support of 1, we have

Vt+1(Bat(H)|ht) _ Zs’teBat(p) (Pl(slt,aﬂe)

Vet BWIhY)  X(g,ahes @' (5 @;10)
Vir1(h', 2(s,a)Mp)|RY) @' (sy,a,10)

Vi1 (Ba, (IR Ygep, (09’ (S a:l6)’

(B.4)

where each of the equalities follows from applying Equation B.3. Equation B.4 shows (i) the
probability that the allocation is a; conditional on the induced belief being p is independent
of 0, and (ii) the probability that the output message is s; € B, (1) conditional on the alloca-
tion being a, and the induced belief i is independent of 6. It follows that for all u € A(®)™,

(s¢, a;) € B(u) and for all 8 in the support of y, we can split the auxiliary mapping as follows:

Vi1 Ba, (WIRY) Vi1 (B, 2(s,, 0 M) | RY)
Vi1 (B(p)|hY) Vir1(Bg, (W) hY)

Vi1 Ba, WIRY) Vi1 (B, 25, 0 M) | RY)
Vi1 (B(w)|h?) Vir1(Bg, (W) hY)

@' (snaldd)=| > ¢'(s;,a;l0)
(s, a)eB(W)
()

_ t
= iV BEIn

)

where the last equality follows from the last equality in Equation B.3.

Thus, the agent’s payoff at history h’, when the principal offers mechanism M, and her

Z8Note that if u € A(©)" and 0 is such that u(0) >0, then 6 € ©*.
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type is 0 € ©*, can be written as follows:

pOlOh 25, a0, Mp)

Y @(shalO)E (U@, a,0)] = (B.5)
(s¢,a,)€SM1 Ag
u(6) L, 1(B(Il)|h) Z M Vt+1(hf,Z(St,uz)(Mt)|ht) pa\(ﬂ,ht,z(st»at)(Mp))[U(at_l 4s6)]
uenie) He(@1hY) " aren Vert(BUIRY) g gy Vir1(Ba, (WIhY) B

The difference between the principal and the agent’s payoff in Equations B.2 and B.5 is that
the agent cares only about the distribution over (y, s, a;) conditional on 6, whereas the prin-
cipal’s payoff is expressed in terms of the unconditional distribution. For this reason the

agent’s payoff features the term u(0)/u.(0|h?).

We now define the canonical mechanism MC (©,A(0), M: ) First, for 6 € ©7,

Vis1 (Ba, (IR
Ve B@IhY

©)
[IACI)

waC(u,atle) L BWIhY

v

C
AME (u10) M7 (aylp)

P C MC. .
where the decomposition in terms of gM:, aM¢ is well-defined because of the independence

properties highlighted after Equation B.4. Second, if 6 ¢ ©*, let 6* (6) denote the solution to

Vi+l (ht) Z(St,d[) (M[) | ht) pal(g'ht'z(st,a;)(Mt))

max ) oM (u, a,10) > (U@}, a;-,0)] (B.6)

0€0* (1,a,)EA©)x A 5:€Bg, (1) Vi+l (Ba, (,U)””lt)
and let (pMzC(-|9) = (erC(-|6* (0)). Change the principal’s strategy at k' so that he offers Mf
instead of M;. Change the agent’s strategy so that, conditional on participating, the agent
truthfully reports her type, 1,0, h’ ,Mtc) =0p.

For pu € A(®)" and allocation a;, enumerate the output messages in Ba, (1) as s},...,sf .
(We omit the dependence of K on u and a; to simplify notation.) Define the sequence

{wiky_, such that wg = 0,wx =landfork=1,...,K -1,

Vi+l (ht; Z(Sl,fyat) (Mt)lht)
Vt+1(3at(,u)|ht)

Wi —Wg-1=

Modify the continuation strategies as follows: for k = 1,...,K and w € [w_;,wg], let

o ¢, ., coincide with o w-0
|(h[yz(p,at) (M,; ),w) | o= wkk 11 )*

pal and the agent’s payoffs remain the same as in the original equilibrium whenever 6 € ©7.

Note these strategies imply the princi-

(B 2k M),

Furthermore, modify the continuation strategies so that a|( 21ty MC)) = ol 2.0 M)

For 0 in O©%, set n’t(e,ht,MtC) = 1. For types not in ®*, use Equation B.6 to compute
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7,(0, h!,M¢) accordingly. Conditional on participating, the agent can guarantee at most the
payoff from imitating the strategy followed by 8’ for some 6’ € ©*. This strategy was already
feasible in the original PBE, so the agent has no new deviations. It follows that the new as-

sessment is a PBE of the auxiliary game. O

B.1 Proofof Proposition 1

Fix Z and let (o p, 0 4, 1) denote a canonical PBE of G7, like the one constructed in Proposi-
tion B.2. Fix a history h! and let M; denote the mechanism the principal offers at 4’ under
op;. Let ®* denote the support of u;(h’). To simplify notation, we use the shorthand nota-
tion (w*, (up)geo+, ()peo+) to denote the principal and the agent’s payoff vector at h!when
the agent participates in My, (W (o, ulh?!,M;),U(c|0, h',M;,1)). Theorem 1 implies that for

the principal and for 6 € ®*, w* and u, are their equilibrium payoffs at h'.

Similar steps to those in the proof of Proposition B.2 in Online Appendix D.1 imply a dis-
tribution 7 € A(A(®)) exists such that for all measurable subsets U of A(®) and for all § € ©,

M (T710) 1, (O] 1Y) = fﬁ L O)(dy).

Therefore, we can write the principal and the agent’s payoffs as follows:

= [ o ZHO U 7 (W', a0 @™ (dagl )
A(®) geo A

T(dy) = f w)r(dy),
A(®)

’ul(e) / f ! !/
du’) = 0)T(du),
,Ur(HIht)T( H) A©) ul, O)rldp)

[TACHMC))
pe(0*(@)|h")

10,k My 1 ap) _
u; :f f [EPU e [U(at 1)“[’7')6)] aMt(dal’“'L,)
A©)JA

oo, t' I8 /,ﬂ[ —
i = f f M (Uat Y ay, -, 0)] a™ (day ) r(dy) = f u,0)7(dp),
AO®)JA A(®)

where 6*(0) € " is as in the proof of Proposition B.2 (recall Equation B.6). Finally, note that
the payoff of the agent of type 0 from reporting 8’ € ©* at history 1’ when the mechanism

is My, and then following her equilibrium strategy is given by:

fA . fA XM (Ut ay, -, 0)] @ (dag ) BN (A1)
(©)

al@,ht My, ap) _ ,U,(HI) ’ ro *
= EP U@ a0 aM(da,|u)————1(d )sf de @', u)T(dy) =d} .
fA(@)fA | ! ] i we(@'lh?) K A©) o1 K 6.6

The notation dy denotes that these are the payoffs that 6 obtains from deviating to 6’. The
payoff d; ,, can be similarly defined for 0’ ¢ ®" using 6" (9") as in the definition of uj.

Let S = suppt. Define C = {(¢//, w(u), (w0, u))geo, (do @', 1)) .0c0) : 1’ € S}. Because ©
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is finite, Rubin and Wesler (1958) implies that (u(h"), w*, (u)geco+, (U3)o¢o+) (dy g)o,07e0) €
coC. Letting N = |Q|, Caratheodory’s theorem implies M < N(N + 1) + 1 exists such that
(u(hY), w*, (uy)geo, (Uy)ogo+ (dj 5)o,0c0) can be written as the convex combination of M
elements of C. That s, (Ai,u’l.)?’zfl exist such that A; =0, Z?ﬁl A; =1, and

E

M M M M
pe(hy =) Ay w” Z iw) ug =) Au@,up) ug =) Aiu@,up) dyge =) Aidg®' ).
i=1 i=1

i=1 i=1 i=1

. . . . . . M _
Consider the following canonical mechanism Mj: For types in ©F, let " ({u'}|0) =

©) b
p”(0|hf))tl’ and otherwise, ,BMt( |#) = 0. For types not in @F, let ,BMt( 0) = ﬁMt('IG 0)).
Furthermore, « ’('|N,~) = aMf(-Iui). Modify the PBE assessment so that the prin-
cipal offers M, at h'.  Furthermore, modify the continuation strategies so that

(op,Ta,Wlnm, 2

b2 M) T 0P, 0 Dl ht My 2y, M) A0 (0P, O A, (D)t M2 ey M) =

(0,04, W (nt M, 24 4+ M,))- Clearly, mechanism M’t dehvers the same payoff to the principal
and the agent conditional on the agent participating and truthfully reporting her type. We
now show it is optimal for the agent to truthfully report her type. Suppose the agent of type 0

reports instead that her type is 6’ € © (the case 8’ ¢ ©* is similar). In this case, she obtains:

%a 10" p"'g“w’a’(M”)[U( 1 a,0)] a™ (dap) %Ad(@’ V=dj;
) a ’a’,, a 't a L) = ; , .) = Ji
S 1e@'1hY Ja t A=

Since u, = d,,, then truthtelling is still optimal. Thus, because the payoffs from par-

9,9/;
ticipating and not participating are the same as in the original assessment for all types,

(0, h", M) =7,(0,h",M,) is a best response.

C PROOFS OF SECTION 4.3

Envelope theorem: We establish the envelope theorem and the virtual surplus representa-

tion of the seller’s payoff. The buyer’s payoff in the mechanism when her type is 6 is given by
ue) = fA(@) (09(F2) — x(F2) + (1 - q(F))8u™ (6, F2)) B(dF210), (C.1)

where u* (0, F») = max{0,6 — p»(F,)}. Equation C.2 defines the buyer’s payoff when her type
is 6 and she deviates by first reporting 6’ and then following 6'’s strategy in ¢ = 2:

V(©',0) = fA o (0q(F2) — x(Fo) + (1 - q(F2)6 [u* 0, F>) + (0 -0")q;5 (0', F>)]) B(AF,16", (C.2)

where g;(0',F,) = 1[0’ = py(F,)]. The optimality of truthtelling implies U(6) =
max{V(6',6):0' € ©}. We now establish that the family {V(6’,-) : 8’ € ©} is equi-Lipschitz
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continuous. To see this, let 8,0 such that 8 # 6 and consider

V(©',0)-v@,0) = ‘ fA o [(0-0)q(F>) +(1-q(F2))50-0)q; (0, F)] B(dF,10)

<10-0|(1+0).

<10-0| UA(@) [q(F2) + (1 - q(F2))8q; (0, F>)] B(dF210")

Moreover, for 6 in the interior of ® we have that

0 F o1 V(Q’,6+h)—V(9’,9)_
@V(B,G)—}l{% 2 =

fA © [q(F) +(1-q(F2))8q; (0, F)| B(dF,10").

U (0) is then Lipschitz continuous because it is the maximum over a family of equi-Lipschitz
continuous functions. Thus, it is differentiable almost everywhere. Theorem 1 in Milgrom
and Segal (2002) implies that at any point of differentiability of U(-),

0 _
U'o) = —= V(0,052 :f [q(Fg) +(1-q(F))dq, (G,Fg)] B(dF,|0).
00 A©)

It follows that

J

f x(Fz)ﬁ(szw)]Fl (do) =f f [0g(F) + (1 - q(F)6u” (0, F2)| B(AF,|0)Fy(d6)
A(®) 0 JAO)

0
—ff [f (q(F2) + (1 - q(F2))8q;5 (u, F>)) B(dFs|u) | duF, (d6), (C.3)
oJo [Ja@©)

where we are already replacing that at the optimum, transfers will be cho-
sen so that U@) = 0. Recall from OPT that the seller’s revenue is given by
Er, [fae) (X(F2) + (1 = q(F2))8 p2(F2) g5 (B, F2)) B(dF»10)].  Replacing the transfers (Equa-

tion C.3) and integrating by parts, we obtain:
fng(@) [Q(Fz)](H,Fl) +(1- 6](1”2))5615k (6,F2)](6,F1)] B(dF>|0)F,(d0). (C.4)

Denote by P the distribution on © x A(®) defined as PO x0) = f@ [3([~I|9)F1 (d0), for all
measurable subsets ©, U of © and A(®). Let Pa(e) denote its marginal on A(®), Pollard (2002,
Appendix E Theorem 6) implies Equation C.4 equals

A(@)

which is the expression in Equation 2.

0
q(Fz)f@](H,Fl)Fz(dH) +(1-q(F2))6 (F)](B,Fl)Fz(dH)
p2lf2

Ppr)(dF),
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Monotonicity: Together with the envelope representation of the buyer’s payoffs, the

mechanism must also satisfy the following monotonicity constraint for all 0 = 6':

fA(@)

Proof of Proposition 2. We first establish properties that the optimal posted-price mecha-

6
6 -0"q(F) +5(1 - q(FZ))fef 95 (w, F)du| (B(dF210) - B(dF,10") = 0. (C.5)

nism satisfies. Let Fzé denote the distribution of 6 conditional on 6 < 6. Since J 0, F) is
strictly increasing, it follows that J (0, Ff ) is also strictly increasing. Furthermore, since 6 = 0,
J@, Ff )<0<J (é,FZQ ) and there exists a unique p» () such that J (p2 (é),FZé ) = 0. It follows
that p,(0) = argmax,, pz(1 - F29 (p2)). The theorem of the maximum implies that p»(8) is
continuous in 6. Thus, the optimal posted-price mechanism solves
0 0
R(6) = mAafo JO,F)F (do)+6 _J(0,F1)F1(d0). (C.6)
0 Jo p2(0)

The theorem of the maximum implies that a solution exists. Note that R(0) = R(1) =
ng J (6, F)F,(d6), where p), is the monopoly price, that s, J(pys, F1) = 0. Foreach § € (0,1),
let ég denote a solution to the problem in Equation C.6 and define
03,

0
V(©',6) = f J(0, F)F1(d6) + 6 f
0;,

0
J(0, Fy)F1(d6) = f J(6, Fy)Fy(d6) +5C(3").
p2 (9;,) 9;/

Note that R(§) = supgc(o,1; V(6',6). Furthermore, R(§) = V(§',6) and R(§") = V(5,6") imply
that if § > ¢’, then C(6") = C(6). Note that C(0) < 0 < C(1) = R(1) since the unique solution
at 6 = 0is to set 95 = pm. Steps similar to those leading to the envelope representation of
the buyer’s payoffs imply that (i) {V(6',-) : 8’ € [0,1]} is equi-Lipschitz continuous, (ii) for all
&' €[0,1], V(&',) is differentiable on (0, 1) with derivative equal to C(-), and (iii) R is Lipschitz
continuous and at any point of differentiability, R'(§) = C(5).

We now show that 6 € (0, 1) exists so that C(8) > 0 for 6 € (8,1]. Toward a contradiction,
suppose that C(6) <0foralld € (0,1). Then, R is decreasing on (0, 1) and because R(0) = R(1)
it follows that C(-) = 0 almost everywhere. Otherwise, a set D < (0, 1) of non-zero Lebesgue

measure exists such that C(u) <0 for u € D. Then,

1

C(u)du = R(0) +f
[0,1\D

R(l)=R(O)+f C(u)du+[ C(u)dusR(0)+f C(u)du < R(0),
0 D D

where the first inequality follows from C(u) < 0 on (0, 1) and the second by the definition of
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D. Tt follows that C = 0 on (0,1) and hence R(-) is constant and equal to the commitment
payoff for all 6 € (0,1), a contradiction. Thus, a subset of (0,1) exists on which C is strictly

positive and because C is increasing, 8¢ (0,1) exists so that C() >0ford e (5, 1].

Second, we use the above properties to construct a deviation for the seller. Define 8 €
(0,1) as above and let 6 > 5. We show €,1m,7 > 0 exist such that the seller can deviate to the

following mechanism. Let pJ; = p» (9(’;) and define three posterior beliefs:

Fi(0) - Fy(p}s 1)

F1(6) - F,(63) .

Fy4(0) = . 02051, Fis0)=— 1[0 € (ps5—n,0;1]
1-F10}) ’ Fi02) - Fi(pss—m) ?
F1 () - . _
B @) = d 1P+ 0-0(EG)—Fi(ps,—) i£0 < pps =11
2p(0) =1 F(py,-n+1-0F ) -Fi(ph—n) -

- if0elpr,—n,0%
Fi(pys—m+1-€)(F1(03)~F1 (py5—m) (P25 =105

and let g(F}) = q(FSy) = 1 and q(F>p) = 0. Furthermore, let B({F}}0) = 1[0 > 0}], and let

1 it0 <p,s—n 0 if0<py;—n
BUFDNO) =4 1-¢ if6elp;s—n,05] BUFHO =1 ¢ if6elpy;—n03] .
0 otherwise 0 otherwise

Finally, for y > 0, define payments as follows:
x(Fop) = —ye, x(Fig) = —ye + pis — 0, X(Fyg) = —ye +e(pys —m) + (1 —€) (1 - 8)0; + 6 p5s).

That is, the seller now serves with probability € all types in [p,5—7, é; ], and leaves the prob-
ability of trade for the remaining types unchanged; furthermore, he pays the buyer ye, re-

gardless of her type. The value of 77 is chosen so that p;; remains optimal in period 2.

In what follows, we first argue that for any agent-extensive form that is feasible given the
above mechanism in period 1 and in any agent-assessment of that extensive form, the buyer
must accept the above mechanism with probability 1. That, conditional on participating,
truthtelling is optimal is immediate. We then show that given € we can always find 7 so that
p,s remains optimal in period 2. Finally, we show that for ¢,y small, the seller prefers the

mechanism defined above to the optimal posted-price mechanism.

The buyer participates with probability 1: Note first that buyer types in [0,0 + ye) must
accept the mechanism: the best price they can obtain in period 2 is 8, whereas they obtain
at least ye by participating in the mechanism offered by the seller. Since ye > 8 — 6 for all

such types, they must accept the mechanism. It then follows that, conditional on rejecting
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the mechanism, the price is at least ye + 8 in period 2, so that it must be the case that types
in [0 + ye,0 + 2y¢e) must also accept the mechanism. Proceeding inductively, it follows that
the buyer accepts the mechanism with probability 1. Thus, Bayes’ rule does not pin down
beliefs conditional on non-participation, so that we can specify them arbitrarily: In partic-

ular, we can specify them so that the seller assigns probability 1 to 6.

p,s remains optimal in period 2: The virtual values under F»p are given by

_ (A-eFR6))+eFi(py;~m-F1(6)

J©6, Fop) = 0-— 7®) if0 < p;s—1
’ o . ) ,
JO,F,") it0 > pys—n

so that the virtual values under F,p (i) are piecewise increasing in 6 on [0, é;], (ii) are
(weakly) negative on (p;5 — 1, p,5], and (iii) they jump down at 6 = p;; —n, whenever € > 0.

Let H(n,€) denote the limit from below of J (6, F2p) as 6 — p;; —n. Thatis,

(L-€)(F1(03) - Fi(p}5 —m)
fipys—n) '

H(n,€) = pys—1—

Using the strict monotonicity of the virtual values and that 8 = 0, it is immediate to show
that for each € > 0, n(¢) exists such that H(n(e),e) = 0. Thus, for n =n(e), J (@, F>p) is (weakly)
negative for types 6 below pJs — 7, and hence p;; remains optimal. In what follows, it is

important to note 7(-) is increasing in € and the definition of p;; implies 1(0) = 0.

The seller has a deviation: We now verify that for small enough ¢,y the seller prefers the
above mechanism to the optimal posted price mechanism. Indeed, the difference in payoffs

between the new mechanism and the optimal posted-price mechanism is as follows:

) * p*
ela-6) [ " 10O, F)F@0) + f ? O, F)F(d0) -]
Pys—1(E)

.
Pas

By assumption, the first term in the square brackets is positive and independent of ¢,7,7,
whereas for small ¢, the second term, although negative, is vanishing, and vy is also small.

Thus, for § > &, small enough €,y exist such that the seller has a deviation. O
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