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The increased fraction of first year ice (FYI) at the expense of old ice (second-year ice (SYI)
and multi-year ice (MY])) likely affects the permeability of the Arctic ice cover. This in turn
influences the pathways of gases circulating therein and the exchange at interfaces with
the atmosphere and ocean. We present sea ice temperature and salinity time series from
different ice types relevant to temporal development of sea ice permeability and brine
drainage efficiency from freeze-up in October to the onset of spring warming in May. Our
study is based on a dataset collected during the Multidisciplinary drifting Observatory for
the Study of Arctic Climate (MOSAIC) Expedition in 2019 and 2020. These physical
properties were used to derive sea ice permeability and Rayleigh numbers. The main sites
included FYI and SYI. The latter was composed of an upper layer of residual ice that had
desalinated but survived the previous summer melt and became SYI. Below this ice a layer
of new first-year ice formed. As the layer of new first-year ice has no direct contact with the
atmosphere, we call it insulated first-year ice (IFYI). The residual/SYI-layer also contained
refrozen melt ponds in some areas. During the freezing season, the residual/SYI-layer was
consistently impermeable, acting as barrier for gas exchange between the atmosphere
and ocean. While both FYI and SYI temperatures responded similarly to atmospheric
warming events, SYI was more resilient to brine volume fraction changes because of its low
salinity (< 2). Furthermore, later bottom ice growth during spring warming was observed
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for SYI in comparison to FYI. The projected increase in the fraction of more permeable FYI
in autumn and spring in the coming decades may favor gas exchange at the atmosphere-
ice interface when sea ice acts as a source relative to the atmosphere. While the areal
extent of old ice is decreasing, so is its thickness at the onset of freeze-up. Our study sets
the foundation for studies on gas dynamics within the ice column and the gas exchange at
both ice interfaces, i.e. with the atmosphere and the ocean.

Keywords: sea ice, first-year ice, second-year ice, MOSAIC, Arctic Ocean, brine, gas pathways, permeability

1 INTRODUCTION

Arctic sea ice has a major impact on global climate and the
ice retreat intense shifts at the
atmosphere-ocean interface, e.g. air-sea gas fluxes. Summer

ongoing sea induces
sea ice extent has decreased since the 1970s and has accelerated
since 2000 (Comiso et al, 2008). As a consequence of the
diminishing summer sea ice extent, the relative proportion of
younger and thinner sea ice is increasing. From 1984-2017, the
areal fraction of first-year ice (FYI) in the Arctic Ocean
increased from approximately 40% to 70% (I'schudi et al,
2020), while the areal fraction of thicker old ice decreased. For
instance, the fraction of winter sea ice cover older than 5 years
decreased from 30% in 1984 to 2% in 2018 (Stroeve and Notz,
2018). Interestingly, the fraction of second-year ice (SYI) aged
1-2 years slightly increased from about 12% to 17% over the
same period (Ischudi et al, 2020). Despite the slightly
increasing areal extent of SYI, its thickness at the onset of
freeze-up is decreasing, leading to increased winter ice
growth beneath (Petty et al, 2018). However, this might
be extremely sensitive to snow depth on the sea ice, as SYI
likely accumulates more snow which affects ice growth
(Merkouriadi et al, 2017). Seasonal sea ice, or FYI, is
more susceptible to phase changes in the entire ice slab
than older multi-year sea ice (MYI) when it warms
(Vancoppenolle et al, 2005). The shift to more seasonal
ice affects the overall physical properties of the Arctic ice
pack, and therefore likely also the ice permeability and
potential gas pathways within the ice (Verdugo et al., 2020).
While globally-representative monthly rates of change of
atmospheric catbon dioxide and methane concentrations are
correlated with sea ice dynamics, it is still unclear if sea ice
acts as an active driver or is simply a proxy for alternative
drivers (Hambler and Henderson, 2022). Furthermore, sea ice
has been shown to be a source of ozone-depleting compounds
in summer, as well as in winter (Granfors et al, 2013;
Abrahamsson et al, 2018). To gain insights into potential
undetlying  mechanisms,  we designed an integrative
biogeochemistry study carried out during the MOSAIC
drift expedition, tracing the evolution of the sea ice’s
permeability (derived from temperature and salinity) and
the development and modification of climate-relevant gas
(CRG) pathways in various ice types from autumn freeze-
up (October) to spring warming (May). These CRGs include
methane, halocarbons, nitrous oxide, dimethylsulfide, and
dimethylsulfoxide. An overview of Team BioGeoChemistry

(BGC) activities is summarized in a manuscript prepared by
E. Damm et al.

MOSAIC was an international transpolar drift expedition in
which the German icebteaker RV Polarstern anchored into an ice
floe to gain new insights into Arctic climate over a full annual
cycle. In October 2019, RV Polarstern mooted to an ice floe in the
Siberian sector of the Arctic at 85° N and 137° E to begin the drift
towards the North Pole and the Fram Strait via the Transpolat
Drift Stream. Overview papers describing the activities of the ice
physics, physical oceanography, and atmospheric science teams
are available from Nicolaus et al. (2022), Rabe et al. (2022), and
Shupe et al. (2022), respectively. In our paper, we present baseline
information to understand the temporal development of sea ice
permeability for different ice types during the ice growth season
inferred from temperature and salinity measurements. Our goal
was to estimate the variations of the brine content in the ice
column during the winter/early spring season and to establish
time series of brine volume fraction and Rayleigh number as
preconditions to interpret how CRG circulation evolves from the
onset of sea ice growth to spring warming. The data presented in
this paper were collected during the first three legs of the
expedition, because all the ice coring activities took place on
the same ice floe and the ice surface melt season had not yet
started. The end dates of legs 1, 2, and 3 were 13 December, 24
February, and 4 June, respectively. Data collection during leg 3
stopped on 9 May. At the end of leg 3, RV Polarstern left the floe
(approximately 400 km north of Svalbard) and travelled to
Svalbard for supplies and personnel exchange. The RV
Polarstern drift trajectory is shown in Figure 1.

To study brine dynamics of young sea ice at the ice/water
interface, Notz and Worster (2008) showed in Situ measurements
of sea ice salinity to capture desalination at specific ice depths on a
better than hourly basis over a few days in March. Using the
mushy-layer approach for interpretation, they show that brine
gravity drainage occurs continuously in the lower centimetres of
activity growing sea ice. Newly formed sea ice also loses salt
through salt segregation at the ice/ocean interface. More
specifically, salts are rejected from growing ice crystals since
the crystal lattice can only incorporate a limited amount of
salt. The amount of salt incorporated into growing ice or the
“initial entrapment” is positively correlated with the ice growth
rate (Eicken, 1998). The rejected salts increase the seawater
density at the ice/water boundary, triggering convection. Salt
segregation is associated with the boundary-layer approach of
convection, whereas brine gravity drainage is associated with the
mushy-layer approach. Both modes play a role in sea ice salinity
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is shown and modified from Krumpen and Sokolov (2020).

FIGURE 1 | Left panel: Central Observatory map of 20 October 2019 generated from helicopter laser scanner surveys (credit: Stefan Hendricks). Brighter shades of
blue indicate larger surface elevation, i.e. pressure ridges can be seen as well. The main coring and BioGeoChemistry (BGC) FYI and SYI sites were on the same floe from
late October 2019 to early May 2020, but their relative positions changed due to local ice movements. Right panel: The RV Polarstern MOSAIC track is shown by the
black line and the drift trajectory from legs 1 to 3 by the coloured segments, modified from Nicolaus et al. (2022). The background shows the sea ice extent for
March 2020. In the top left of the panel, the position of the Central Observatory (CO) in the red circle relative to the L sites of the Distributed Network for 22 October 2019

evolution as discussed in Middleton et al. (20106). The salinity for
a specific ice depth that follows once brine drainage diminishes is
referred to as the “stable salinity” (Nakawo and Sinha, 1981). The
granular ice layer close to the top ice surface is often more saline
than the underlying columnar ice, because it forms quickly and
under turbulent sea conditions (Notz and Worster, 2008) and the
bottom ice layer is more saline than the ice above because it is
younget, which typically leads to a C-shaped salinity profile for
FYI. The columnar sea ice near the ice surface is also more saline
than the underlying columnar sea ice because it generally grows
faster. Research by Johnston (2017) analyzed sea ice cores from
fast and pack ice from the Canadian Archipelago (1980-2015),
including FYI, SYT, and MYT. The study showed that the strength
of SYT deteriorated 1 month after that of FYT in summer, because
the SYT included a desalinated surface layer from the previous
year. By desalination, we refer to drainage affecting the permeable
ice fraction in the ice column, not just the brine release that occurs
in the hours to days following new ice formation at the ice/ocean
interface. Since the time series shown in this paper span from late
October to early May, the ice surface melt season is not included.
Therefore, salt loss in sea ice triggered by the flushing of melt
water in summer is not represented in our time series.

Most time series studies of sea ice cores wete carried out in
regions of FYI, whereas old ice (SYI/MYI) has been investigated

less. Pioneering work provided a landfast FYT time seties in the
Canadian Arctic from freeze-up to melt onset (Nakawo and
Sinha, 1981), while Cox and Weeks (1988) compared
numerical modelling results of FYI growth and field data to
understand the evolution of sea ice properties. Time series of FYI
in the growth and melt seasons have also been petformed in
Alaskan and Svalbard landfast ice (Oggier et al., 2020). Work by
Granskog et al. (2017) compared FYT and SYT salinity and oxygen
isotopic composition in drifting ice north of Svalbard but their
data are limited to short time series on single floes over the
January to June period.

As we partly deviate from basic definitions of sea ice
nomenclature  (WMO, 2014), we present some basic
definitions and how they are used in this paper. FYI is sea ice
that develops in a single growth season and is at least 30 cm thick.
If FYT survives the summer melt season, it becomes residual ice.
Starting on 1 January, residual ice transitions to SYI as defined by
the World Meteorological Organization (WMO). For simplicity,
we use SYI to describe both residual ice and SYT. In this paper, we
consider the ice that grows underneath SYI during winter as a
type of FYL For biogeochemical studies in the Lincoln Sea, Lange
et al. (2015) denoted this ice as “new ice.” The WMO defines new
ice as a general term for any recently formed ice, irrespective of
the conditions surrounding its formation. In our paper, we refer
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to ice growing beneath SYT as insulated first-year ice (IFYT), to
highlight the importance of the SYI-layer’s thermal buffering
capacity and low salinity, which directly impact CRG transport
pathways. Additional snow accumulation would also contribute
to the thermal buffering capacity of SYT sites. Rafted ice refers to
any type of deformation resulting in an ice slab submerging below
another.

A time series of ice cores is needed to dissect how SYI
permeability differs from FYT over the course of the complete
ice growth period. Further, quantifying the susceptibility of sea ice
to brine gravity drainage with the Rayleigh number as used in
previous biogeochemical studies such as Zhou et al. (2013),
Crabeck et al. (2019), Gourdal et al. (2019), and Van der
(2020) can lead to new insights on CRG
pathways in sea ice. Drainage events transport CRG dissolved

Linden et al.

in the brine from the sea ice to the ocean (Damm et al., 2015), so
the Rayleigh number hints at the relative onset of these events for
different ice types. Brine drainage is a downward directed CRG
pathway (e.g. Verdugo et al. (2020)), while upward directed CRG
pathways in the entire ice column depend on bubble formation
(e.g. Zhou et al., 2013; Tison et al., 2017; Crabeck et al., 2019).
More importantly, one precondition for a sea-ice to air gas flux is
bubble transport to the surface, which can only happen if the ice is
permeable throughout the ice.

We hypothesize that FYT and SYT exhibit distinct differences in
their temporal permeability evolution from late autumn to spring,
with correspondingly different implications for brine release and
gas dynamics within sea ice and at the interfaces with the
atmosphere and ocean. While a plethora of sea ice core data
exists for the spring to early autumn timeframe from previous
field campaigns, FYI and SYI time series during the polar night
are limited. Our study represents one of the first time series of FYI
and SYT on the same ice floe for the entire ice growth period. For
the first time, several co-incident polar night time seties from
spatially varying FYT and SYT types are presented. To investigate
the inter-site spatial variability of the different ice types, we
present more than one time series for both FYI and SYL
Ultimately, the aim is to improve the parameterization for
various numerical biogeochemical models, furthering our
understanding of CRG pathways in an Arctic Ocean with
increasing FYT fraction in winter. With an improved process
understanding of CRG cycling in the Arctic Ocean, we can
ultimately predict the seasonal switches between the upward
and downward directed CRG pathways as the Arctic Ocean
warms and the fraction of seasonal ice increases.

2 SAMPLING SITES

The oldest part of the MOSAIC Central Obsetvatory (CO)
originated from the New Siberian Islands, where the ice
formed during a polynya event in December 2018 (Krumpen
et al, 2020). From a biogeochemical perspective, understanding
the origin of ice floes is important, because it has been shown that
the Transpolar Drift Stream transports methane trapped in sea ice
from shallow shelf regions to the central Arctic Ocean (Damm
et al., 2018). We investigated multiple locations representing FYT

Deciphering Different Arctic Ice Types

and SYI, both in the CO and the Distributed Network (DN)
(Figure 1). The BioGeoChemistry (BGC) sites were identified as
BGC1 (FYI), BGC3 (FYI), and BGC2 (SYI), respectively. There
was also a main coring site (MCS) for FYI and SYT that multiple
teams jointly worked on. These are denoted as MCS-FYI and
MCS-SYI. BGC sites 1-3 are specific sites for studies of CRG
circulation and at the MCS, BGC studies were conducted in
addition to the detailed ice physics studies (Nicolaus et al., 2022).

2.1 Sites in the Central Observatory

Site BGC1 was a FYI area that developed in open seawater
(presumably in October 2019) surrounded by residual sea ice
(Figure 1). Site BGC2 was far more heterogeneous and included
SYT, SYI with freshwater pockets, as well as ridged and rafted ice.
The water pockets were presumably from melt ponds that had not
completely refrozen. For the autumn to spring time series, only
the SYT area without water pockets was repeatedly investigated.
Site BGC3 contained FYI with localized rafted ice. At MCS-FYT,
rafted areas were encountered in March and April 2020 and at
MCS-SYI, the ice contained a strongly desalinated upper layer.
The MCS was located suitably far away from the ship to not be
affected by the RV Polarstern lights during polar night (Nicolaus
et al., 2022).

2.2 Distributed Network

The DN consisted of ice floes of similar age as the central floe
(IKrumpen et al,, 2020). We investigated ice at the DN sites L1, L2,
and L3, which are described in an overview manuscript prepared
by B. Rabe et al. At all three sites (5-10 October 2019), the level ice
was approximately 0.35 m thick and classified as residual ice
(eventually becoming SYI) (Krumpen and Sokolov, 2020). We
collected 16 cores in October 2019, including rafted ice where the
mean ice thicknesses were 3.0 m at L2 and 1.3 m at L3. We
repeated coring at the FYI and SYI L1 and L2 sites until
April 2020.

3 METHODS

3.1 Ice Coring

The reader is (2022) for a
comprehensive summary of the ice coring methodology at the
main coring sites, which was more comprehensive because it

referred to Nicolaus et al

accounted for the needs of multiple teams and targeted co-
incident work on sea ice physical and biological processes.
Here we present a brief ice coring methodology used for the
data. Sea ice cores were collected with a Kovacs Mark II 9 cm
diameter corer (Kovacs Enterprises, Inc.). Normally, three to four
ice cores were collected at each site. In addition, vertical snow
sampling was carried out for halocarbon analyses, and thus snow
depth data is available. On the first leg of the expedition, ice cores
were taken on an almost weekly basis, but afterwards, the coring
dates were less frequent, due to the weather conditions and sea ice
dynamics hampering access to the coring sites. In each case, the
first cote was used for temperature measurements while on all
BGC-related ice cores, the salinity was measured. Each collected
ice core was used for specific measurements of trace gases.
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To measure ice temperatures on leg 1 at the BGC sites, about
4.5 cm deep holes were drilled into the core at 5 cm intervals
starting from the snow/ice interface. On legs 2 and 3, holes were
drilled at 2.5, 7.5, and 15 cm from the top and then at 10 cm
intervals. For MCS cores from legs 1-3, holes were drilled at
2.5 cm from the top and 2.5 cm from the bottom of the core.
Holes were then drilled at 10 cm intervals from both the top and
bottom of the core until the core midpoint. Occasionally,
temperature locations were adapted for breaks, gaps, or brittle
segments in the cores. The temperatures were measured by a
digital thermometer within minutes after the cores were retrieved.
For the ice bottom temperature, the temperature probe was
placed directly into the core bottom. To complete the sea ice
thermal regime, temperatures were also measured in the air, as
well as at the air/snow and snow/ice boundaries. The ice cores
were placed into pre-labelled plastic sleeves sealed at the bottom
end. At the top, the plastic sleeves were secured with multiple zip-
ties. Since the cores in this study were not sectioned in the field,
we acknowledge that some brine might have been lost. Losing
brine results in an underestimation of sea ice permeability derived
from temperature and salinity data. The ice cores were then
transported to RV Polarstern and stored in a =20°C freezer. Each
of the cores was sub-sampled, melted at room temperature, and
processed for salinity within one or 2 days. The practical salinity
was estimated by measuring the electrical conductivity and
temperature of the melted samples using a WITW Cond 3151
salinometer equipped with the Tetra-Con 325 four-electrode
conductivity cell. The absolute salinity [g/kg] is the amount of
dissolved salts per mass of ice or solution after melting. The
practical salinity [dimensionless] represents the salinity estimated
from the electrical conductivity of the solution. For standard
seawater composition, the absolute salinity is approximately
equal to the practical salinity. In this paper, we present
practical salinity.

3.2 Brine Volume Fractions

The brine volume fraction (BVF) was calculated from the
temperature and sample. The
fundamental unit of ice microstructure is an ice grain
surrounded by brine and sometimes air voids. As the

salinity of each core

temperature and salinity of ice increase, the brine volume
fraction increases. When the BVF exceeds 5% for columnar
sea ice, the brine inclusions interconnect, and the ice is said to
become permeable for brine movement (Golden et al., 2007).
If the BVF is less than 5%, the ice is said to be impermeable.
The ice core sectioning in the laboratory for BGC-related
cores resulted in sample midpoints that did not always
correspond to the ice depth
temperature measurement. Therefore, ice

associated  with  the
temperatures
were linearly interpolated between measurement depths
and the interpolated values were extracted at each sample
midpoint. If sample midpoints fell outside the interpolated
temperature range, then the following rules were applied. If
the length of an ice core exceeded the temperature core
length, then the bottom ice temperature (normally equal to
the seawater temperature) value was used for sample

midpoints deeper than the maximum depth of the

Deciphering Different Arctic Ice Types

temperature core. Since the temperature core usually had a
similar thickness to the adjacent cores (within 10 cm), we did
not adjust the entire temperature profile for slightly different
core lengths. If the snow/ice boundary temperature was not
recorded and a sample midpoint was shallower than the
uppermost ice temperature measurement, then the latter
ice temperature was used. The temperature (7, in degree
Celsius (°C)) assigned to the sample midpoint and the salinity
of each melted ice sample were used to calculate the BVF. For
-2.0°C > T 2-30°C, the BVF was estimated according to Eq.
1 (Cox and Weeks, 1983). To calculate the sea ice density (o),
the pure ice density as a function of temperature was first
estimated from Fukusako (1990). The sea ice density
equation considers temperature-dependent phase
equilibrium from (1960) for brine
salinity (Sp) and the ratio (K) of the mass of solid salts to
the mass of salts in the brine. When implementing the sea ice

relationships Assur

density equation, we assumed no air volume. The BVF was
calculated from Eq. 1, where Fi(T) = p» Sp (1+Kk) and pp is
brine density. The brine salinity, density, and the amount of
solid salts all vary as a function of temperature.

pS
F(T)

(1)

The BVF estimation in Eq. 1 accounts for the eutectic
points of different salts in seawater, meaning that some brine
still exists below the eutectic temperature of the H,O-NaCl
phase equilibrium system. In the case of T 2 -2.0°C, estimates
for p and Fi(T) to calculate BVF were adjusted following
Leppdranta and Manninen (1988) for warm ice conditions.
These conditions only occurred in the ice column in early
October 2019, at the ice bottom, as well as the interface of ice
and water pockets.

3.3 Rayleigh Number

Since the BVF threshold of 5% is only a proxy indicating when
brine channels are potentially interconnected, the Rayleigh
number (Ra) is calculated to determine when brine gravity
drainage can occur (Notz and Worster, 2009). The Ra is
dimensionless, characterizes a fluid’s flow regime, and
determines when convection occurs. The proposed critical
Ra values that yield the onset of convection range between 2
and 10 in the literature. For experimental and field studies, Ra
thresholds towards the lower end are typically used (Gourdal
et al, 2019). The rationale behind this stems from the fact
that critical Ra numbers occur transiently. Calculating a
criical Ra depends on the physical properties and thus
when ice cores are drilled. More specifically, the critical Ra
might be missed if brine drainage occurs between ice coting
dates. Secondly, brine loss upon core retrieval may result in a
lower salinity than the in situ value (especially at the ice
bottom) and consequently results in a lower Ra number. In
Gourdal et al. (2019), the Ra number was used to delineate
unstable gravity drainage and vertically stable phases for FYI
in the Canadian Arctic during spring warming and summer
melt. In their study, the authors found that dimethyl sulfide
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TABLE 1 | Parameters for Rayleigh number calculation.

Parameter Value Units
B 0.78 kg m=3ppt!
g 9.8 ms
K 1.2x 107 m? st
u 2.5550 x 10 3 kg (ms) !

was transported from the ice bottom to the atmosphere
during the vertically stable phase. In our paper, we employ
the lower Ra threshold of 2 to interpret the relative onset of
drainage events for different ice types between autumn and
spring. The effective sea ice permeability, [l
function of BVF and can be estimated from Eq. 2 (Freitag,
1999), whete BVF,,, is the minimum BVF between the ice
depth in question and the ice bottom. The ice depth in
question refers to the depth of an ice core sample, since an
Ra is calculated for each sample interval. Therefore, a layer of
low permeability can affect the propensity for brine gravity
drainage in the entire ice column. The permeability is a

[m?], is a

variable in the Ra calculation shown in Eq. 3, where h [m]
is the ice depth from the snow/ice surface to the ice/seawater
interface, z [m] is the ice depth in question, B is the haline
expansion coefficient of seawater, g is the acceleration due to
gravity, ASp is the salinity difference across (h-2) [ppt], K is
the thermal diffusivity for cold seawater, and U is the dynamic
viscosity constant of seawater extrapolated for the brine. The
values for f3, K, and U were taken from Gourdal et al. (2019) and
all Ra parameter values are shown in Table 1. When calculating
(h-2), we used the top of an ice sample as z and for ASh, we useda
constant seawater salinity of 32 ppt for simplicity. In the case of
water pockets, we treat them as part of the ice column and maintain
h as the ice depth from the snow/ice interface to the ice/seawater
interface. The brine salinity was calculated following Notz and
Worster (2009). Since Eq. 2 was derived for young ice, we
acknowledge the limitations in estimating the Ra for FYI and
SYI. Hence, the Ra is used as a relative indicator for the onset of
drainage between the different sampling sites, but not as an
absolute predictor of when it actually occurs.

M =10"7[105(BVFE ,in)T" @)

o - (2=lss 8

3.4 Time Series and Interpolation

To generate a time seties of T, S, BVF, and Ra, we used the natural
neighbor interpolation method in MATLAB. To generate smooth
figures, temporal and vertical grid cells of 0.25 days and 10 cm
were used in the mesh. The values were stored at sample
midpoints and samples with no data were excluded. Physical
property values at the same ice depth for adjacent ice cores on the
same day were averaged prior to interpolation. To visualize water
pocket evolution, values of 1 (water pocket exists) and 0 (no water
pocket) were assigned for each sample. The water pocket

Deciphering Different Arctic Ice Types

indicators were also interpolated using the natural neighbor
interpolation method and all mesh cells with a water pocket
indicator above 0.5 were blanked out to approximate a water
pocket’s expansion or contraction through time. For the
presented time series, a seawater pocket was present at BGC3
in early November, but was not encountered the following coring
week. This site likely consisted of two rafted FYI floes, which
created the water pocket. Given the uncertainty, all the ice cores
for BGC3 cotes are included in the interpolation. We
acknowledge that interpolating between large gaps in ice
coting days does not show all short-term changes in the ice’s
physical properties from autumn to spring, especially for
temperature and BVF. However, the interpolations still show
macro-trends in sea ice permeability and the impacts of isolated
effects like warm air intrusions (WAI) in autumn. Since BGC3
has an ice temperature gap of more than 2 months, the
interpolation for this site was divided into two segments. In
each time series, snow thickness at the coring locations and air
temperature trends are presented. The total number of ice cores
with salinity profiles used in the interpolated graphics were 34
BGC1), 37 (MCS-FYI), 19 (BGC3), 15 (BGC2), and 27
(MCS-SYT).

4 RESULTS: EVOLUTION OF SEA ICE
PERMEABILITY

4.1 Initial Conditions of the Central
Observatory Compared to the Distributed
Network

In Figure 2, we present the temperature, salinity, and BVF of sea
ice upon the first site visit for the CO sites in compatison with the
L sites in the DN. The highest salinities were observed for FYT,
which showed C-shaped salinity profiles for BGC1 and MCS-FY1
in late October. The FYI at BGC3 showed a more vertically
uniform salinity profile, but the first site visit was in eatly
November and the ice was observed to be rafted. The entire
FYT slab was likely permeable from the ice surface down to the ice
bottom during the first visit because the BVF was 2 5% at all ice
depths.

The SYI showed remarkable heterogeneity in its physical
properties due to layers with very low salinity. These layers
are usually the product of refrozen melt ponds or strongly
desalinated residual ice layers during the previous summer
melt. At the MCS-SYT site, the ice was rather fresh (salinity <
1) down to a depth of 70 cm, hinting at strong desalination in
this area. We observed a change in salinity from < 1to > 4 at
an ice depth of 70 cm, likely indicating the SYI to IFYI
transition. The SYI at BGC2 consisted of freshwater ice in
the upper 20 cm underlain by low salinity ice (2-4) from
20-50 c¢m, which we interpret as partially desalinated SYL
The salinity increased to > 4 at an ice depth of 50 cm,
representing the SYI to IFYI transition. At both MCS-SYI
and BGC2, the entire ice slab above the SYI/IFYI boundary
was impermeable. The initial physical properties at the DN
SYT sites were quite different than at the CO, possibly because

Frontiers in Earth Science | www.frontiersin.org

August 2022 | Volume 10 | Article 864523


https://www.frontiersin.org/journals/earth-science
http://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles

Angelopoulos et al. Deciphering Different Arctic Ice Types

0 0
!
-. Y
~o |I 1 l
- i ik
20 N\ 2041
\ ' L
A\ :
T\ :
40 V1 40f 7 |
i C [
£ i 1
< 1 "
£ "
o 60 60 I
o :
(=]
g —
80| = = 24-0ct-2019-BGC1 FY1 80
= 28-0ct-2019-MCS FYI
=28-Oct-2019-MCS S¥1 Impermeable Permealgla
====+:06-Nov-2019-BGC3 FYI H
= = 10-Nov-2019-BGC2 SYI % i
1001 _ g5 0ctz019-L1 svi 100 0
-==06-0ct-2019-L28Yl | & | s e
===09-0ct-2019-L3 SYI
20— : : 120 —— — 120 - :
-14 12 10 -8 6 -4 -2 0 0 2 4 6 8 10 12 0 5 10 15 20 25 30
Temperature (°C) Salinity BVF (%)
FIGURE 2 | The initial (first site visit) temperature, salinity, and brine volume fraction (BVF) profiles taken from ice cores used for methane concentration analysis at
the BGC sites, the main coring sites (MCS), and the Distributed Network. For the rafted FYI (BGC3), the ice mass below the seawater pocket was assumed to be
isothermal because no temperature measurements were taken. The salinity profiles highlight the spatial variability of physical properties between FYI and SYI, as well as
the variation within SYI. To show how the porous ice in the bottom segment of the ice in early autumn relate to the salinity profile, an ice core photograph from L2 is
shown. The salinity for the 40-50 cm segment of L1 was linearly interpolated because of a leaking sample bag. The salinity and BVF profiles between each core are
slightly offset vertically to ease visualization.

the first cores were taken in early October instead of late
October. At the L sites, the salinity profiles generally showed
low salinity ice (2-4) at the top of and bottom and a high
salinity peak ( > 6) in the middle of the cores. The peak
occurred at the visual horizon from solid ice to porous and
brittle ice (Figure 2). Therefore, the peak may be the result of
upwelling intrusive seawater that froze in the SYI voids.

The generally more saline conditions of the residual ice at the L.
sites point to the CO SYT sites having been more affected by melt
ponds and more enhanced desalination of the SYI. The freshwater
nature of these sites has considerable impacts on the sea ice
growth and permeability evolution from autumn to spring.
Therefore, the initial floe conditions described here serve as a
benchmark for the time series description and discussion. For the
description of the results, the time series are split into four phases
as follows:

¢ Phase I: Early ice growth phase in autumn with warm air
intrusions (late October to December)

e Phase II: Gradual freeze with no warm air intrusions
(December to mid-January)

e Phase III: Coldest growth period and ice rafting (mid-
January to mid-March)

* Phase I'V: Initial spring warming (mid-March to early May)

These phases highlight when the FYT time series transitioned
to rafted FYI at the MCS and changing upper boundary
conditions that can affect the ice permeability and CRG

pathways. The air temperature and snow thickness observed
during ice coring are presented for each time series.

4.2 Phase I: Early Ice Growth Phase in
Autumn With Warm Air Intrusions (late

October to December)

4.2.1 First-Year Ice
At the start of the time series in late October, FYT exhibited typical
C-shaped salinity profiles at BGC1 (Figure 3) and MCS-FYI
(Figute 4). This pattern is in accordance with ptior field studies
and numerical modelling of FYT growth (Cox and Weeks, 1988).
The C-shape revealed ongoing brine entrapment and gravity
drainage as the main salt transport processes during this
period. From late October to mid-November, the ice surface
temperature decreased and the top of the ice eventually became
impermeable. However, during this time, the bottom half of the
ice column was always permeable and allowed brine drainage to
continue. This shifted the original C-shaped profile to a less saline
regime with less curvature. When considering the average value
of all adjacent cores, the brine drainage induced a salinity
decrease of approximately 16% in the upper 10 cm at BGC1
from 24 October to 14 November.

In mid-November (15-20 November 2019), a storm with a
warm air intrusion (WAI) exposed the ice surface to October-like
temperatures, —causing temperatures to warm  up.
Consequently, the sea ice column redeveloped permeable
conditions at the top of the sea ice at BGC1 and throughout

ice
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FIGURE 3 | The evolution of temperature, salinity, brine volume fraction (BVF), and the Rayleigh number (Ra) at the BGC1 first-year ice site. The top panel shows the
mean daily air temperature (light blue line) with a 7-day centered moving average (dark blue line) based on RV Polarstern onboard measurements and snow depth (dotted
black line). The black circles represent ice sample midpoints, where values were stored to generate the interpolated fields. The thick black line in the BVF subplot
indicates the 5% BVF contour and hence the assumed boundary between impermeable (BVF < 5%) and permeable (BVF = 5%) ice. The BVF color bar is capped at
10%. The Ra color bar was capped at 2, which represents the minimum theoretical threshold for brine gravity drainage to occur based on the temperature and salinity.
For the first coring date (24 October 2019), only the core with the maximum Ra number is shown.

the entire ice column at the MCS. Since sea ice temperatures
respond readily to atmospheric forcing, the onset of the WAI’s
warming influence might have occurred before the 19 November
coring date. Brine movement allowed the C-shape morphology to
deviate from the expected shape for thin FYI, meaning that the
peak salinity occasionally occurred at the bottom instead of the
top of the sea ice by eatly December after the WAL Interestingly,
this phenomenon has been observed in the Bellingshausen Sea in
the Antarctic (Carnat et al., 2016). We suggest that WAIs in late
autumn may contribute to enhanced brine drainage in FYI by
increasing the minimum BVF and thus the effective permeability
in the ice column. After the WAI, low salinity layers of < 4 for
FYI wete often observed temporally. The latter is less than the
salinity of typical FYI. We suspect that the low salinity pockets
developed in the middle of the ice column because this ice depth
range provided the necessary brine density gradient and effective
permeability to trigger brine release. This is not reflected in the Ra
numbers, presumably because we are seeing the results of the
WAI’s impact as opposed to a precursor for impending drainage.
At site BGC3, the FYI was up to 117 cm thick in early November
(Figure 5), which numerical models indicate is unusually thick for
FYT at this time of the year (Leppiranta, 1993). Since the initial
salinity profile was > 4 for the upper 100 cm, we interpreted BGC3
as rafted ice with two FYI slabs. In fact, a 20 cm thick seawater pocket

was measured between 40 and 60 cm by inserting the ice thickness
gauge down to the deeper ice slab after the shallower ice slab was
extracted with the corer. At first, the ice temperatures wete warm (>
-5°C) and the BVF exceeded 5% throughout the entire column,
suggesting that it was permeable between the sea ice surface and
ocean. By mid-November, the seawater pocket was no longer
observed, presumably because it refroze or it was was not initially
present in some areas. The decrease in maximum ice thickness from
117 to 104 cm supports the spatial variability argument, but given the
heterogeneity and uncertainty associated with rafted ice, all the ice
cores are shown in the time series. Under a relatively fresh surface
layer with salinity < 4, the salinity was mostly homogeneous with
values between 4 and 6. Until the end of the initial growth phase, the
5% BVF contour temained at an ice depth of 50 cm, and therefore the
bottom half of the ice was permeable. Despite the permeable nature of
the ice, the Ra remained below 2, thereby suggesting no desalination.
The latter is in accordance with the salinity time series.

4.2.2 Second-Year Ice

Compared to FYI, the residual ice which became SYT had a low
salinity, especially in the strongly desalinated sutface layer at the MCS,
which resulted in lower permeability compared to saltier FYT. We
describe the structure of SYI from top to bottom as refrozen melt
ponds (if present) underlain by residual SYI. The freezing point of the
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FIGURE 4 | The evolution of physical properties at the main coring first-year ice site. See Figure 3 caption for a description of common labels and annotations. The
FYI field rafted over a thinner and presumably younger and more saline ice floe and such ice cores were extracted on two occasions (21 March and 14 April). The ice
thickness trend in spring is affected by both temporal and spatial variability.
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FIGURE 5 | The evolution of physical properties at the BGC3 site. See Figure 3 caption for a description of common labels and annotations. In early November, a
seawater pocket was encountered where the ice column consisted of two FYI layers affected by rafting.
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frozen melt ponds was at, or slightly below, 0°C, rendering the
permeability stable to cryotic (< 0°C) temperature changes. On
the other hand, the FYI developed permeable conditions when the
ice surface temperature reached =5°C. The BVF of partially desalinated
SYT s typically more sensitive to temperature than SYI with refrozen
melt ponds, because it is characterized by a salinity in between
freshwater ice and FYL SYI has undergone significant brine
drainage and flushing during its first summer melt season
(Vancoppenolle et al., 2000), but can still have a salinity of around
2 as shown in prior studies (Granskog et al., 2017). At BGC2, the
storm-induced warming resulted in a BVF between 2% and 3% in the
SYI-layer beneath a fresh ice layer possibly from a refrozen melt pond
(Figure 6), but the ice was still impermeable. During leg 1, additional
sub-plots of BGC2 that wete not part of the main time series were also
cored. One of these sites contained actively refreezing freshwater
pockets in November. At MCS-SYT, the low-salinity layer was about
70 cm thick, resulting in very low BVF in this layer throughout the
time series (Figure 7). As a result, the impermeable to permeable
transition always occurred at the interface between SYI and IFYT
during the early ice growth phase. Overall, SYT acted as a low-
permeability layer presumably hindering the sea ice-atmosphere
interaction much earlier than near-surface FYI. The discrepancy
between SYT with and without refrozen melt ponds was negligible in
terms of permeability.

4.2.3 Insulated First-Year Ice

Compared to FYI, IFYT showed a near-vertical or L-shaped salinity
profile. The missing salinity increase near the sutface typical for
C-shaped profiles mainly results from the thetmal buffering capacity
of the SYT layer and the less turbulent conditions inhibiting frazil ice
growth. The SYT insulated the IFYI from the atmosphere, resulting in
a slower growth rate for IFYT in early winter, favoring less brine
entrapment. Since the temperature gradient for thicker sea ice is
weaker, the IFYT growth rate was initially slower compared to typical
FYI. As a result of the slower ice growth rate and less turbulent
conditions for ice formation, the salinity near the top of IFYT was
lower than the salinity at the surface of FYT at the early stages of
growth. Despite the lower salinity for IFYT compared to FYT, the IFYT
was still permeable during the early growth phase because of its
warmer temperature close to the seawater. The IFYI was permeable
before and during the mid-November WAL Even as ice temperatures
decreased after the WAIL most of the IFYT was still permeable,
because any cooling at the top of IFYT lagged behind cooling at
the top of SYIL. Overall, upper parts of IFYI was younger, less saline,
and more insulated from transient ice surface temperature changes
compared to surface FYT in the eatly growth phase. Consequently, the
IFYT did not show the same distribution of low salinity pockets as
FYT, resulting in a much more homogeneous ice salinity. The SYI
shielded the IFYI from the mid-November WATs effects during the
initial stage of IFYI formation.

4.3 Phase II: Gradual Freeze Without Warm
Air Intrusions (December to Mid-January)
4.3.1 First-Year Ice

Since there were no obvious changes to the C-shaped salinity
profiles, there was little salt expulsion in the ice column. Even

Deciphering Different Arctic Ice Types

though the surface ice temperatures showed a gradual negative
trend, the thermal regime of the ice still changed in response to its
As the ice grew and the
impermeable/permeable interface descended to 90 cm from the
ice/snow interface at BGC1 and 80 cm at the MCS. While the
permeable ice layer thickness remained constant, the permeable
ice fraction in the ice column decreased as the gradual freezing
progressed (Figures 3, 4).

increasing  thickness. cooled,

4.3.2 Second-Year Ice

From December to mid-January, the impermeable/permeable
boundary descended below the bottom of the SYI to 110 c¢m at
the MCS and 90 cm at BGC2. Similar to the first phase, the BVF in
the SYT layers was low because of the very low salinity. At BGC2,
the BVF differences between refrozen melt ponds and typical SYI
layers wete insignificant and a more homogenous SYI layer
developed. As during the eatly freezing period, the SYI-layers
were an impermeable batrier (Figures 6, 7).

4.3.3 Insulated First-Year Ice

While the IFYT remained permeable in phase I, the top of the IFYT
cooled and became impermeable in phase IT (Figures 6, 7). Since
the descent of the impermeable boundary below the SYT kept pace
with IFYT formation, the thickness of permeable IFYT remained
constant, while the fraction of permeable ice in the IFYT decreased
at BGC2 (Figure 6). The salinity contours within the MCS IFYT
sloped to greater ice depths versus time, hinting that there was a
slow transport of salt towards the ice bottom (Figure 7).
However, the Ra numbers (< 1) were well below the
minimum threshold for brine gravity drainage to occur. Since
brine movement from brine expulsion is a very slow process
(Notz, 2005), the spatial variability of the initial SYT thickness is
the most plausible explanation for the dipping salinity contours at
the MCS. Contrary to the MCS, the salinity contours in the IFYT
at BGC2 remained at the same ice depth versus time.

4.4 Phase III: Coldest Growth Period and Ice
Rafting Dynamics (Mid-January to
Mid-March

4.4.1 First-Year Ice

From mid-January to March, the sea ice at the snow/ice interface
cooled to its lowest annual temperature, reaching =20°C ot lower
at the surface. However, the ice thickness evolution at BGC1
(Figure 3) and MCS-FYT (Figure 4) were strikingly different. The
sudden jump on 21 March in ice thickness at the MCS was due to
ice rafting. The sea ice from the earlier phases of the time series
rafted over a piece of thinner and presumably younger sea ice. For
simplicity, the undetlying ice slab is described as the “rafted ice
mass.” At BGC1, no rafted ice was observed.

At the MCS, the rafted ice showed an increase in salinity at the
ice bottom. From mid-February to mid-March, the ice thickness
increased from 115 to 220 cm. Since BGC1 was not subject to ice
rafting, its 150 cm thickness represents normal FYI growth
conditions. This implies that the rafted ice mass at the MCS
was only 70 cm thick and thus younger and therefore likely saltier
than the main FYI mass on top. Since the rafted ice mass was
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younger, it started to form later in the freezing season during
colder conditions. Since brine entrapment is more effective
during rapid freezing, the rafted ice mass had a higher salinity.
As a result, the salinity profile showed a very pronounced peak at
the ice/water interface. For example, the salinity and BVF in the
bottom 30 cm of the ice (190-220 cm) were 15 and 25%,
respectively. The bottom 30 cm of the ice was soft and
contained slush, due ecither to partially frozen seawater and/or
perhaps a layer of platelet ice. Platelet ice was observed beneath
the MOSAIC CO with a remotely operated underwater vehicle
ROV) (Katlein et al., 2020). However, the thin sections of the
associated ice cotes at the ROV sites revealed only weak evidence
of platelet ice, likely because rapid congelation ice growth
concealed the platelet ice signature (Katlein et al, 2020).
Overall, the bottom 50 cm of the ice at the MCS was
permeable and possibly just below the freezing point in the
case of platelet ice. Furthermore, the bottom 30 cm of the ice
at the MCS had a Ra number exceeding 50 and was thus very
susceptible to impending brine gravity drainage.

Despite a decreasing growth rate at BGCI, there was no
cotresponding reduction in the salinity for newly formed ice.
In mid-Februaty, the ice floe drifted towards the Fram Strait and
was increasingly affected by warmer and more saline Atlantic
water (Rabe et al, 2022). The absolute salinity increased from
approximately 32-34 g kg™! during the mid-February to April
period, but likely had a minimal impact on the salinity of new ice.
Differential ice growth rates, brine loss upon core extraction, as
well as brine drainage between the freeze-up date and the date of
core extraction, are other factors contributing to bottom ice
salinity changes.

For FYT, a rafting event in winter has important implications
for how the ice’s physical properties evolve during spring
warming. Hence, FYI now branches into two categories: I)
level FYI, and 2) rafted FYL

4.4.2 Second-Year Ice

Like phases I and II, the SYI remained an impermeable ice layer.
However, the temperature of the SYT still decreased to the point
where the upper 100 cm of the ice was below -10°C by mid-
March. The freezing point of the fresh SYI is only slightly below
0°C rather than close to the freezing point of seawater
(approximately -1.8°C). Since the fresh SYI layers do not
contain brine, less energy is required to bring it to the melting
point compared to FYI. However, at the melting point, more
energy is required to melt fresh SYI compared to salty FYT.

4.4.3 Insulated First-Year Ice

The IFYI at the MCS appeared to experience an accelerated
growth rate in mid-January, but this was only because the
overlying SYI layer thickness showed considerable variability
(Figure 7). At BGC2, the IFYI growth rate appeared constant
and the overlying SYT thickness was more consistent during the
drift (Figure 8). As during the previous phase, the IFYI
temperature and salinity profiles varied less than FYI because
of the insulating effect of the overlying SYL

4.5 Phase 1V: Initial Spring Warming

(Mid-March to Early May)

4.5.1 First-Year Ice

Consequences of Typical Ice Growth in Preceding Phase III
From mid-March to early May, the ice thickness at BGC1
increased from 150 to 165 cm. The slower growth rate was
caused by the warmer air temperatures, but also transient
thermal properties of the ice. As the ice temperature increases,
the bulk thermal conductivity of the ice decreases because the
brine volume fraction increases. Furthermore, the effective heat
capacity increases in response to phase change in the ice, resulting
in a lower thermal diffusivity. The ice warming and neatly
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negligible growth rate allowed the permeable layer of the ice slab
and Ra numbers to increase. Since desalination did not occur
here, the salinity profile was L-shaped and retained its high
salinities near the ice/ocean interface (Figure 3). Hence, Ra
numbers at the ice bottom in early May were higher at BGC1
than at the MCS. At BGCI, the high Ra numbers indicated that
the system was approaching desalination. Note that the salinity at
the bottom-most sample at BGC1 (> 10) is a sampling artifact,
because the sample thickness was only 5 cm.

Potential Consequences of an Ice Rafting Event in Preceding
Phase III

At the MCS, the highly permeable bottom ice (190-220 cm) was
primed for earlier brine drainage in spring, as inferred from the
convection onset derived from the Ra number. Furthermore, ice
temperatures increased from mid-March to mid-April (Figure 4).
Brine in the 190-200 cm interval of the rafted ice mass possibly
drained as revealed by the downwards sloping salinity contours
between the two coring dates intersecting the rafted ice mass.
Nevertheless, the BVF and Ra values at the ice bottom on 14 April
still indicated permeable and drainage-susceptible conditions.
The warm highly saline bottom layer observed on 21 March
could have been mixed with seawater upon core extraction,
resulting in higher salinity compared to in situ rafted ice
conditions. Therefore, our interpretation of brine drainage in
the rafted ice mass could also be due to spatially varying rafted ice
mass salinity.

From mid-April to early May, the observed ice thickness
decreased from 200 to 160 cm, because we transitioned from a
FYT field with rafted ice to a FYI field without rafted ice. In eatly
May, the ice surface temperatures warmed by several degrees. As
the ice warmed, the BVF in the entire ice column increased.
Consequently, the impermeable boundary rose in the ice column
by about 40 cm and new ice formation ceased. Since the ice
growth stopped, the salinity peak at the bottom of the ice
disappeared after brine drained into the ocean. Consequently,
the C-shaped salinity profile developed more linearity.

4.5.2 Second-Year lce

Although the top of the SYI temperatures increased by at least
10°C at both sites from mid-March to eatly May, the freshness of
SYT (or presence of fresh layers) conditioned its impermeable
state (Figures 6, 7). Even in early May, the SYI was impermeable
because it consisted of fresh ice layers. Although the FYI
remained impermeable at the surface, its BVF increased in
response to warmer temperatures. Since the SYI's BVF did not
change, its thermal properties were still the same as during the
previous phases. Therefore, we infer that the SYI's capacity to
transport heat was unaffected by spring warming.

4.5.3 Insulated First-Year Ice

At the MCS, the total ice thickness (SYI + IFYT) increased from
206 to 260 cm during the mid-March to early May period, with
thinner ice thicknesses on intermittent coring dates due to spatial
variability. Because of the spatial variability, the impermeable
boundary appeared to rise in the ice column during the time
series. Interestingly, the impermeable boundary descended in
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early May, but this was likely due to thicker overlying SYI. At
BGC2, the SYT layer thickness was constant, allowing for a better
evaluation of IFYT growth patterns. Compared to typical FYT, the
IFYT at BGC2 continued to grow until early May, because the
fresh SYI cap acted as an efficient heat transport conduit.
Consequently, ice growth and associated brine entrapment
occurred for longer for the IFYI In terms of brine release, the
bottom 60 cm of the IFYT at the MCS were still permeable in early
May. However, given the increasing Ra numbers, it was
approaching a brine gravity drainage event. At BGC2, the
increasing Ra numbers from 100-190 cm suggest this portion
of the IFYT was also approaching a brine gravity drainage event.

5 DISCUSSION

5.1 Effects of Ice Type on the Sea Ice
Growth

Key factors affecting sea ice growth include air temperature, the
temperature gradient in the ice column, ocean heat flux, the
thermal properties of sea ice, and snow cover (Cox and Weeks,
1988). While the coring sites on the central floe generally
experienced the same air temperature, the thickness and
of SYI influenced how IFYI evolved in
comparison to FYIL In late October, the FYI was already
40 cm thick, while the IFYI was in its initial growth stage (5-
10 cm). Overall, the growth rate of FYT at our sites was linear
from autumn to winter (approximately 0.7 cm/day). The

characteristics

influence of decreasing air temperatures in winter was offset by
the sea ice’s increasing thickness and thickening snowpack
(where applicable), which reduced the thermal gradient. When
sea ice temperatures rose in spring, the temperature gradient
decreased further, resulting in ice growth rates of less than 0.2 cm/
day by early May (Figure 8). For the sites shown in Figure 8, the
snow cover thicknesses were similar. For BGC1, MCS-FYT, and
BGC2, the mean and standard deviations of the snow depths were
9.0 £28,10.7 £ 3.8, and 11.1 * 3.1 cm, respectively. Hence, the
relative difference in growth rates between these sites can likely be
attributed to other factors. Although the snow thickness did not
show an increasing trend versus time at BGC1, Wagner et al
(2021) showed that the snow water equivalent increased at their
CO site from late October to eatly February. Compaction of the
snowpack over time would increase its thermal conductivity to
offset its buffering capacity to slow ice growth. Site BGC3 was the
most variable in terms of snow with a mean and standard
deviation of 13.0 £ 59 cm and the MCS-SYT site had the
thickest snow (14.4 + 3.7 cm).

The thermal properties of FYI vary with temperature. In
particular, the atmospheric warming episode in mid-April
likely affected the FYI, because the mean daily air temperature
increased to -2°C. Considering that the mid-November WAI
helped develop permeable ice conduits from the ice surface to the
ocean when the mean daily air temperature increased to only
-5°C, it is reasonable to assume that ice near the ice/snow
interface also became permeable in mid-April even though no
ice cores were extracted in the mid-April WAI to verify this. Ice
mass buoy data from the DN, however, show a clear warming
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signal in the ice in mid-April (Koo et al., 2021). Sea ice responds
quickly to sutface temperature changes, so a shift towards -2°C in
the sea ice would resultin BVF values between 10% and 20% in
the near-surface ice for salinities between 4 and 8 (Cox and
Weeks, 1983). Consequently, a higher BVF would lower the
thermal conductivity of the ice. Furthermore, the upper 15 cm
of FYI at the MCS was characterized by relatively less dense
granular ice as revealed by density measurements, as well as ice
texture analyses from thin sections (Nicolaus et al., 2022). The
lower density of granular ice fosters an even lower thermal
Although heat
capacity has a greater influence than the thermal conductivity

conductivity compared to columnar ice.

on the transient thermal diffusivity of ice when phase change
occurs, latent heat effects must be considered during both
warming and cooling phases, i.e. before and after the WAI in
mid-April. This is why we emphasize the role of the thermal
conductivity of ice for ice growth here.

The melt ponds on the overlying SYT in summer (e.g. at BGC2)
need time to refreeze, which can delay the onset of IFYT formation
(Flocco et al,, 2015). The latter is corroborated by our field
observations. Considering that initial IFYI thickness at the
MCS was only 5-10 cm in October, IFYT growth likely started
in mid to late October. For most of the winter, the IFYI growth
rate is slower than that of FYI. Consequently, the total ice
thicknesses of both FYI or IFYT beneath the SYT sites reach
comparable values by mid-March if the SYT thickness is 50 cm or
less. However, in spring, the growth patterns start to diverge
again. The IFYT continues to grow towards the end of April ata
faster rate than the FYI (which either decelerates or completely
stops), because the overlying SYI’s thermal properties are the
same in spring as they are in the autumn and winter. Since the
SYIs salinity is so low, the BVF does not change in response to
warming, resulting in a nearly constant thermal conductivity.

The net result of these processes is that the low-salinity SYI
layer acts as an efficient heat transport conduit, contributing to
later IFYT growth in spring compared to normal FYL. In fact, the
warmer the ice temperature, the larger the difference in thermal
properties between FYT and SYT (Schwerdtfecer, 1963). Hence the
differences are mostly relevant for the spring season. For example,
the thermal conductivity of sea ice with a density of 900 kg m™
decreases by approximately 15% and 30% if its temperature
increases from -8°C to -1°C for salinities of 4 and 8,
respectively. Since the mid-April WAI was a short episode,
seasonal FYI thermal conductivity changes is likely only one
factor that can explain the later IFYI growth in spring compared
to FYI. At the SYT sites, the snow is fresh, but at the FYT sites, the
snow contains salts. Wetter snow with brine has a higher thermal
conductivity than dry snow (Steffen and DeMaria, 1990),
meaning that the snow at the SYI sites may be more effective
at shielding the sea ice from spring warming and WAIs and
preserving the temperature gradient between the snow/ice and
ice/ocean interfaces. Consequently, the IFYI can grow later in
spring compared to FYI. Merkouriadi et al. (2020) demonstrated
that thicker snow cover reduces the impact of WAIs on slowing
ice growth. Thus, we suggest that snow with a lower thermal
conductivity could have a similar effect compared to snow of
equal thickness and a higher thermal conductivity. Considering
the paucity of ice cores in spring, we also acknowledge that the ice
thickness differences between the FYT and SYT sites in spring may
also be due to spatial variability.

5.2 Ice-type Related Effects on Sea Ice
Brine

Sea ice brine volume fraction is affected by ice type, atmospheric
warming episodes, and dynamic forcing (Figure 9). While
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atmospheric events directly alter the temperature of the ice, sea
ice dynamics redistribute ice slabs in the atmosphere-ice-ocean
column, which in turn, affects ice temperature profiles. If the
rafting event creates a water pocket, then this creates a thermal
buffer, as well as a potentially isolated sink for brine drainage
from the upper layer. In all situations, an increase in BVF can
trigger an ice desalination event, but the timing of such events are
influenced by enhanced thermal and mechanical disturbances.

5.2.1 First-Year Ice
In late October when ice temperatures are relatively high, FYT is
permeable over its whole depth. Consequently, desalination
occurs in the ice column and lowers the ice salinity. During
this time, atmosphere-ocean CRG exchange through the ice is
theoretically possible. As the air temperature drops in early
November, an impermeable layer develops at the surface of
the FYI, presumably limiting CRG exchange with the
atmosphere. However, since the sea ice is still in its early
growth phase, the permeability boundary is very susceptible to
short-term temperature fluctuations, especially at the surface, and
this is why the mid-November WAI has a major impact on FYI
permeability. The depth to the top of the deepest permeable layer
readily responds to changes in the sea ice surface temperature
from late October to early December. When the WALI reached the
ice floe, FYI became permeable from the ice sutface to the bottom.
The re-development of permeable ice may foster further brine
drainage from the sea ice, resulting in low salinity pockets.
From autumn to spring, the low salinity pockets were mainly
concentrated in the upper 50 cm of the ice, because this was the
average FYT thickness when the WAI reached the floe. The reason
the low salinity pockets reveal themselves as isolated features in
time and space is likely due to the spatial heterogeneity of the
surface energy balance affected mainly by snow insulation, as well
as the intrinsic properties of the ice and brine connectivity.
Hypothetically, FYI fields with thicker snow cover would
develop less permeable ice conditions during WAIs compared
to areas with windswept surfaces and are thus less susceptible to
warm spell-induced brine gravity drainage because the thicker
snow effectively insulates the ice from air temperature changes.
After the WAI passes, the permeability evolution of FYI
returns to a typical pattern, meaning that the impermeable
boundary descends as the ice grows and cools in winter. The
descent of the permeable boundary is most pronounced for level
FYT at BGC3, because it had the thinnest snow cover (6 cm)
during the coldest air temperature period of the drift in mid-
March. For our sites, this phase lasts until mid-March when level
FYT diverges into two paths: I) level FYI, and 2) rafted FYL

1. During spring warming, the impermeable boundary within
level FYT rises in the ice column in response to warmer sea ice
temperatures. Since the ice growth slows considerably, the
slope between the depths to permeable ice versus permeable
layer thickness is steep in comparison to SYI with a constant
SYI-layer thickness. By early May, the Ra number suggests that
a desalination event in FYT is approaching. The timing of such
a desalination event fits with the numerical modelling of
Vancoppenolle et al. (2006), who showed that the bottom

Deciphering Different Arctic Ice Types

50 cm of FYT desalinates by brine gravity drainage in May
during spring warming when the total ice thickness is
approximately 150 cm thick. After this phase, the modelling
shows that the top of the sea ice desalinates in late spring once
ice surface melting and flushing occurs. During the melting
phase, the Ra number vertical profile typically shows the
highest values at the top of the sea ice when the entire ice
column is permeable (e.g. Gourdal et al. (2019); Zhou et al.
(2013)). Furthermore, the flushing phase occurs eatlier for
landfast sea ice compared to sea ice in the central Arctic
Ocean. During the spring warming phase prior to melt, the
highest Ra numbets occur in the bottom permeable region of
the ice as indicated by our time series.

2. The situation of rafted ice is radically different, especially if the
thinner FYI rafted under the main ice floe. Since the
underlying ice is thinner than the original FYI field, it is
presumably younger, meaning that it started to form later in
the freezing season when air temperatures were colder and
possibly during lead opening and closing. Colder conditions
for ice growth foster more brine entrapment (Nakawo and
Sinha, 1981), promoting more saline ice. Due to dynamic
forcing, this rafted and more saline ice mass warms up

creating a thick and highly

permeable FYT layer. Our results demonstrate that younger

following submergence,
and more saline ice that rafts under FYT is primed for earlier
desalination to the ocean. This priming may be influenced by
how effectively the two ice slabs bond together by freezing, as
well as the presence of water pockets. On the other hand, level
FYI needs more time to develop the right conditions for
convection, effectively delaying desalination to the ocean by
approximately 1 month.

5.2.2 First-Year Ice With Seawater Pockets Generated
by Rafting

In the previous paragraph, we discussed the impacts of dynamic
forcing (i.e. rafting) on FYI permeability in late winter and early
spring. But, what happens if rafting occurs very early in the ice
growth phase like at BGC3? We suppose that seawater pockets
created by rafting have interesting implications for brine gravity
drainage. As shown in Figure 5, the ice layers above and below
the water pocket are permeable, even in early November. The
delayed onset of the impermeable surface layer is likely due to the
relatively thick snow cover at this site (18 cm). Despite the entire
ice slab being permeable, only the upper ice block can desalinate.
This occurs, because the temperature of the seawater pocket is at
approximately =1.8°C, effectively regulating the temperature of
the deeper ice block and creating isothermal ice conditions. If the
deeper ice block’s conditions are isothermal, then there is no
brine density gradient within the ice to trigger drainage to the
ocean. In fact, this ice may first become slushy and then dissolve.
Of course, the former statement does not account for any brine
drainage that might have occurred before the rafting event or
before the lower ice block became isothermal. The upper ice
block, however, can desalinate into the water pocket before the
water pocket refreezes. This may be why a low salinity layer
develops in the upper FYI block as the water pocket disappears. If
the seawater pocket were isolated, then we would expect a highly
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saline ice layer to form as it refroze. Hence, the connectivity of the
seawater pocket (open or closed state) to the undetlying ocean
likely determines if lateral exchanges play a role and the fate of the
brine and its associated dissolved CRG contents that are released
into it. In a closed system, one could imagine a highly
concentrated saline layer that ultimately gets incorporated into
the ice as the water pocket freezes and a potentially anoxic
environment develops.

5.2.3 Second-Year Ice With Low-Salinity Ice Layers
The permeability evolution of the SYT sites is strikingly different
compared to the FYT sites, because of the way SYT responds to
temperature changes. In late autumn prior to the WAI, the
impermeable boundary is flush with the SYI/IFYI interface
and the IFYT is very thin due to the fresh ice layer’s influence
at delaying basal ice growth. The relatively thick snow cover at
MCS-SYT also contributes to delaying the growth of new ice.
When the WAI encounters the floe, the sea ice temperatures
increase. However, unlike FYI, the impermeable boundary
remains at the same position, theoretically preventing any
CRG exchange between the atmosphere and the ocean. The
IFYT grows during this time, allowing the permeable ice layer
to thicken. After the WAI passes and air temperatures decrease
towards winter, the permeability evolution is quite similar to level
FYIL In early December, the gap between the depths to the
permeable layers at the FYI and SYT sites begins to close,
because the sea ice enters a phase of prolonged cooling and its
increasing thickness renders the permeable ice boundary less
sensitive to ice surface temperature changes. This similarity lasts
until mid-March, at which point the permeability evolution for
IFYT starts to diverge from level FYT once again. Recall that during
spring warming, the FYT stops growing and the IFYT continues to
grow. Therefore, while the impermeable boundary rises in both
FYT and IFYI, the permeable ice layer for the IFYT thickens. This
results in a relatively weak slope between the depth to the
permeable ice layer and permeable ice thickness for SYT sites
with a consistent SYI-layer thickness like BGC2. Furthermore, the
permeable ice thickness for IFYT s greater than for level FYT at the
same time in spring. Similar to FYI, the increasing Ra numbers in
the permeable ice layer suggests that a desalination event is
approaching. We suspect that impending desalination events
for the IFYI potentially release more brine than typical FYI,
because the IFYI permeable ice thickness is greater. However,
because of the low-salinity SYT layer, the impermeable boundary
at SYT sites will ultimately ascend to the SYI/IFYT interface, while
the impermeable boundary for typical FYI will rise to the ice
surface. This means that the entire spring and summer
desalination phase for IFYT will be shorter.

6 IMPLICATIONS FOR AN ARCTIC WITH
MORE SEASONAL ICE

As suggested by satellite observations over the past three
decades, warming has already led to an increase of 40% to
70% of the FYT areal fraction of sea ice cover in the Arctic in
winter (Tschudi et al., 2020). Since FYI is more saline than
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old ice (SYI and MYT), our research supports the idea that this
shift can have important consequences for sea ice physical
properties and thus CRG exchange. For example, during the
MOSAIC drift, we discovered that SYI was consistently an
impermeable barrier from autumn to spring, presumably
inhibiting  CRG exchange between the atmosphere and
ocean. This also applies to MYI, whose fraction of winter
sea ice decreased by 28% from 1984 to 2018 (Stroeve and
Notz, 2018). The SYI was characterized by low salinities,
because they contained refrozen melt ponds or desalinated
residual ice that had survived the last summer melt.
Consequently, warm air intrusions (WAIs) in autumn
increased the SYI temperature, but not its permeability.
On the contrary, the FYI sites became permeable from the
ice surface to the ice bottom in autumn during WAIs. As the
Arctic warms, FYI may become less salty compared to
“classical” FYI due to more permeable conditions in
autumn. Accordingly, the drainage of brine containing
dissolved CRG may occur ecarlier in the growth phase.
From 1990 to 2012, there has been an increase in the
frequency of WAIs originating from the North Atlantic
and North Pacific during late autumn and ecarly winter
(Woods and Caballero, 2016). Further, there has been a
noticeable increase in the number of extreme cyclones,
especially in November and December (Rinke et al., 2017).
The latter is consistent with increased number and duration
warming events observed in the Atlantic sector of the Arctic
during late autumn and winter (Graham et al., 2017). This
warming delays the onset of FYI growth, thereby resulting in
thinner late autumn FYI and facilitating permeable conduit
development. If snow depth decreases concurrently (Webster
et al,, 2014; Stroeve et al., 2020), the ice’s thermal insulation
will be reduced. The declining snow depth on Arctic sea ice
serves to make the sea ice more sensitive to air temperature
changes during these short-term events. In addition to an
expanding FYT cover, the Arctic Ocean has also experienced
an increase in the mean drift speed of sea ice from 1979 to
2007, possibly resulting in an increased deformation rate
(Rampal et al., 2009). If rafting and ridging events become
more pronounced, there may be increased submergence of
lead ice. Our time series reveal that any form of presumably
younger and more saline FYI submerged during ice rafting is
pre-conditioned for earlier desalination to the ocean as well.
The effects of WAIs in late autumn and a warmer and more
dynamic FYT pack may result in enhanced autumn and earlier
shifting the
magnitude and timing of downward directed CRG transport.
While the areal extent of SYI has only slightly increased
since the 1980s, it is thinning, especially at the marginal ice
zones (Mallett et al, 2021). Consequently, IFYI growth
beneath SYT is enhanced (Petty et al,, 2018), however, this
is also largely dependent on snow depth on sea ice
(Merkouriadi et al., 2017, 2020). More frequent WAIs in
autumn can delay melt pond refreezing and the onset of

spring desalination events, respectively,

IFYI growth, as inferred from numerical models of melt
pond evolution (Flocco et al, 2015). However, our results
suggest that the termination of IFYI growth in spring may
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occur later than FYI growth. While WAIs in spring similarly
influence the temperature gradients of FYI and SYT fields (SYI
+ IFYI) with the same total ice thickness, their effects on the
sea ice’s thermal properties depend strongly on salinity. As ice
the thermal conductivity of FYI
decreases, while the thermal conductivity of nearly fresh

temperatures increase,
SYI remains constant. In addition, the relatively dry and
fresh snow at the SYI sites may better shield the sea ice
from warming and contribute to later IFYI growth in
spring. Given the observed increase in WAIs into the
Arctic during spring (Kapsch et al, 2013), we expect
reduced FYT growth in spring compared to IFYL.

7 CONCLUSION

We collected a time series of Arctic sea ice cores at multiple
FYT and SYT sites representing a range of spatially variable ice
conditions in the MOSAIC Central Observatory and within
the surrounding Distributed Network from autumn to spring.
For the first time, the evolution of sea ice permeability during
the polar winter was tracked simultaneously for both ice types
and with these discussed how the
development of different ice types could change in a
warming Arctic with for the preferred
pathways of climate relevant gases (CRG) in sea ice. Some
specific findings were:

new insights, we

consequences

* First-year ice was characterized by permeable conditions for
brine containing dissolved CRG from the ice surface to the
ocean in late October (eatly autumn)

* First-year ice re-developed permeable conditions for brine
containing dissolved CRG from the ice surface to the ocean
during warm air intrusions in mid-autumn

* Residual ice, that became second-year ice,
consistently an impermeable barrier from autumn to
spring, presumably inhibiting CRG exchange between
the atmosphere and ice

was

* Relatively young and more saline FYI submerged during
ice rafting was pre-conditioned for earlier desalination to
the ocean in spring compared to FYI that formed in
autumn

* Later ice growth was observed beneath SYI compared to FYI
in spring, prolonging the period of dissolved CRG uptake in
sea ice

Overall, this study highlights downward directed CRG
pathways to the ice/ocean interface in FYI and SYI by
inferring sea ice permeability and potential brine release from
several time series of temperature and salinity measurements
from autumn to spring. Brine contains dissolved CRG; therefore,
seasonal weather patterns and events like WAIs and ice rafting
that influence permeability also determine the fate of CRG during
the growth phase of sea ice. The physical properties presented in
this paper lay the foundation for subsequent analyses on actual
CRG contents measured in the ice cotes, as well as ait-ice and ice-
ocean gas fluxes.
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