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Abstract—We present an implementation of a formally verified
safety fallback controller for improved collision avoidance in
an autonomous vehicle research platform. Our approach uses
a primary trajectory planning system that aims for collision-free
navigation in the presence of pedestrians and other vehicles, and
a fallback controller that guards its behavior. The safety fallback
controller excludes the possibility of collisions by accounting
for nondeterministic uncertainty in the dynamics of the vehicle
and moving obstacles, and takes over the primary controller
as necessary. We demonstrate the system in an experimental
set-up that includes simulations and real-world tests with a 1/5-
scale vehicle. In stressing simulation scenarios, the safety fallback
controller significantly reduces the number of collisions.

Index Terms—Formal Methods, Autonomous Vehicles

I. INTRODUCTION

While artificially intelligent technology can enable increas-

ing levels of ground vehicle autonomy, the question of how to

safely adopt such autonomy remains critical to the successful

translation of this performance to operational settings. We

investigate the use of an approach to collision avoidance

that has been formally verified to construct a safe fallback

controller that guards the behavior of primary navigation

planner. Through the use of an independent fallback system,

our approach enables the safe adoption of complex autonomy

systems that optimize a number of performance factors. Fur-

thermore, this approach could enable better flexibility of the

system to incorporate new autonomous planning algorithms,

while keeping the risk of such adoption low. This approach

has been demonstrated in a system for the safe testing of

autonomous aircraft, [1]. In this work, we explore the use

of formally verified methods for safety controllers in the

fundamental design of the autonomous vehicle system.

This work was funded by the Johns Hopkins University Institute for Assured
Autonomy, https://iaa.jhu.edu

The design of the Verified Assured Learning for aU-

tonomous Embedded Systems (VALUES) is illustrated in

Figure 1. A primary controller employs physics- and learning-

based algorithms to arrive at a fused policy for vehicle path

planning. The secondary controller (box T2) monitors the

system and only intervenes on the planned navigation actions

if the system is in a critical state; i.e., a state in which only a

restricted set of actions can guarantee the future ability to avoid

collisions. In this investigation, the primary controller employs

greedy optimization of a cost function that uses a finite horizon

roll out. The cost function of the primary controller combines

a number of components pertaining to the vehicle dynamics,

such as jerk and progress towards goal, as well as safety met-

rics, such as distance to obstacles, into a single scalar value. By

optimizing a scalar-valued control function, the primary con-

troller policy attempts to simultaneously balance performance

sometimes resulting in significantly reduced safety margins,

which in the presence of noise, may result in collisions. The

watchdog fallback controller design is based on our prior work

in designing a formally verified fallback controller for aircraft

collision avoidance and is reviewed in sections II and III. We

demonstrate with simulations and vehicle tests that in such

scenarios the safety fallback controller significantly reduces

the number of collisions. As shown in Fig. 1, this architecture

also allows for autonomous systems that continually learn,

as the fallback controller maintains the safety of the overall

system even when the behavior of the primary controller is

altered.

A. Prior Work

Early work proposing the use of a fallback control archi-

tecture includes the simplex architecture of [2]. Indeed, the

safe adoption of autonomy in vehicles necessitates a means of
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