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Sensitivity Analysis of Direct
Numerical Simulation of a
Spatially Developing Turbulent
Mixing Layer to the Domain
Dimensions
Understanding spatial development of a turbulent mixing layer is essential for many
engineering applications. However, the flow development is difficult to replicate in physical
or numerical experiments. For this reason, the most attractive method for the mixing layer
analysis is the direct numerical simulation (DNS), with the most control over the simulation
inputs and free from modeling assumptions. On the other hand, the DNS cost often prevents
conducting the sensitivity analysis of the simulation results to variations in the numerical
procedure and thus, separating numerical and physical effects. In this paper, effects of the
computational domain dimensions on statistics collected fromDNS of a spatially developing
incompressible turbulent mixing layer are analyzed with the focus on determining the
domain dimensions suitable for studying the flow asymptotic state. In the simulations, the
mixing layer develops between two coflowing laminar boundary layers formed on two sides
of a sharp-ended splitter plate of a finite thickness with characteristics close to those of the
untripped boundary layers in the experiments by Bell and Mehta, AIAA J., 28(12), 2034
(1990). The simulations were conducted using the spectral-element code Nek5000.
[DOI: 10.1115/1.4062770]

Introduction

Turbulent mixing layers formed between two parallel streams of
different velocities have long been studied due to their important
role in various applications [1–6]. However, accurate prediction of
such flows remains a challenge due to high sensitivity of their
physics to variations in the flow parameters [7–11]. Even in the
controlled environment of wind tunnel experiments, initial flow
conditions preceding the mixing layer formation are affected by
numerous factors that are difficult to replicate at other experimental
facilities and in numerical experiments [4,12–16]. Thus, repeat-
ability of the initial flow conditions is a problem to be addressed first
for this flow geometry, before further progress in the flow prediction
can be expected.
Direct numerical simulation (DNS) is a good fit for this problem,

as the simulation inputs are controlled and there are no uncertainties
in the simulation results associated with turbulence modeling. The
main issue of using this method is its high cost driven by the

requirement for resolving the smallest turbulent scales [17]. Since
real mixing layers usually develop in space, this spikes the
simulation cost even higher as a computational domain has to be
sufficiently large to ensure that the flow fully transits to turbulence
within the domain and its development is unaffected by the domain
boundaries.
As a result, only few DNS studies of a mixing layer were

previously conducted [15,16,18–32], with the majority of them
being focused either on early stages of themixing layer development
(transition and pairing) or on exploring self-similarity of its
asymptotic state far downstream from the mixing layer origin. An
interest in the asymptotic state originates from theoretical results
[33] showing that the properly normalizedmean flowand turbulence
statistics have universal profiles independent of the streamwise
location in this flow regime. However, there is no consensus based
on simulation and experimental data about the turbulent mixing
layer asymptotic state characteristics, self-similarity, and sustain-
ability [1–3,7,10,11,14,28,34–38].

Another consequence of the DNS high cost is that the sensitivity
analysis of simulation results to the numerical procedure parameters
is rarely performed. Thismakes it difficult to separate numerical and
physical effects. In previous DNS of a spatially developing mixing
layer, the sensitivity analysis was limited, for example, to effects of
inflow perturbations [19] and those of the splitter plate thickness and
the shape of its trailing edge [20]. Effects of the domain dimensions
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were previously found to be substantial in large eddy simulation of
the flow [39–41]. This was later confirmed in DNS of this flow as
well [18,42]. In Refs. [18] and [42], effects of the sharp-ended
splitter plate thickness, characteristics of the laminar boundary
layers used to form a mixing layer, temporal discretization scheme,
and time-step were also investigated.
This study advances our previous works [18,42] with the goal of

better understanding requirements for the computational domain
dimensions in all three directions in DNS of a spatially developing
mixing layer. To highlight the major differences in our current and
previous studies, effects of the spanwise domain dimension were
analyzed inRef. [18] in a flowwhere boundary layerswere separated
by the infinitely thin plate. In this study, the effects are studied in the
flow with the splitter plate of a finite thickness in a larger domain
discretized using a finer grid. Two of the three cases considered in
Ref. [42] were run again for this study with different initial
conditions and longer to improve the quality of collected statistics
for the analysis of the domain dimension in the transverse direction.
The simulation time of the case with the largest domain in the
streamwise direction from Ref. [42] was increased more than three
times for this study to improve the data quality and strengthen the
conclusions. A better insight into the grid resolution effects was also
sought in this study as the secondary objective. In addition, the data
analysis was extended to include the fully turbulent mixing layer
region far from the splitter plate not covered in Ref. [42] to facilitate
future studies of the flow asymptotic state.
In the simulations, the mixing layer spatially develops from two

coflowing laminar planar boundary layers formed on two sides of the
splitter plate, with the boundary layer conditions closely matching
those in experiments with untripped boundary layers [11,37]. No
artificial flow perturbation is applied at any stage of the flow
development. Instead, the splitter plate of a finite thickness is
utilized. This is sufficient to trigger the mixing layer transition to
turbulence [16,18]. Moreover, this feature is present in any
experiments and is easy to replicate in simulations.
The spectral-element method [43] implemented in the Nek5000

code [44] was used in the study to conduct simulation.

Numerical Procedure

In the simulations, the Nek5000 BDF3-OIFS temporal-
discretization scheme is utilized that uses a characteristics-based
time-stepping scheme for nonlinear terms in combination with the
operator-integration factor scheme (OIFS) of the third-order
accuracy and the implicit third-order backward difference scheme
(BDF3) for viscous terms. The scheme allows for time steps larger
than those required by conventional explicit approaches [44]. In this
study, Dt ¼ 0:02 in all simulations are based on our previous
analysis [42]. (In the simulations, t is nondimensional time,
normalized with respect to U1 and d1, and so are all time intervals.)
This yields CFL¼ 0.75 in cases I–III and CFL¼ 1.8 in cases IV–VI
described below, where CFL is the Courant–Friedrichs–Levy
parameter, jujDt=Dx, and Dx is the grid spacing in the global
coordinates between the Gauss–Legendre–Lobatto quadrature
points inside the elements. Locations of the internal points
correspond to the roots of a locally defined polynomial L0N xð Þ,
where LN xð Þ is a Legendre polynomial of order N. Polynomial
interpolants of order N ¼ 11 are used in all simulations. Time,
lengths, and velocities in this paper are normalized with respect to
the value of U1 and d1 from Ref. [11], which are the high-speed
freestream velocity and the boundary layer thickness at the splitter
plate trailing edge, respectively. Additional details of the numerical
procedure are provided in Refs. [42] and [44].
Six computational domains (cases I–VI) were used in the

simulations as described in Table 1. All domains have a similar
cross section in the (x,y)-plane shown in Fig. 1. In the figure, the
thick black line represents the splitter plate and thin lines indicate
other boundaries of the domain. The sharp-ended splitter plate is
uniform, with its thickness being 0.0625d1. High- and low-speed
boundary layers develop on the top and bottom sides of the plate,

respectively. The plate has different lengths on its different sides:
L1=d1 ¼ 175 and L2=d1 ¼ 140, [18,42] to closely match the
experimental boundary layers conditions at the splitter plate trailing
edge [11]. A region of the length L3=d1 ¼ 10 is added upstream of
the splitter plate to avoid the singularities in the boundary
conditions.
The trailing edge of the plate is located at x¼ 0. Positive x-values

are in the region, where two boundary layers mix (thereafter, mixing
region). The mixing region length, Lx=d1, varies in the simulations
between 170 and 350 (Table 1). To compare, the mixing region
length of the test section in the experiments [11] was 915d1, with
self-similarity being observed in some flow characteristics by
Lx=d1 � 312:5.
The y-values are negative in the lower part of the domain and

positive in its upper part, with y¼ 0 being located at the splitter plate
bottom in cases I–III and at the middle of the splitter plate in cases
IV–VI due to different grids used in these cases (see discussion in the
Grids section). Minimum and maximum y-values correspond to
6Ly=2, where Ly is the domain dimension in the transverse
direction. The largest value of Ly, 90d1, corresponds to the length of
the experimental test section, 36 cm, in this direction [11].
The z-values run from 0 to Lz between the domain boundaries,

where Lz is the domain dimension in the spanwise direction. The
largest dimension of the computational domain in the spanwise
dimension is 40d1. The wind tunnel test section size in this direction
was 227:5d1. A small difference in Lz in cases III and VI is due to
different grids used in these cases.
The standard Nek5000 boundary conditions are used in all

simulations. They are shown in Fig. 1. The no-slip boundary
condition is applied everywhere on the splitter plate. The symmetry
condition is applied at the lower boundary of the region upstream of
the splitter plate. The convective outflow condition is applied at the
outlet and at the lower boundary of the domain. The outflow-normal
condition is applied at its upper boundary. This condition implies
that the velocity component normal to the boundary is free
(@V=@n ¼ 0), but the tangential velocity components are fixed:
U ¼ U1=U1 and W ¼ 0. The outflow conditions ensured that
the mean pressure gradient is negligible in the streamwise direction:
the pressure change across the mixing layer region, p x ¼ Lxð Þih
� p x ¼ 0ð Þ��

, is � 0:016 qU2
1 at the flow centerline and �

0:0016 qU2
1 in the freestream. In the spanwise direction, the periodic

boundary conditions are used.
At the inlet, the following velocity profiles are assigned:

U x ¼ xinl, y, z, tð Þ ¼
U1=U1 ¼ 1, if y > 0

U2=U1 ¼ 0:6, if y < 0

(

V x ¼ xinl, y, z, tð Þ ¼ W x ¼ xinl, y, z, tð Þ ¼ 0

(1)

where xinl is the location of the inlet boundary. Velocity profiles (1)
are used throughout the domain as initial conditions in all cases but
case III, where the velocity field was interpolated from case I at
y=d1j j < 35 and velocity profiles (1) were used at y=d1j j > 35. This
was done to accelerate simulations.

Grids

Two base grids are used in the simulations: one for cases I–III and
the other for cases IV–VI. The grids are shown in Figs. 2(a) and 2(b),

Table 1 Computational domain dimensions

Case Description Lx=d1 Ly=d1 Lz=d1

I Small domain 170 2� 35 23.4
II Small domain reduced in y 170 2� 25 23.4
III Small domain extended in y 170 2� 45 23.4
IV Large domain 350 2� 45 40.0
V Large domain reduced in x 170 2� 45 40.0
VI Large domain reduced in x and z 170 2� 45 23.56
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respectively, in terms of conforming meshing zones in the (x,y)-
plane. Details on the grid generation are provided in the Supplement
Material on the ASME Digital Collection (see also Ref. [42]).
Overall, the area downstream of the splitter plate is more refined in
the base grid for cases IV–VI (Fig. 2(b)) than in the base grid used in
the cases I–III simulations (Fig. 2(a)). The grid resolution near the
splitter plate trailing edge is shown for both grids in Fig. 3 for

comparison. Typical grid resolution in DNS follows

dx � dy � dzð Þ1=3 � 4gK � 8gK [45–48], where dx, dy, dz is the
average spacing between quadrature points within the grid elements
in the streamwise, transverse, and spanwise directions, gK is the

Kolmogorov length scale: gK ¼ �3=e
� �1=4

. In this study, the grid

resolution in cases I–III is dx � dy � dzð Þ1=3 < 5:33 gK , while in cases

Fig. 1 Computational domain geometry and the boundary conditions: BCO—outflow, BCON—
outflow/normal, BCV—uniform velocity, BCW—wall (no-slip), and BCSYM—symmetry (free-slip)

Fig. 2 Meshing zones for the base grids: (a) cases I–III and (b) cases IV–VI (not to scale)

Fig. 3 Spectral elementgrid (thick lines)andquadraturepoints (intersectionof thin lines)near the trailingedge
of the plate in the base grids for (a) cases I–III and (b) cases IV–VI
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IV–VI, it is dx � dy � dzð Þ1=3 < 4:9 gK , everywhere in the flow. The
grid resolution in the individual directions is: dx < 5:65gK ,
dy < 5:31gK , and dz < 5:05gK in cases I–III, and dx < 5:18gK ,
dy < 4:53gK , and dz < 5:08gK in cases IV–VI.
In the spanwise direction, the grids used in cases I–III have twenty

uniformly distributed elements of the size Dz=d1 ¼ 1:17. The total
numbers of grid elements in cases I–III are: 84,800, 73,000, and
96,600, respectively.
The base grid shown in Fig. 2(b) is used in the case IV simulations.

This grid ismodified by cutting it off at x=d1 ¼ 170 to obtain the grid
used in the case V simulations. The grids for cases IV and V have 34
uniformly distributed elements in the spanwise direction, with their
size being Dz=d1 ¼ 1:178 in this direction. The total numbers of the
grid elements in cases IV and V are 381,174 and 233,070,
respectively.
The grid for case VI was obtained from the case V grid by cutting

it off at z=d1 ¼ 23:56, which is the closest point near the location of
the grid boundary in case I (Lz=d1 ¼ 23:4). Then, the grid was
remeshed in this direction to include 20 uniformly distributed
elements with Dz=d1 ¼ 1:178. The total number of grid elements in
case VI is 137,100.
The base grids from Fig. 2 that include only spectral elements

without collocation points are shown in Fig. 4. The number of
quadrature points located inside each element is N þ 1ð Þ3, with the
N þ 1 quadrature points being located in each direction based on the
distribution of Gauss–Legendre–Lobatto quadrature points in local
(elemental) coordinates and N ¼ 11 as specified above.

Flow Conditions

The flow conditions were specified to closely match those for the
untripped boundary layers before their mixing downstream of the
splitter plate in the wind tunnel experiments of Bell and Mehta
[11,37] (Table 2). However, without further advances in experi-
mental and computational methods, differences between the
experimental and simulation inputs and as a result, in their outputs
are expected as discussed in Ref. [42]. Here, we just mention that in
the experiments [11,37], the untripped boundary layers were neither

exactly laminar nor planar prior mixing, which is in contrast to the
boundary layers obtained at the trailing edge of the splitter plate in
our simulations. Tables 2 and 3 provide some of the boundary layers
characteristics observed in the experiments and the simulations. In
particular, the boundary layer thickness and the momentum
thickness at the splitter plate trailing edge achieved in our
simulations are within 1.5% and 2.5% of the corresponding
experimental values on both sides of the splitter plate. The
corresponding Reynolds numbers in the simulations are close to
those in the experiments. Variations in the boundary layer
characteristics presented in Table 3 do not exceed 1% for all cases
considered in the paper.
The accuracy of the experimental data is given in Ref. [37] in

terms of the freestreamvelocities beingwithin 1%of nominal values
and the repeatability of theReynolds stressmeasurements being 5%.
Even though differences in the results from the experiments and

the simulations are expected, their comparison is still beneficial for
identifying those flow parameters that are less sensitive to the input
differences and thus, more reliable from the perspective of the flow
physics analysis. Future studies on the sensitivity analyses of DNS
results to other numerical parameters will benefit from such a
comparison as well. For these reasons, experimental data (where
available) are provided in the figures in the Results section and in the
Supplemental Materials on the ASME Digital Collection.

Collection of Statistics

The same procedure as in Ref. [42] is used in this study to collect

statistics. That is, ensemble-averaged statistics, Q enih ¼ Q en x, y, zð Þ
��

,

were first extracted usingNs number of flow realizations or “snapshots.”
In cases I–III, V, and VI, Ns ¼ 376 was used. The number of snapshots
used in case IVwasNs ¼ 529.The ensemble-averageddatawere further
averaged in the spanwise direction

hQi ¼ hQi x, yð Þ ¼ 1

Lz

ðLz
0

Q en x, y, zð Þdz
��

(2)

to improve the statistics quality and to obtain statistics for the planar
flow.

Fig. 4 Base grids of spectral elements (without internal collocation points): (a) cases I–III
and (b) cases IV–VI

Table 2 Experimental boundary layer characteristics near the
splitter plate trailing edge

Splitter plate side U1, m=s d99=d1 h=d1 Red Reh

High-speed side 15 1 0.1325 3962 525
Low-speed side 9 1.1 0.1525 2611 362

Table 3 Simulated boundary layer parameters at the splitter
plate trailing edge

Case Splitter plate side U1=U1 d99=d1 h=d1 Red Reh

I–VI High-speed side 1 0.99 0.143 3930 565
I–VI Low-speed side 0.6 1.01 0.153 2412 364
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Statistical data were collected after an initial transient period,
ttrans, determined by the volume-averaged flow kinetic energy, as
shown in Fig. S1 available in the Supplemental Materials on the
ASMEDigital Collection. The nondimensional transient period was
ttrans ¼ 500 for all cases. This corresponds to 2.4 flow-through times
sf ¼ Lx=Uc in cases I–III, V, and VI, and to 1:15sf in case IV.
Statistics for all cases, but case IV,were collected during the same

number of flow-through times, 7.05sf . This corresponds to the time
interval t ¼ 500, 2000½ � in cases I–III, V, andVI. InCase IVwith the
largest dimension Lx, data were collected during 12.1sf , which
corresponds to the time interval t ¼ 500, 5780½ �. This is about 3.5
times longer than reported in Ref. [42] and about twice of the time
used in the other cases.
Convergence of the statistics has been achieved in all cases as

shown in Figs. S2–S4 available in the Supplemental Materials.
Considered statistics are mixing layer thickness, momentum
thickness, and normal Reynolds stresses integrated across the
mixing layer, all evolving in the streamwise direction. Profiles of the
Reynolds stresses were also collected at selected locations.
In the study, the mixing layer thickness, dML, is defined as in

Ref. [11], and obtained by computing the least-squares fit of the
mean velocity profile to the error function profile shape
hUi � U2ð Þ=DU � 1þ erf gð Þ� �

=2, where g is the normalized trans-

verse coordinate

g ¼ y� y0ð Þ=dML (3)

Reynolds stresses integrated across amixing layer are determined as

Kxi xð Þ ¼ 1

DU2

ðLy=2
�Ly=2

u2i dyi�
(4)

Notice that in Eq. (4), values inside the angle brackets are those
already averaged in the spanwise direction.
A useful observation from the data analysis that we recommend

for using as a criterion for the statistics convergence in this flow

geometry is the convergence of Ky xð Þ (see supplemental Fig. S3
available in the Supplemental Materials): its convergence guaran-
tees convergence of other statistics.

Results

Transverse Dimension Effects. To investigate influence of the
domain transverse dimension, Ly, on the flow solution, its value
varied from 50d1 in case II to 70d1 and 90d1 in cases I and III,
respectively. The largestLy used in case III corresponds to the size of
the experimental test section in this direction. Dimensions Lx and Lz
are the same in the three cases: Lx=d1 ¼ 170 and Lz=d1 ¼ 23:4.
As shown in Fig. 5(a) and supplemental Fig. S5(a) available in the

Supplemental Materials, the growth of the mixing layer thickness
(and of the momentum thickness) is unaffected by variations in Ly ,
when Ly 	 50d1. The streamwisemean velocity profiles at different
streamwise locations also do not vary with Ly in the three cases
(supplemental Fig. S6a available in the Supplemental Materials).
The location of the flow transition to turbulent (associated in this
studywith the value of the turbulent kinetic energy integrated across
the mixing layer, K, becoming nonzero): x=d1 ffi 15 (Fig. 6(a)), is
also insensitive to variations in Ly at Ly 	 50d1.
Larger domain (Ly 	 70d1) is required to achieve independence

of solutions for K and for the integrated Reynolds stress, Kx, of this
domain dimension (Figs. 6(a) and 6(b)).
Statistics associated with the transverse direction such as, for

example, Ky, continue to vary with Ly being increased (Fig. 6(c)).
The profile ofKz adjusts (Fig. 6(d)) so that the behavior ofK remains
unchanged at Ly 	 70d1.
The analysis of one-point Reynolds stresses and turbulent kinetic

energy profiles at various locations in the streamwise direction
(supplemental Fig. S7 available in the Supplemental Materials)
confirms the above observations. That is, the profiles of k and of u2i�
lose sensitivity to Ly at Ly 	 70d1 at all considered locations, but
profiles of v2i�

, w2i�
, and uvih continue to vary when the domain

dimensionLy =d1 changes from70 to 90. TheReynolds stresses w2i�

Fig. 5 Streamwise evolutionof themixing layer thickness: (a)—case I, � � � � case II, - - - case III, (b)—caseV, � � � �
case VI, (c) — case IV, � � � � case V, (d) — case III, � � � � case VI; circles are data from experiment [11] on all plots
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and uvih show dependence on this domain dimension at all
considered locations. For v2i�

, the effect is more pronounced
when the mixing layer is fully turbulent.
To summarize, the domain dimension in the transverse direction

of 70d1 is sufficient to ensure independence of scalar statistics and
those associated with the streamwise direction of this domain
dimension. Larger domain is required for statistics associated with the
transverse and spanwisedirections.Theanalysis of one-point statistics is
not conclusive that Ly =d1 ¼ 90 is sufficient for this purpose.
Two-point spatial correlations Rij ryð Þ ¼ ui yð Þuj yþ ryð Þi

�
in the

transverse direction were also collected in the study to clarify this
matter further. However, due to limited resources, they were only
collected in case IV with the largest domain in all directions
including in the transverse direction: Ly =d1 ¼ 90. In Fig. 7, Rij ryð Þ,
with ry ¼ 0 corresponding to the point x, y, zð Þ ¼ 320d1, 0, 0ð Þ are
shown normalized by their values at ry ¼ 0. The figure confirms that
the correlations involving velocity fluctuations in the transverse
direction: Ryy, Ryx, and Rxy have the largest length scales in this

direction close to a half of the domain dimension Ly =d1 ¼ 90. In the
case of Rxy and Ryy, the length scales may slightly exceed that or
these are effects of the domain boundary conditions. For future
studies, our recommendation is to first investigate a role of the
boundary conditions imposed on the domain boundary in the
transverse direction prior increasing the domain dimension further
in this direction. (The correlation profiles were statistically
converged as demonstrated in supplemental Fig. S8 available in
the Supplemental Materials on the ASME Digital Collection.)
Notice also that in cases I–III, the computational domain

dimension Ly satisfies and exceeds the criterion

6:96 < Ly=dx,max < 8:3 (5)

used in Refs. [21] and [22] to ensure the solution independence of
this domain dimension. In our simulations, Ly=dx,max ¼ 11.25, 8.03,
and 14.75 in cases I, II, and III, respectively (see also supplemental
Table S5 available in the Supplemental Materials, which provides

Fig. 6 Streamwise evolution of the flow characteristics integrated across the mixing layer in cases I–III.
Notations are the same as in Fig. 5(a).

Fig. 7 Two-point correlations in the transverse direction with ry50 at point
x ,y , zð Þ5 320d1ð , 0,0) in the case IV simulations: (a) i5j, (b) i 6¼ j. Notations: (a) - - - Rxx , —
Ryy , � � � � Rzz , (b) — Rxy , - - - Ryx .

031001-6 / Vol. 8, SEPTEMBER 2023 Transactions of the ASME

http://dx.doi.org/10.1115/1.4062770
http://dx.doi.org/10.1115/1.4062770


this ratio value in all cases). Our study shows that this criterion does
guarantee independence of the mean flow characteristics from the
transverse domain dimension, but not of the turbulence statistics.

Spanwise Dimension Effects. Previously, effects of the span-
wise domain dimension on results of DNS of a mixing layer were
studied in Ref. [18], and it was shown that two Reynolds stresses—
uvih and w2i�

—were mainly affected by variations in Lz and
particularly, toward the domain exit. In Ref. [18], two domains were
used in those simulations: one domain had the same dimensions as
the Case I domain of this study with Lz=d1 ¼ 23:4, and the other
domain with the same values of Lx and Ly as in the case I domain
(Table 1), but with Lz twice increased: Lz=d1 ¼ 46:8. (In the
experiments [11], the test section dimension in the spanwise
direction was Lz=d1 ¼ 227:5.)
Two plates were used inRef. [18] to generate the boundary layers:

infinitely thin and of a finite thickness. The plate thicknesswas found
to have a strong impact on the mixing layer development [18]. For
this reason, in this study, we consider sensitivity of the simulation
results to Lz in the mixing layer simulations with the splitter plate of
a finite thickness. Simulations with two values of Lz were conducted
for this purpose: Lz=d1 ¼ 40 (case V) and Lz=d1 ¼ 23:56 (case VI)
(Table 1). The domain dimension in the transverse direction was
increased to Ly=d1 ¼ 90 in both cases following the results
presented in the section. In Ref. [18], Ly=d1 ¼ 70.
The simulation results confirm those in Ref. [18] that at

Lz=d1 > 23:4, the integrated flow characteristics and the streamwise
mean velocity are affected little if at all by this domain dimension
(Figs. 5(b) and 8, also supplemental Figs. S5(b) and S6(b) available
in the Supplemental Materials on the ASME Digital Collection),
with the exception ofKz xð Þ, which grows faster in case V (Fig. 8(d))
in the area far from the splitter plate (x=d1 > 125). Similar tendency
is observed in the profile of the Reynolds stress w2i�

associated with
the spanwise direction: its maximum value increases toward the
domain exit in Case V to compare with Case VI (Fig. 9).
Other Reynolds stresses are unaffected by variations in Lz when

themixing layer is turbulent, but are sensitive to this parameter in the
domain area close to the splitter plate, with uvih being the most
affected. There is negligible effect on w2i�

by Lz in this flow area

(Fig. 9). These observations are also consistent with those reported
in Ref. [18].
Thus, one can infer that regardless of the splitter plate thickness

and the increase of the domain dimension in the transverse direction,
the Reynolds stress w2i�

remains sensitive to Lz toward the domain
exit. The flow transition area in the (x, y)—plane is also sensitive to
variations in Lz within the considered range of this parameter.
Notice that in this study, the value of Lz satisfies the criterion

A ¼ Lz=hmax > 10 (6)

in all cases (supplemental Table S6 available in the Supplemental
Materials). Criterion (6)was proposed inRef. [39] for the simulation
results to be independent of Lz. Results of our simulations show that
this criterion does not guarantee independence of turbulence
statistics associated with the spanwise direction when the flow is
turbulent. The flow transition area is also affected. In Refs. [37] and
[49–52], observationsweremade about existence of nondiminishing
two-point correlations in the spanwise direction indicating a
presence of the mixing layer spanwise structure. Similar results
were obtained in this study for such correlations (supplemental Fig.
S9 available in the Supplemental Materials). This could be one of
possible explanations for observed effects. It also shows that two-
point correlations are not suitable for evaluating the domain
dimension adequacy in the spanwise direction in this flow geometry.

StreamwiseDimensionEffects. Results from the cases IV andV
simulations are used in this subsection to analyze the impact of
variation of the domain streamwise dimension on the mixing layer
development. In case IV, the domain exit is located at x=d1 ¼ 350
and in case V, at x=d1 ¼ 170. Data for the two cases are compared at
x=d1 < 170. The size of the experimental test section in this
direction was 915d1 [11].
The simulation results show that the mixing layer grows faster in

the shorter domain of case V (Fig. 5(c) and supplemental Fig. S5(c)
available in the Supplemental Materials) at x=d1 > 50 during the
flow transition to turbulence. The flow transition also starts closer to
the splitter plate in the shorter domain: at x=d1 � 15 compared with
x=d1 � 25 in case IV (Fig. 10(a)).

Fig. 8 Streamwise evolution of the flow characteristics integrated across the mixing layer in cases V and VI.
Notations: — case V, � � � � case VI.
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The streamwisemean velocity profiles in supplemental Fig. S6(c)
available in the Supplemental Materials on the ASME Digital
Collection provide an explanation for a faster growth of the mixing
layer in the shorter domain of caseV. Specifically, thewake effect of
the splitter plate vanishes more rapidly in the shorter domain, which
implies the flow mixing starting sooner in this case. Far from the
splitter plate, the streamwise mean velocity profile is the same as in
all other cases.
Solutions for the integrated parameters K, Kx, and Ky are close in

both cases at x=d1 �125, except for the flow area of early transition
to turbulence, with the difference between the solutions being
observed around x=d1 � 40. At x=d1 >125, the growth of these
parameters slows down in the shorter domain of Case V, which
implies the effect of the domain exit. The behavior of Kz is affected
by Lx everywhere in the domain: its growth rate is noticeably higher
in the shorter domain of case V (Fig. 10(d)).
Comparing results in Fig. 10 with those in Figs. 6 and 8, one can

notice that the growth rates of all four parameters: K, Kx, Ky, and Kz

tend to slow down at x=d1 >125 when the domain dimension in the
streamwise direction is limited to Lx=d1 ¼ 170. Thus, this effect is
likely due to the domain exit proximity in addition to other effects
caused by variations in the domain dimensions. The domain exit
effect seems to be sensitive to Lx as well, as it disappears when the
domain dimension in the streamwise direction is increased to
Lx=d1 ¼ 350 (case IV) (see more discussion of this case in the
Domain Dimensions for the Flow Self-Similarity Study section).

With the domain exit effect in mind, one can infer from Fig. 10
that the parameter Kz is the only one strongly affected by Lx: its
growth rate is higher in the turbulent mixing layer in the simulations
with the shorter domain (case V).
The Reynolds stress profiles (Fig. 11) confirm that transition to

turbulence occurs sooner in case V (the shorter domain), which is
indicated by higher maximum values of u2i�

and v2i�
in the area

close to the splitter plate.
Far away from the splitter plate, profiles of u2i�

, v2i�
, and w2i�

agree with the observations for corresponding integrated parame-
ters. In particular, reduction in themaximum values of u2i�

and v2i�
should be considered as the domain exit effect rather than that of Lx.
The uvih -profiles are the same in cases IV andV in the turbulent part
of the mixing layer, but toward the splitter plate trailing edge, this
Reynolds stress is affected by Lx as other Reynolds stresses do.
Strong influence of the domain streamwise dimension on the

mixing layer development was observed in Ref. [36], where it was
suggested that large vortex structures near the experimental outlet
boundary may be coupled to small structures upstream, producing a
feedback mechanism between upstream and downstream flows.
This makes the mixing layer structure and its development
dependent on the streamwise size of the experimental test section
and complicates formulating the boundary conditions at the domain
exit in simulations. Results from our simulations show that not all
considered parameters are affected by variations in Lx and that
effects of this domain dimension differ depending on the flow area.

Fig. 9 Profiles of the Reynolds stresses at different locations in the streamwise direction for cases V and VI. Notations: —
case V, � � � � case VI.
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Specifically, when the mixing layer is turbulent, parameters
associated with the spanwise direction, Kz and w2i�

, and those
characterizing themixing layer growth, dML and hML, are affected by
Lx. In the areas of the splitter plate wake and the flow transition to
turbulence, all parameters are sensitive to this domain dimension.

GridEffects. The grid effects on the simulation resultswere not a
focus of this study. However, since two base grids were used in the
simulations, some of these effects were analyzed using data from
cases III and VI. In the two cases, the domain dimensions in the
(x, y)—plane are equivalent. In the spanwise direction, the domain
dimensions are very close: Lz=d1 ¼ 23.4 in case III versus 23.56 in
case VI, with the number of grid elements being the same in this
direction in both cases. The Case VI grid is finer in the (x, y)—plane
in the splitter plate wake (Grids section).
Results for the two cases are compared in Figs. 5(d) and 12, also in

supplemental Figs. S5(d) and S10 available in the Supplemental
Materials on the ASME Digital Collection. They show that
streamwise evolution of all considered integrated parameters is
strongly sensitive to the grid, with the growth rate of all of them
being higher in Case VI, when the grid is finer (dotted lines in the
figures). Differences appear at x=d1 > 30 during the flow transition
to turbulence.
The streamwise mean velocity profiles show no sensitivity to the

grid resolution (supplemental Fig. S6(d) available in the Supple-
mental Materials).

The grid resolution effect on the Reynolds stresses is weaker than
on the integrated parameters, but the tendency is the same, that is, the
maximum values of the Reynolds stresses are slightly higher in case
VI with a finer grid (supplemental Fig. S10 available in the
Supplemental Materials).
The difference in the strength of the grid effect on the Reynolds

stresses and on the corresponding integrated parameters is an
indication of a larger contribution of the flow area outside the 63g
range into the integrated parameters when the finer grid is used.
Preliminary results showed that the grid stretching in the transverse
direction is a factor affecting the simulation results in both cases.
Due to resource constraints, a comprehensive analysis of this and
other grid effects is left for future studies.

Domain Dimensions for the Flow Self-Similarity Study. One
of the research objectives of this study was to determine the domain
dimensions where a mixing layer can potentially reach the
asymptotic state. The in-depth analysis of such a state is not the
objective of this study and will be presented elsewhere.
As the first step, the one-dimensional energy spectrum [49]

Exx xð Þ ¼ 1

p

ð1
�1

e�ixsRxx sð Þ ds ¼ 1

p

ð1
�1

e�ixs u tð Þu tþ sð Þ ds,ih
(7)

was computed at various x-locations at y ¼ 0 in the domains with
Lx=d1 ¼ 170 and 350. The constant slope of –5/3 was used to
determine if the flow is fully turbulent at a given location. As an
example, spectra obtained in the case I simulations with Lx=d1 ¼ 170
are shown in supplemental Fig. S11 available in the Supplemental
Materials at two locations: x=d1 ¼ 100 and 150. As the figure
demonstrates, the flow is transitional at x=d1 ¼ 100 and fully
turbulent at x=d1 ¼ 150 in this case.
In the largest domain of case IV, the inertial range is still under

development at x=d1 ¼ 150 (Fig. 13(a)), which supports the
observationmade earlier that the turbulence development is delayed
by increasing the domain dimension in the streamwise direction.
Further downstream, the flow becomes fully turbulent. An example
of the spectrum in this part of the flow is shown in Fig. 13(b) at
x=d1 ¼ 325. Thus, the mixing layer becomes fully turbulent in both
domains with Lx=d1 ¼ 170 and 350.
Several criteria were suggested in the past to identify if a turbulent

mixing layer has reached its asymptotic state. The least restrictive
criterion is based on the behavior of streamwise mean velocity. The
asymptotic profile of thismeanflowcharacteristic has been achieved
by x=d1 ¼ 160 in all simulations (supplemental Fig. S6 available in
the Supplemental Materials).
Another criterion is the linear growth of the mixing layer

thickness [11]. In case IV, this is observed at x=d1 > 180
(Fig. 14(a)). In the figure, the dashed line corresponds to the
constant slope and the solid line is the simulation result. This
criterion is also applicable to other cases at x=d1 > 125 (Fig. 5), but
the domain exit effects discussed earlier have to be kept in mind.

Fig. 10 Streamwise evolution of the flow characteristics integrated across the mixing layer in cases IV and V.
Notations: — case IV, � � � � case V.
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Turbulence statistics are expected to become independent of the
streamwise location in the turbulence asymptotic state when
normalized with respect to the mixing layer thickness and the
velocity difference, DU [8,11,49]. For K, this requirement is
equivalent to the linear growth with the distance downstream of the
splitter plate [22]. Figure 14(b) demonstrates that this is indeed the
case at x=d1 > 180 in the case IV simulations. In simulations with
shorter domains, the linear growth of K is observed at x=d1 > 130
(Figs. 6(a), 8(a), and 10(a)), but as with the mixing layer thickness,
turbulent statistics are affected by the domain exit in this flow area.
For this reason, domains with Lx=d1 ¼ 170 are deemed unsuitable
for the turbulence asymptotic state study.
Streamwise evolution of the Reynolds stress profiles obtained in

case IV is shown in supplemental Fig. S12 available in the
Supplemental Materials on the ASME Digital Collection. Profiles
of u2i�

and v2i�
vary little between x=d1 ¼ 280 and 320. However,

more difference is observed in the profiles of uvih and w2i�
, so that

it is difficult to specify a single location as a suitable candidate for
the flow asymptotic state when the Reynolds stress convergence is
used as the criterion. Notice that even though the flow area between
x=d1 ¼ 280 and 320 is close to the domain exit in case IV, no
effects due to the domain exit (indicated by the reduced growth rate
of the integrated turbulence characteristics in the streamwise
direction) are observed in the case IV results (Figs. 14(b) and
supplemental Fig. S13 available in the Supplemental Materials).

Another criterion for the mixing layer self-similarity based on the
total dissipation of the turbulent kinetic energy

E ¼
ðLy=2
–Ly=2

e dy ¼ 2�

ðLy=2
–Ly=2

@ui
@xk

@uj
@xk

�
dy

	
(8)

was proposed in Refs. [28] and [53]. This criterion requires E to be
constant in the self-similar mixing layer. In the case IV simulation, E
initially grows rapidly peaking at x=d1 � 180 and then, reduces
slowly toward the domain exit (Fig. 15(a)). That is, at x=d1 � 180,
three integral flowcharacteristics change their behavior: to the linear
growth for themixing layer thickness andK, and tomonotonic decay
(not to the constant value) for E.
InFig. 15(b), results forE from the case IVsimulation are compared

against data in spatially- and temporally developing turbulent mixing
layers obtained in other DNS studies [22,28]. In the figure, the
normalized E is plotted as a function of the Reynolds number based on
the vorticity thickness, dx ¼ DU= @ U =@yi Þmax

��
. The total dissipa-

tion rate behaves similarly in the three simulations: reaching its
maximum first and then, slowly converging toward values of
E � 0:0045� 0:005. Close values of this parameter obtained in three
DNS are remarkable given the simulations differences. However, the
constant asymptotic value of E is not achieved in any of the three
simulations, even though asymptotic turbulence statistics were
reported in Refs. [22] and [28] as in this study.

Fig. 11 Profiles of the Reynolds stresses at different locations in the streamwise direction for cases IVand V. Notations:—
case IV, � � � � case V.
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The results presented above show that the asymptotic state may
not be reached simultaneously by all flow characteristics of interest,
and when observed, it may be short-term lived. For these reasons, it
is more accurate to refer to asymptotic states of families of flow

characteristics rather than that of the flow. Of importance for this
study focused on the computational domain dimensions is the
observation that the analysis of asymptotic states of various flow
parameters free from effects of the domain outlet boundary

Fig. 14 Streamwise evolution of (a) mixing layer thickness and (b) integral turbulent kinetic
energy in case IV. Dashed lines show a constant slope.

Fig. 13 One-dimensional energy spectrum at the flow centerline in case IV at (a) x=d15150,
(b) x=d15325. The dashed line shows (–5/3)-slope.

Fig. 12 Streamwise evolution of the flow characteristics integrated across the mixing layer in cases III and VI.
Notations: — case III, � � � � case VI.
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conditions requires simulations to be conducted in a considerably
long domain in the streamwise direction. In our study, the domain
with Lx=d1 ¼ 170 is not sufficiently long for such a task, but the case
IV domain with Lx=d1 ¼ 350 suits this purpose.

Conclusions

Prediction of the flow development using data from simulations
ideally requires independence of the simulation results from
numerical parameters. In this study, requirements for the computa-
tional domain dimensions in DNS of a planar spatially developing
incompressible turbulent mixing layer were analyzed to achieve
independency of the collected statistics from the domain dimen-
sions. Previous studies, numerical and experimental, pointed toward
the sensitivity of collected data to the domain dimensions, but
solutions independent from the domain dimensions were not
obtained and a systematic study of this issue is missing. This study
contributes to that by varying the computational domain dimensions
in all three directions and in larger ranges than in previous
simulations Larger set of statistics is collected, with the data being
statistically converged. The simulations were conducted for a
spatially developing flow, which is of practical importance, but
rarely previously attempted, and the problem statement is such that
can be reproduced by others without introducing uncertainty
associated with artificial turbulence.
In the simulations conducted for this study, the mixing layer

developed between two coflowing laminar boundary layers formed
on two sides of the sharp-ended splitter plate of a finite thickness. A
total of six computational domains of similar geometry, but
different dimensions in the three directions were used in the
simulations, with the boundary layer characteristics at the
trailing edge of the splitter plate closely matching those from
experiments [11,37]. Two structured grids were generated. Both
grids complywith the state-of-the-art requirements for a DNS grid,
but one of the grids has finer resolution in the splitter plate wake
area.
Multiple statisticswere collected for the study at various locations

inside the domain including the mean velocity component in the
streamwise direction, scalar parameters integrated across themixing
layer, Reynolds stresses, and two-point correlations among others.
These are parameters typically used to characterize themixing layer
development. The data analysis revealed different responses of
different statistics to variations in the computational domain
dimensions, with some of the statistics reaching independence
from the domain dimensions and others not in the considered cases.
A flow region also plays its role, with the same flow characteristics
responding differently to variations in the domain dimensions
depending on whether the data is sampled close to the splitter plate
trailing edge, or where the mixing layer undergoes transition to
turbulence, or where the mixing layer is fully turbulent (far from the
splitter plate).

In particular, all considered statistics including the mean velocity
profiles were found to be sensitive to variations of the domain
dimension in the streamwise direction. However, the effects vary
depending on the flow area. In the areas of the splitter plate wake and
the flow transition to turbulence, all parameters are sensitive to this
domain dimension. Increase of the domain size in the streamwise
direction delays the flow mixing and transition to turbulence. When
the mixing layer is fully turbulent, parameters associated with the
spanwise direction and those characterizing themixing layer growth
are affected by the domain dimension in the streamwise direction.
Other effects observed in the turbulent flow area in the shorter
domainwere found to be caused by the domain exit proximity. In the
longer domain, the domain exit effects were not detected.
Scalar statistics and those associated with the streamwise

direction were found to be less sensitive to the domain dimension
in the transverse direction than the turbulent statistics associated
with velocity fluctuations in the transverse and spanwise directions.
The former group of statistics became independent of the domain
dimension in the transverse direction in the midsized domain. The
latter group of statistics showed some signs of variability even in the
largest of considered domains in the transverse direction, equal to
the experimental chamber dimension.
The flow area in the proximity of the splitter plate was also found

sensitive to variations in the domain dimension in the spanwise
direction. In the turbulent flow area, the Reynolds stress in the
spanwise direction remains sensitive to the domain dimension in the
spanwise direction toward the domain exit.
Overall, all three dimensions of the domain have strong effects on

the flow development. The flow area in the wake of the splitter plate
is the most sensitive to variations in all three domain dimensions.
When themixing layer becomes turbulent, onemay expect statistics
associated with velocity fluctuations in the spanwise direction to
vary with the domain dimensions in the streamwise and spanwise
directions. Large domains in the streamwise direction are beneficial
for ensuring independence of the majority of flow characteristics of
interest and for reducing effects of the domain exit.
Criteria to determine the domain dimensions in the spanwise and

transverse directions that would guarantee independence of flow
characteristics (Eqs. (5) and (6) in this paper) proposed previously in
Refs. [21], [22], and [39], were tested in this study, but were found to
be of limited use, that is, applicable to some statistics, but not to all.
Based on the results of this study, it appears that no such criteria for
the domain dimensions in the streamwise and spanwise directions
may exist to guarantee independence of all flow parameters unless
some limiters on the flow development are implemented in the flow
geometry. In this regard, studies on the boundary condition effects
will be the most beneficial as the next step.
In addition, the grid resolution was found to influence the

streamwise evolution of the flow parameters. Effects of the grid
stretching in the transverse direction require particular attention in
this regard and have to be analyzed in depth in future studies.

Fig. 15 Evolution of the turbulent kinetic energy dissipation rate integrated across the
mixing layer (a) in the streamwise direction, (b) as a function of the local Reynolds number.
Notations: — current DNS data,3 - DNS data from Ref. [22],� – DNS data from Ref. [28].
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The study also determined the computational domain dimensions
suitable for studies of the turbulent mixing layer self-similarity. It
was found that (i) different flow characteristics reach their
asymptotic states at different locations within the flow, (ii)
asymptotic states appear to be short-term lived for turbulence
statistics, and (iii) a considerably long domain in the streamwise
direction is required to observe such states.
Overall, the results of this study combined with our previous

works [18,42] bring awareness to the sensitivity of DNS results to
variations in the numerical procedure parameters. Achieving the
grid resolution at the current state-of-the-art level and obtaining the
statistically converged solution are necessary, but not sufficient
steps to ensure the DNS solution uniqueness. This observation is
likely to be valid for DNS of any flow, not only for the spatially
developing mixing layer considered in the paper.
For practical purposes, an effort should bemade to identify a set of

statistics from DNS of a given flow that is less responsive to
variations in the numerical procedure. Then, using the sensitivity
analysis, the numerical procedure parameters should be determined
that guarantee unchanged values of those statistics. Only after that,
the values of these statistics can be used with confidence for
prediction and validation of other computational approaches to
study fluid flows.
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Nomenclature

Eij ¼ energy spectrum
h ¼ thickness of the splitter plate at the trailing edge
k ¼ turbulent kinetic energy, 0:5

P
i u2i i
�

K ¼ turbulent kinetic energy integrated across the mixing
layer, 0:5 Kx þ Ky þ Kzð Þ

Kx,Ky,Kz ¼ normal Reynolds stresses integrated across a mixing
layer at a given streamwise location

Lx,Ly, Lz ¼ computational domain dimension in the streamwise,
transverse, and spanwise directions

LML
x ¼ length of the mixing layer region in the computational

domain
N ¼ polynomial order of the Lagrange interpolants
Ns ¼ number of snapshots
p ¼ pressure

ry, rz ¼ distances between two points in the transverse and
spanwise directions

Rij ¼ two-point spatial correlations
Red ¼ Reynolds number with respect to the boundary layer

thickness, U1d99=�
Reh ¼ Reynolds number with respect to the boundary layer

momentum thickness, U1h=�
Rex ¼ Reynolds number with respect to the mixing layer

vorticity thickness, DUdx=�
u ¼ instantaneous velocity vector

U,V,W ¼ streamwise, transverse, and spanwise components of
the instantaneous flow velocity

ui ¼ velocity fluctuations (u, v,w) in the streamwise,
transverse, and spanwise directions

uiuji
� ¼ Reynolds stresses

Uc ¼ centerline velocity, (U1 þ U2Þ=2
U1, U2 ¼ free-stream velocity of high- and low-speed streams,

respectively

U1 ¼ free-stream velocity
xi ¼ streamwise (x), transverse (y), and spanwise (z)

coordinates
y0 ¼ mixing layer centerline

dML ¼ mixing layer thickness
dxi ¼ average spacing between quadrature points within a

grid element in a given direction
dx, dx,max ¼ mixing layer vorticity thickness, DU= @hUi=@yð Þ and

its maximum value
d1 ¼ boundary layer thickness at the splitter plate trailing

edge on the high-velocity side in experiments [11]
d99 ¼ boundary layer thickness at the splitter plate trailing

edge (any side)
Dt ¼ time step
DU ¼ velocity difference, U1 � U2

Dxi ¼ grid spacing in a given direction
e ¼ dissipation rate of the turbulent kinetic energy
g ¼ normalized transverse coordinate, y� y0ð Þ=dML

gK , sK ¼ Kolmogorov length and time scales
h, hmax ¼ momentum thickness,

1=DU2
� �Ð1

�1 U1 � UiÞ U �U2i Þ dyhðhð , and its maxi-
mum value

� ¼ kinematic viscosity
q ¼ fluid density
sf ¼ flow-through time, LML

x =Uc

x ¼ vorticity
r ¼ gradient operator

h…i ¼ averaged value of a quantity
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