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This paper presents a computational methodology developed for a high-order approxi-
mation of compressible fluid dynamics equations with discontinuities. The methodology
is based on a discontinuous Galerkin spectral-element method (DGSEM) built upon a
split discretization framework with summation-by-parts (SBP) property, which mimics the
integration-by-parts operation in a discrete sense. To extend the split DGSEM framework
to discontinuous cases, we implement a shock capturing method based on the entropy
viscosity formulation. The developed high-order split-form DGSEM with shock-capturing
methodology is subject to a series of evaluation on both one-dimensional and two-
dimensional, continuous and discontinuous cases. Convergence of the method is demon-
strated both for smooth and shocked cases that have analytical solutions. The 2D Riemann
problem tests illustrate an accurate representation of all the relevant flow phenomena, such
as shocks, contact discontinuities, and rarefaction waves. All test cases are able to run with
a polynomial order of 7 or higher. The values of the tunable parameters related to the
entropy viscosity are robust for both 1D and 2D test problems. We also show that higher-
order approximations yield smaller errors than lower-order approximations, for the same

number of total degrees of freedom.
© 2023 Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The pursuit of high-order numerical schemes is necessary, especially when an efficient resolution of the multiscale
solution features is required. Numerical investigation [1] shows that with the same number of degrees of freedom, increasing
the polynomial order gives a higher accuracy result. In previous works using a discontinuous Galerkin finite element method
(DGFEM), the polynomial order is typically no higher than 5 [2-6], while those applying a spectral element method (DGSEM)
have higher polynomial orders [1,7,8]. This is partly owing to diagonal mass matrix properties of the DGSEM arising from
its nodal basis approximation [9], which makes its implementation more efficient and thus attainable with high polynomial

orders.

The goal of this work is to build up a framework that enjoys high polynomial orders in problems with discontinuities.
There are two major ingredients that are implemented in this paper: 1) a split-form DGSEM with SBP property, 2) a shock-
capturing principle based on the gridpoint-wise artificial viscosity formulation. In what follows, we present the motivation

behind these two approaches.
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The SBP operator, commonly combined with the simultaneous approximation terms (SAT) for the interfaces and bound-
aries, has been widely employed in the finite difference community due to its superior stability property from an energy
estimate perspective [10-13]. The relationship between the SBP-SAT framework and DGSEM with Gauss-Legendre-Lobatto
(GLL) points is discussed in [14-16,7,17] demonstrating that DGSEM-GLL can be considered as an SBP-SAT operator with a
diagonal norm. The SBP operation is a mimic of the integration-by-parts process in a discrete sense. The DGSEM-GLL with
SBP property can be derived from the weak form DGSEM by applying integration-by-parts once again to the volume contri-
bution. We should note that the new form is also the strong form DGSEM, and because of the SBP property, the weak form
DGSEM is algebraically equivalent to the strong form DGSEM. An SBP framework on a more general node set is presented
in [18]. One may not be restricted to the GLL points, instead, it is shown that the choice of quadrature points can be flexible,
e.g., Gauss-Legendre (GL) points [19]. In the current paper, we retain the formulation on GLL points since it doesn’t require
extra interpolation routines and an additional storage for the flux points on the element boundaries. The comparison of GLL
and GL quadrature rules in DGSEM can be found in [20].

Due to a reduced amount of numerical dissipation in high-order approximations, the aliasing error occurring in a nu-
merical discretization of non-linear terms can contaminate the solution and cause instabilities. The most common ways of
controlling the aliasing error in high-order finite/spectral element methods are: 1) de-aliasing, or over-integration, 2) poly-
nomial filtering. The first technique, over-integration, is directly geared towards eliminating the aliasing error arising from
the insufficient quadrature of the nonlinear terms by increasing the number of quadrature points up to 3/2 times of the
original number [21-23]. While in incompressible flows this technique does lead to a recovery of an exact integration rule
for nonlinear terms due to a quadratic nature of non-linearity [21,23], it does not do so in compressible flows, where non-
linearity is rational [24]. Another drawback of the over-integration technique is that by increasing the number of integration
points it also increases the computational cost. With polynomial filtering, an energy piled up in a high-frequency part of
the spectrum due to aliasing is removed by application of a high-pass filter [25,26,1]. A drawback of the filtering technique
is its essentially dissipative nature, and a lack of a clear connection between the adjustable parameters, such as the cut-off
wave number and the filtering weights, and an amount of the added dissipation, which makes it hard to precisely adjust or
control.

In the finite difference community, an alternative method to reduce the non-linearity-induced aliasing error is to rewrite
the non-linear convection terms into a split form. Mathematically, there are various ways to reformulate the non-linear
product, leading to a family of split forms [27-30]. With a careful choice of the splitting method, it allows for the conser-
vation of a secondary quantity, e.g., kinetic energy or entropy. Since the split-form operator alone is not conservative, it is
commonly used within the previously mentioned SBP framework. It is proven that with a diagonal norm SBP operator, any
split form can be rewritten into a telescoping flux differencing form, which allows one to apply the Lax-Wendroff theorem
to show that the solution satisfies the governing equations weakly if convergent [31]. Thus in this framework, the split form
may enjoy the conservation of a secondary quantity and the primary quantities (conserved variables) simultaneously. Such
appealing properties are also introduced into the DG community. As mentioned previously, DGSEM-GLL with SBP property is
also a diagonal norm SBP operator. Authors in [7] further show that the split form of the volume contribution is equivalent
to the corresponding numerical volume flux. In the present paper, we restrict our choice to the Pirozzoli flux to build up a
framework with kinetic-energy-preserving property.

While the split-form DGSEM schemes in the SBP framework have by now been studied quite extensively in the context of
continuous problems, the goal of the current paper is to extend the split-form DGSEM formulation to discontinuous cases.
In the presence of discontinuities, another type of instability arises, in addition to the aliasing instability, namely, Gibbs
instability, which needs to be dealt with, using the approaches commonly known as shock-capturing methods. In [32-34],
an extension of a split-form DGSEM to shocked cases is presented using a subcell finite volume method (FVM) shock-
capturing scheme. In this technique, a modal-based indicator is employed to switch between DGSEM in smooth areas and
FVM in shocked areas. This is essentially done by blending the FV flux with the DG flux, utilizing a blending coefficient
(if only FV flux is applied [32], the blending coefficient equals to 1), which is computed element-wise. To take advantage
of the high-order accuracy of DGSEM, it is desirable, however, to activate the shock capturing scheme only on “troubled”
GLL points rather than the whole element. In order to accomplish this, we turn our attention to shock-capturing schemes
which would allow for such a localized treatment of shock boundaries. Among the methods that can potentially accomplish
this are: 1) limiting techniques [2,35,36,4]; 2) artificial viscosity methods [3,37,5,38-42]. Among the literature employing
the limiting techniques, [4] requires least inter-element communication but still needs a substantial amount of information
from the neighbor elements for reconstruction. In the artificial viscosity method, the stabilization is achieved by adding
artificial diffusion terms that take the form of the Laplacian of the conserved variables multiplied by a gridpoint-wise
value of the viscosity coefficient, thus assuring both compactness and a sub-element resolution of discontinuities. The
diffusive coefficient is calculated using shock detectors [3,37]. In the presented methodology, the entropy-residual based
shock detector [37,42] is employed, which is directly related to the entropy production caused by discontinuities. To activate
the artificial viscosity only in the shocked regions and avoid an excessive dissipation of the solution in the smooth areas, we
augment the entropy-based shock detector with the modified Ducros sensor [29,43]. We note that the developed viscous
regularization technique, apart from being an effective shock-capturing scheme, can also be effective for stabilization of
continuous but severely under-resolved problems, such as an inviscid Kelvin-Helmholtz instability case considered here.
The current paper can be considered as a contribution towards development, benchmarking and verification of split-form
DGSEM-SBP methods with shock-capturing properties.
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The developed methodology based on a split-form discontinuous Galerkin spectral element method with SBP operators
and viscous shock capturing is built within the open-source spectral-element code Nek5000 [44]. The methodology is shown
to be robust for a variety of continuous and discontinuous compressible flow problems, including problems with strong
shocks. We note that one of the drawbacks of viscous shock capturing is related to a stringent stability bound on a time
step with explicit time integration schemes when the added viscosity values are large.

The paper is organized as follows. Section 2 is devoted to the description of the numerical methodology, and documents,
in turn, a standard DGSEM approach, split-form DGSEM with the SBP operators, and split DGSEM-SBP with the viscous
regularization artificial viscosity method for shock capturing. Section 3 presents the results of verification and benchmarking
of the developed numerical methodology on the example of test problems, including two smooth problems and six shocked
problems, in 1D and 2D settings. Convergence of the algorithm is also demonstrated with and without the presence of
discontinuities. In all the cases, the simulations are stable with a polynomial order of at least as high as 7. The main content
is concluded in Section 4.

2. Numerical methodology

The governing equations in the current study are the Euler equations

au
8t+V-F_0, (1)
P pu’
U=| pu |, F=| puu+lIp |, (2)
pe peu’ + pu’

where p is the density, u = (uy,uy)T is the velocity vector, e is the total energy per unit mass, p is the pressure, I is the
identity matrix, ® denotes the tensor product operator, and the superscript “T” denotes a matrix transpose. To close the
system, the ideal gas equation of state, and the relation between the temperature and the total energy per unit mass are
introduced,

p = pRT, (3)

1
einternal = CvT =€ — §|ll|2. (4)
2.1. Standard DGSEM

In two dimensions, (1) can be written as

aU  oF dJF,

—t+t——+—=

ot ox ay
where F; and F, are the corresponding columns of the matrix F. The domain is decomposed into non-overlapping quadri-
lateral elements. Each element is transformed from a physical domain X = (x, y) = (x1, x) into a computational reference
domain & = (&,n) = (¢!, £2) =[—1, 1]?, local to an element. Transformation of Equation (5) into a local curvilinear coordi-
nate system results in

0, (5)

~1 =2
1 (aF €n.0)  OF (s,n,o) o -

Ut(%‘,n,t)Jrj oE on

| . . . . . .
where F =F- Ja!, [=1,2, is a scaled contravariant component of the vector F, a' is the contravariant basis vector, and J is
the determinant of the Jacobian matrix,

ax  0x
& I
J= , (7)
ay dy
9§ 9an

and U; = 90U/t [9]. Equation (6) is subsequently cast into a weak form by taking an inner product with the Lagrange test
function ¢;;(&, n) =1;(§)lj(n), where [;(§), 1j(n) are 1D Lagrange basis functions that perform interpolation using Gauss-
Lobatto-Legendre (GLL) points (&;, m) in the corresponding direction, such that I;(&;) = 8in, 1j(Jm) = 8jm, Sin, 8jm are the
Kronecker delta functions. The weak form of (6) is thus given as follows,

3
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U] oF  OF . o -
(t7¢1])+7 (E—i_ n)&i’u =0.

Multiplying both sides of Equation (8) by J and writing out the inner products as the double integrals over the computa-
tional domain, one obtains
1
1/ f Uigydsdn + / / - O pden s / / O psdedn =0 ©
—1-1 -1-1

For the first term on the left hand side of Equation (9), Gauss Lobatto Legendre quadrature is applied to discretize the
integral,

1

J f / Ur(&, 1, Dijdedn = JZ Zut@n, Mms Ol G (im) Wi Wi, (10)

14 n=1m=1
where w,, w;, are the quadrature weights. Only when i =n and j = m, the discrete product of two Lagrange basis functions
is non-zero, thus
1
I [ [ viten.vogdzdn = yuice ng.oww, (1)
-1-1

We take the second integral by parts, then discretize the integrals with the Gauss Lobatto Legendre quadrature rule,

11 1
8F ~1 18 i
| [ 55 tutean= / F il - [F e (an
-1-1 -1
1 11
= [ [F'acnonnom - F crnonengo]an- [ [ Erenmdsan
-1 —-1-1
N
=2

N N
[F' v Ol ) = F' €1, OL DL 00) | wa = 32 D7 F i)l Gy W win
n=1m=1

n=1

=

~1

= [F oy Olienw; — F 1ng, Oicenw; ] = Y F @y 0 nwaw;.

(12)
We can do the same to the last integral in Equation (9) and get
[ (o N
=2 =2 ~2
// 8—¢ijd%‘d77 = [F &, nn, D) wi — F (&, ﬂl,t)lj(m)wi] - ZF Gis M O (Mm) Wi Wi (13)
—1-1 " m=1
Then Equation (9) becomes
Fln.0h()  F (=10l E' (6. ). 0L (E)w
JUt<si,n,-,r)+[ 1 1 } Z m ) T
Wi Wi — Wi
. (14)

3

N P (&, 1,0l(1) P &, —1,D1j(=1) Z F Gi, N, O (Nm) Wi
Wj Wj el W]'
where the terms in the square brackets are the surface fluxes across the element boundaries, and the terms in the sum
operators are the volume contributions. Note that, e.g., [;(1) is only non-zero when i = N, i.e. the surface fluxes only appear
for the points that lie at the element boundaries, which is expected.
In Discontinuous Galerkin methods, the fluxes at the element boundaries are not calculated directly from the interface

. . =l . . . . .
grid point values, but are replaced by the fluxes F", which are obtained using a numerical solution of a locally one-
dimensional Riemann problem [45], such as
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Lok FlLgoh-n] & F' (&0, 0, O (Enwn
JUt(fi,leat)+|: o ” } X

Wj Wj Wj

e opm e -1ope-n)] & P’ iy M, O (Mm) Win

+ - -3
m=1
This is done in order to retain stability of the numerical method in hyperbolic systems, where the direction of the propa-
gation of information along the characteristic lines must be taken into account. A Riemann flux scheme, namely, the local

Lax-Friedrichs (LLF) flux [46], for calculating the fluxes l~=*l, is implemented and tested in the current work. The local Lax-
Friedrichs flux is divided into non-dissipative and dissipative parts,

~xl _ 1 /ot =l 1 _
F’L‘F(U+,U )ZE(F +F )—ixmax(m—u )|]a’|, (16)
Non-dissipative Dissipative
where
Amax=max(c++|u+-ﬁ’|,c_+|u_-ﬁ’l), (17)

c is the speed of sound, * denotes a boundary gridpoint value taken from the element adjacent to the interface in the
increasing &! coordinate direction, while ~ denotes a boundary gridpoint value taken from the element adjacent to the
interface in the decreasing &' coordinate direction, and il = (nl1 , n’z)T is the interface unit normal vector pointing from the
element™ to the element™ (ie., in the direction of increasing &!). It is seen that the dissipative portion depends on the
local maximum characteristic wave speed between the two sides of the interface Anqy, as well as the jump of the conserved
variables at the interface. The non-dissipative portion is replaced by the Pirozzoli flux [28] for its kinetic energy preserving

property,

1/~ -~ -
§(F+I+F l)wFlpl(UJﬁU_). (18)
The Pirozzoli flux can be generally expressed as follows,
r {p}} {u"})
Fp (U1, Up) = | {({o}} {u}} ® {{ B+1{pY | ja\ (19)
{{o}) {{e+ }}{{UT}}

where {{v}} = % (v{ 4+ v7). For all the test cases in this paper, the interface flux is evaluated using the Pirozzoli flux with a
LLF-type dissipation term.

Boundary conditions are imposed weakly when calculating the surface fluxes. At a boundary surface, since there is no
neighbor element, U* is replaced by U, for Dirichlet boundary conditions, where Uy, is the solution vector at the boundary,
or UT for zero-gradient Neumann boundary conditions.

The volume contributions in the standard DGSEM are calculated directly using the conserved variables at each GLL
point. Since polynomials are used to approximate the solutions, aliasing error occurs when estimating the non-linear terms,
especially in the volume contributions. Filtering techniques [25,1] or over-integration method [22,9] may be introduced to
reduce the aliasing error. For filtering, additional parameters have to be determined, which makes it difficult to find a set of
parameters that works for most of the cases. In terms of over-integration, it is computationally expensive. Not to mention
that the “3/2 rule” loses its theoretical foundation in application to compressible flows [24,47]. To circumvent these issues,
we have implemented an alternative method for calculating the volume contributions based on a split-form DGSEM with
summation-by-parts properties [7], which is introduced in the next section.

2.2. Split form DGSEM with SBP operator

Previous studies [7] have shown that using the split-form DGSEM-SBP and a differencing formulation for the volume
contributions leads to a class of methods that are energy stable or entropy stable in a discrete sense showing superior
stability properties in a continuous framework. In the work of Gassner et al. [7], the method was described in a strong
form. In order to keep consistent with the previous section, we have derived the formulation in a weak form. We start from
the following equation,

1 1
[ln(é?)l,’-(%‘)dé=[1n($)1i(€)111 —/lé(é)li(é)dé (20)
-1 -1
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Gauss Lobatto Legendre quadrature rule is employed to discretize the integrals, so that the integration-by-part operation is
transferred into a summation-by-part operation,

N N
Y @ EI W =hENLEN) = EDLED = Y L GG wi. (21)
k=1 k=1

Due to the cardinal property of the Lagrange basis functions, [;(§) = 8, we have

LEDwn =l (ENGEN) =l (EDLED — [ EDwi. (22)

. . . S . . =1 .
This allows us to replace the term I[;(£;)wy in the definition of the volume contribution associated with the F flux in (14)
with the corresponding SBP operator. The volume contribution term then becomes

i F' (&, 77,, Ol (En)wn

N N
1 ~ 1 -
= ZFl (&, 715, T @01 EN) ~ hEDbED] = - ZFl (En. 15, DL ED Wi

n=1
[ (6w, 5, DliEw) — F 61 m, 0 @1)]——ZF (&n. ). O (ED Wi
n=1

We note that due to the SBP property, the strong form DGSEM and the weak form DGSEM are algebraically equivalent.
Considering the last term in Equation (23), it was shown in [48,6,7] that, due to the SBP properties of the differentiation
matrix D = [l;.(éi)], it can be written in the following, telescopic flux form,

AF'(&,nj,0)

i

1 N ~1
Win;F (En. 1j, O (ED Wi = (24)

where Al::1 &i,nj, )= l::l GEit1.1mj,0) — l::l (&, nj, t) is a differencing operator. This form is the key to ensure conservation.
Another important result proven in [6,48] allows to extend a telescopic flux form to a high-order approximation as

AF(E,nj,0 _ 2 o :

) i Z (UGn, nj, 0, UG, 0y, 0) L EDwi, (25)
where lEl# is a suitable two-point flux function. Gassner et al. [7] showed that fluxes lil# written in a so-called split form
preserve a high-order discretization, while some specific flux choices can additionally lead to a preservation of either a
kinetic energy [28,27], or an entropy [49,50]. Note that it is not trivial to obtain a formulation that conserves both kinetic
energy and entropy. While the split-form flux of Chandrashekar [50] formally is supposed to yield both kinetic energy and
entropy conservation, numerical tests show that it dissipates kinetic energy more than some other flux schemes that are
not formally kinetic-energy preserving, such as [29]. This might be due to a pressure discretization [7]. In the current work,

. Lo . . . . . ol o .
a Pirozzoli split-form flux formulation [28], given by Equation (19), is used to approximate F#. This yields a kinetic energy
preserving scheme with strong stability properties.

Plugging Equation (24) and (25) with i:l# replaced by the Pirozzoli flux l~=lp, into Equation (23) yields

> Figow, 1 [F v,y liew) — ' 1my, 0lien) ] - 2 S B UG 1 0.UG 1y @), (29
n=1 Wi Wi n=1

Similarly, we have
3o Flitmn 1 [, 00500 — PG 0] 2 3 B U&7 0, Um0y, 27)
m=1 Wj Wj m=1 "

Plugging Equation (26) and (27) back into Equation (14), with &y =ny =1 and & =1y = —1, we get the SBP form of the
discretized two-dimensional governing equations,
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li(M)

Wi

li(=1)

1

JU+ L[ (g0 —F im0 - T [ (1m0 = F (<10

N
+2 3 Fp (UG, 0. 0. UG nj, D) &)

n=1

L) (& 1.0-Fe.10]- L&D [F&. 1.0 -F@ -1.0)]
Wi Wj

N
+2 ) Fp (UG 1im. £). UG 0. D) (1)

m=1

=0,

where l~=,* denote Riemann fluxes calculated via Equation (16), and F; are computed directly using the interface GLL points.

So far we have introduced the split formulation, SBP operator and the volume flux differencing formulation into DGSEM.
The solver is ready for most continuous problems. However, for discontinuous problems, especially those with shocks,
additional stabilizing techniques are needed.

2.3. Viscous regularization of the Euler equation

In this section, we are applying viscous regularization to the governing equations to stabilize the solution near disconti-
nuities. Diffusion terms are added to the right-hand-side of Equation (1),

U
E+V.F:V.q’ (29)

q=7VU, (30)

where q = (q;, q,) for two-dimensional cases, and ¥ is the artificial viscosity. Casting Equations (29), (30) into curvilinear
coordinates, we have (see, e.g., [9])

=1 =2 ~1 ~2
e nn 1 (oF Eno  oFEno) 1[(@Enn  0@En
ot +7( o5 on )_J< e on ) el
ac.n.0 =7 (—ag jal+ = g ) (32)

where @' =q- Ja'.

An entropy-residual based shock indicator [37] is adopted to calculate D in the above equation. The shock indicator
should be activated only in the vicinity of discontinuities to avoid adding extra dissipation in the smooth portions of the
solution. The entropy residual at a GLL point (&;, ;) in an element 2. is calculated by the following procedure,

0S¢, ni, t -
Rs(SiJIj,t):%+V'[S(Ei,ﬂj,t)u(éi,nj,f)],
(33)
o, nj,t) ( pi,nj, t) )
S, nj, )= 1 ,
G 0= 0 v g

where y is the ratio of a specific heat coefficient at a constant pressure to that of a constant density, and V is the divergence
operator in curvilinear coordinates as defined previously, V - [Su]=1/]) ;3 (Su- Ja)/a €. Following the method in [37],
the residual-based kinematic viscosity is expressed as

he >2 IRs(&i, mj, 0)]
N—1) [S@E.n.0-50|
where c* is the first empirical parameter of the scheme, h, is the characteristic length of an element, the bar over S denotes

the average of S in an element, |||, is the Lo,-norm over the whole domain. Then the maximum viscosity used to bound
v is obtained as,

v*(éi,m,t)=6*( (34)

e
Vmax(&i, nj, t) —Cmaxm k,l=T%§..,Nk(€k’ n,t), (35)
A&, nj, t) =c(&;, nj, t) + |u, nj, t)l, (36)
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where cpngx is the second empirical parameter of the scheme, and the maximum in the right-hand side of Equation (35) is
taken over an element. Finally, we have
D =P F(min (v*, vnax)) O, (37)

where P is the third empirical parameter of the scheme that satisfies P <1, and F is a smoothing function [37] defined
as follows:

1
F(vij) = 3 (4vi j 4 Vie1j + Vig1j + Vijo1 + Vi ji1)s (38)

where v; j = v(&,n;) with i, j=1,2,..., N. Variables on the boundaries are defined in a symmetric way, as: vg j = V2 j,
VN,j = UN—2,j» Vi,0 = Vi,2, Vi,N = Vj,N—2. The function ® in Equation (37) is a modified Ducros sensor defined as follows [43],

_ (V-w?
(Vw4 B(ul/Lo)? + €

where Lo =he/(N — 1) is the length scale, ¢ = 10~!° is a small number to avoid being divided by zero, A can be regarded
as the fourth empirical parameter of the scheme, but is set to 0.01 here according to [43]. By now, we have determined the
value of the artificial viscosity V.

At this point, we turn to the gradients of the conserved variables and to the weak form of Equation (32). Recognizing
that

(39)

-~ . dUE D
=p ] —="- (40
Gn =7 ) = )
is a scaled covariant component of the vector q, G, =q - Jam, an is the covariant basis vector, we can write a weak form
for q,, as

1
o - f (. 7. Dby = / / a”;‘i,ﬁ D sydedn. (a1)
—1-— -1-1
Taking, e.g., m =1 and applying the same procedure as in Equation (12) to Equation (41), we obtain
1. N
57 %G Owiw; = U, n;, OMDW; = U1, 75, Ol (=1)w;] — X;U(Sn, nj, Ol E)waw ;. (42)
n=

Following [51], the element boundary values U(£1,7;,t) in the square brackets of Equation (42) are replaced by their
averaged values between the adjacent elements U*(£1, n;, t),

1 ~ * 4
57 G Dwiwj = [U*(1.nj. Ol wj = U (=1, 0. Oi(=Dw;] = > " Un. 1. Ol En) waw), (43)
n=1
where
*_1 neighbor
U=2 (U+U ) (44)

and U€ighbor i the value obtained at the boundary point of the neighboring element across the interface. As suggested
in [51], the jump across the interface is introduced directly into the discretization as

1 .
sk neighbor
U= (U U), (45)
yielding
U*=U"*+U, (46)

which transforms Equation (43) into
‘h(&,m,t)w wj =[U, 0, OL(Mw; — U (=1, nj, Ol (=) wj]

+[U, nj, 0w —U(=1, nj, Oli(—DHwj] (47)

vJ

N
— > UG, nj, Dl EDwaw).

n=1
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Then we apply the SBP operation given by Equation (22) and the cardinal property of the Lagrange basis functions to the
last term of Equation (47),

N N
Y UG nj, DL EDWawj =Y UEn, nj, OW; [lnELEN) — LEDLED — [ E)wi]

n=1 n=1
. (48)

=U,n, j,i(Mw; = U1, n;, Dli(=)wj — ZU(Sn, nj, Ol EHwWiw;.

n=1

After plugging Equation (48) into (47), we have

1. N /
ﬂch(%’i,ﬂj,t)wiwj=[U**(Lnj,t)li(l)wj—U**(—Lﬂj,f)li(—UWj]-i-E U(&n, nj, DL EDwiwj. (49)
n=1

Dividing by w;w; on both sides of Equation (49), we get

N
1 1
5y 0= oy U715 D) = U™ (=10, D= D] + > UG nj. Dl &) (50)
n=1
Similarly, for the second scaled covariant component of q, we can write
1
]qz(sz, nj,t) = [U**(sz, LoLi(1) = U™ &, —1,0Li(=D] + Z UG, s Oy (1) (51)
m=1

Scaled contravariant components of the vector q, Ell, appearing in the right-hand side of Equation (31), can be obtained from
the scaled covariant components ¢, via

c~ll — gmlqm’ (52)
where g™ =a™ . al is the contravariant metric tensor [9].

So far, we have presented a discrete approximation of Equation (32). Now we can move on to Equation (31) and discretize
it in the same way as was done for Equation (6), by treating the divergence of q in the right-hand side of (6) analogously
to the divergence of F, see Equation (12), (13). The final form of the split DGSEM-SBP discretization of Equation (31) with
viscous regularization reads

U + LM

li(=1)
w

i

e [F 0,0 —F 0] = o2 (B 1,0 —F (1, 0]

+2 ZFL,(U(sn, nj.£). UGG, 1. Ol &)

n=1
11 1 -
DT 610 - P 1] - LD [ 610 - P -1.0)]
W Wj
N 2 (53)
+2 ) Fpp(UGE, i, ), UG 1, ), (1))
m=1
(1) (1) -
N ATt . _ 1* / n
‘[wi" (L0 = =4 (ln],t)] ; s,,n],tﬂ(sn)
1) . Li(=1) N
+ e @0 - g & - n)} @ (&.nj. 0l (nm>—
[ Wi Wj mzl !
We approximate the interface flux Ell* as
i1 I.neighbor) C(N) __yyneighbor [
d =5 (@ +@"E) —om = (U urE) ) (54)

where C(N) = N?/2 [52], Lo =he/(N — 1), o equals to 0 or 1 to turn off or on the penalty term, which is only needed for
cases with strong shocks, such as the 2D Riemann problem case 3 considered here. At this stage, we have discretized all the
spatial terms.
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2.4. Time integration

We first derive the semi-discrete form for the time integration. Equation (53) can be rewritten as

Uc(&.nj.t) =Res (U(&, 0. 1)), (55)
where
Li(1) r=1x ~ Li(—1) =1« ~
Res (Ui, nj, 1)) =— ]w~ [Fl (1,Ujat)—F](1,ﬂj’t)]+ T, [Fl (_1,nj,t)_1:](_1,nj,t)]
- Fp,(U(Sn,m,f) U(éum,f))l' (€33
n 1
1i(1) ' li(=1) 22 .
T, [ @0 -Feo]+ 22 [F e 10 -Fe-10]

2 &
-5 Fpy (UG, 0. 0). UG, 0. D)l (1))

m=1

1 li(1)~ * li(_1)~ * ~ /
" [qu (17,0 = +—=8" (= m] ——qu@,,m,m @n)

! ! n 1

l
+] [ ]vf/) 2 1., t)—g a2 &, -1, t)} _—Zq Gy, O (nm)
wj

J m 1

The third-order strong stability-preserving Runge-Kutta scheme [53] is applied to integrate the equations (55), (56) in time
from t" to t"*1,

UD &, nj. t") =UE, nj.t") + AtRes (U, 7j,t),
3 1 1
@)g. . 1) = 2 e —uWs p. 1 _ Dg, 1. 1
U (&, nj.t )—4U(§1’7717f )+4U Gi nj, t )+4AtRES(U i mj. t ))7 (57)
oty _ g oy L 2@ ey o 2 @ . en
U, nj, t )—3U(‘§zs77]7f )+3U Gi nj, t )+3AtReS U (&, nj,t7)).

The time step At is bounded by the condition numbers of both the convection and the diffusion parts of the equation in
the following expressions,

At < min(Atc, Atg), (58)

with

h
Atc <C. min 3 ¢ ,
i,j=1,2,.Ne (N = 1)=1 (&, 1, £)

. h2
<

Ala= Cdi,j=r11,121 ..... Ne (N = D4D(&, nj. )’
where N; is the total number of GLL points in the whole domain. The coefficients C¢, Cq in Equation (59) must be less than
unity for stability. In Equation (59), At. and Aty drop with the polynomial orders of (N —1)~2 and (N — 1)~4, respectively,
due to a quadratic clustering rule of the GLL points towards the element boundaries [33,9,26]. These conditions can be
markedly restrictive, especially in the situation of strong shocks, where higher values of artificial viscosity are needed for
stability, and while resolving sharp gradients, where element sizes have to be small. This is the downside of the viscous
shock capturing method with the explicit time integration scheme. To assess the time step constraints employed in the
following cases, we compute the normalized time step for each test case as

A-al A-a°
CFL= At max <’

60
i,j=1,2,..Nc \| JA§; * JAnj> o

where A = (Ju| +c, |v| +¢) is the maximum wave speed calculated locally on GLL points.

(59)

10
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Table 1

Simulation parameters used in each test case.
Cases Section CFL c* Cmax P B o
Euler vortex, VON Section 3.1 0.15—0.45 10 0.5 0.7 0.01 1
Euler vortex, VOFF Section 3.1 0.40 — 0.50 0 0 0 0 0
Kelvin-Helmholtz Section 3.2 0.45-0.50 10 0.5 0.7 0.01 0
Sod shocktube Section 3.3 0.15-0.30 10 0.5 0.7 0.01 0
Lax problem Section 3.4 0.15-0.45 10 0.5 0.7 0.01 0
Shu-Osher problem Section 3.5 0.25—-0.30 10 05 0.7  0.01 0
Mach 3 forward step ~ Section 3.6 0.20 — 0.35 10 05 0.7 0.01 0
Riemann case 3 Section 3.7 0.07 —0.12 10 0.5 0.7 0.01 1
Riemann case 15 Section 3.8 0.20 — 0.25 10 0.5 0.7 0.01 0

3. Numerical results

Eight problems are presented for the purposes of verification and testing of the developed methodology, as summarized
in Table 1. The isentropic Euler vortex problem is used to assess the order of convergence and check long-term stability
properties of the method. The 2D inviscid Kelvin-Helmholtz instability is a challenging but shock-free test case. It can
quickly get under-resolved and requires additional stabilization techniques beyond the split-form DGSEM. The Sod [54]
and Lax shocktube [46] are basic 1D problems to test the numerical resolution of discontinuities. The Shu-Osher problem
requires the ability not only to capture shocks, but also to resolve the fine structures [55]. For the Mach 3 step problem,
there are interesting physical phenomena to be captured, for example, a bow shock locating upstream of the step, a Mach
stem and a contact discontinuity near the upper boundary, as well as the reflecting shocks [56,57]. The subsequent 2D
Riemann problems [58,59] focus on discontinuities and their two-dimensional interactions. The motivation for this high-
order methodology is to be able to capture shocks, and also have a high-order convergence in the rest of the domain,
which is achieved as demonstrated in the current section. The simulation parameters used in the subsequent test cases
are displayed in Table 1, where “VON” and “VOFF” stand for viscous regularization being turned on and off, respectively, in
the isentropic Euler vortex test case. All other test cases include viscous regularization by default, as seen from Table 1. CFL
numbers required to run each test case as calculated from Equation (60) are also presented in Table 1. Since the CFL number
depends on the resolution, the smallest and the largest values, corresponding to the finest and the coarsest resolution for
each test case, are presented. It can be observed that the viscous regularization lowers the CFL value, as is visible from the
comparison between the Euler vortex VON and VOFF cases, making it especially restrictive in the Riemann problem case 3.

3.1. Isentropic Euler vortex problem

This problem describes the advection of a vortex with a constant speed. It has an analytical solution, which makes it a
common test case for evaluating the accuracy and long-term stability of numerical codes [60-62]. The analytical solution is
expressed as

MO E) = oo %(J’ — Voot)e! (D Hy—veeD?)

VX, E) = Voo + i(x — upotyel (Ul Hy—Vact)?),
T ) =1 (y —Db (X — 11 )2 (1~ +(=Voc)?)
’ 16y 72 ’

pX, t)=T(X, t)%.

The test problem is numerically solved in the current work on a periodic square domain (x, y) € [—5, 5]. Fig. 1 shows the
density contours at time t =0 corresponding to the initial conditions for this test problem. Here, we set Uy, and v, to 1
and 0, respectively, leading to a result that the vortex only propagates in the x direction. One period, or one flow through
time (FTT), in this configuration is t = 10. For the strength of the vortex, b is set to 5. Since there are no discontinuities in
this case, the viscous regularization is originally turned off (VOFF case).

To test the accuracy, we compute the L? error at 1 FTT using both the h-refinement and the p-refinement. The L? error
and the convergence rate are defined as follows,

— 2
el = [ Jo!V = Vex?d2 (62)
o 1dQ

log (llei—1ll / ll€ill)
te: — 63
e log (hi_1/h;) )

11
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Fig. 1. Density contour of the initial condition for the isentropic Euler vortex problem.

Table 2
L? norm of errors of p in isentropic Euler vortex problem at t =10 (1 FTT).
N=6 N=8 N=10
h L? error  rate h L? error  rate h L? error  rate

10/20  1.21E-05 - 10/12  7.00E-06 - 10/12  3.35E-07 -
10/24  5.50E-06  4.30 10/16  9.53E-07  6.93 10/16  2.10E-08 9.63
10/30  1.41E-06 6.04 10/20 1.61E-07 7.98 10/20  2.56E-09  9.43
10/36  490E-07 5.86 10/24  3.71E-08  8.05 10/24  3.31E-10  11.23

Table 3
L? norm of errors of pu in isentropic Euler vortex problem at t =10 (1 FTT).
N=6 N=8 N=10
h L? error  rate h L? error  rate h L? error  rate

10/20  9.39E-06 - 1012 749E-06 - 1012 421E-07 -
10/24 871E-06 041 10/16 125E-06 622 10/16 234E-08  10.04
10/30  128E-06 860 10/20 196E-07 832 10/20 271E-09  9.66
10/36  3.68E-07 684 10/24 852E-08 456 10/24 450E-10  9.86

Table 4
L? norm of errors of pv in isentropic Euler vortex problem at t =10 (1 FTT).
N=6 N=8 N=10
h L? error  rate h L? error  rate h L? error  rate

10/20  8.85E-06 - 10/12  5.63E-06 - 10/12  3.15E-07 -
10/24  431E-06 394 10/16  6.31E-07  7.60 10/16  1.65E-08 10.25
10/30  1.01E-06 6.52 10/20  111E-07 7.80 10/20  1.78E-09 9.99
10/36  3.53E-07 5.75 10/24  3.26E-08  6.71 10/24  2.99E-10  9.78

where, the integral in Equation (62) is evaluated using the GLL quadrature law, in Equation (63), i =2, 3,4 correspond to
the h-refinement levels form the baseline (coarsest) level of i =1, U is the solution vector for the numerical solution, and
Uey: is the solution vector for the exact solution. Details of the h-refinement study can be seen in Tables 2 to 5 for different
polynomial orders. Here, N refers to the number of GLL points per element per direction, while the polynomial order of
approximation is equal to N — 1. Optimal convergence rates are obtained in different ranges of h for different polynomial
orders. Under p-refinement, the element length h is set to 10/4, resulting in 16 uniform elements within the domain, which
is coarser than the i =1 level of the h-refinement study. As expected, the error drops exponentially when we increase the
polynomial order, demonstrated in Fig. 2. From Tables 2 to 5, we can also notice that higher-order cases are more accurate
than the lower-order ones with the same or even fewer degrees of freedom (DOFs). Here, the number of DOFs is defined

12
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Table 5

L? norm of errors of pe in isentropic Euler vortex problem at t =10 (1 FTT).
N=6 N=38 N=10
h L? error  rate h L? error  rate h L? error  rate
10/20 3.47E-05 - 10/12 1.64E-05 - 10/12 9.44E-07 -

10/24 1.50E-05 4.60 10/16  2.17E-06 7.03 10/16  4.63E-08 10.48
10/30  3.57E-05 6.44 10/20  3.81E-06  7.79 10/20  6.12E-09 9.06
10/36 1.38E-06 5.20 10/24 1.09E-07 6.84 10/24  1.04E-09 9.75

L? error of density

8 10 12 14 16 18 20
Polynomial order

Fig. 2. L? error of density after 1 FIT for the isentropic Euler vortex problem.

(]

10

Periodic-Periodic
Periodic-Free stream

"10°7

L7 error of density

0 200 400 600 800
FTTs

Fig. 3. L? error of density after long simulation time for the isentropic Euler vortex problem with h =10/8 and N =12.

as the total number of solution points. In Table 2, for example, the coarsest case of N =10 (corresponding to a polynomial
order of 9), with (12 x 10)2 = 120% DOFs, has a smaller L? error than the finest case of N =6 which has 2162 DOFs.

We subsequently look into long-term stability properties of the developed methodology using this problem. The domain
is decomposed into 8 x 8 uniform square elements. Within each element, there are 12 GLL points in each direction. From
the results in Fig. 3 we can see that if the periodic-periodic boundary condition is imposed, the error increases rapidly.
By 139 periods, a significant contamination caused by the instability occurs in the domain (see Fig. 4). Similar issues
related to long-term stability of the computations of the convecting compressible Euler vortex were also reported in [62].
Although the authors of [62] didn’t comment on a potential cause of this instability, another study [61] mentioned that
by changing the boundary conditions in a direction normal to the vortex propagation (on both sides of the domain) to a
free-stream boundary condition, the distortion of the solution in a long-time computation can be diminished. Here, free-
stream boundary conditions correspond to a Dirichlet if a flow is entering the domain, and Neumann, if it is leaving the
domain. When imposing periodic-free stream boundary conditions, robust long-term stability characteristics are achieved.
The error keeps at least two orders of magnitude lower than in the periodic-periodic case after 130 periods and still remains
considerably low even after 800 periods. Visually, there are no observable oscillations occurring in the density contour plot
(Fig. 4(b)). This long-term stability property is further tested by simulations with different polynomial orders but the same
number of DOFs (Fig. 5), such as N =4, N =8, in addition to already presented N = 12 case. All the three cases are able
to run stably until 800 FTTs. We again observe that with the same number of DOFs, the higher the polynomial order, the
lower the error.

13
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Density

- 08

.07

0.6

5.0e-01

(a) PI flux with periodic boundary condition in y direction (b) PI flux with free-stream boundary condition in y direc-
after 139 FTT tion after 800 FTT

Fig. 4. Density contours from different boundary conditions and simulation times. Periodic boundary conditions are used in x direction for all the cases. PI
flux with free-stream boundary conditions in y direction was the case that was able to run until 800 FTT.
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Fig. 5. L2 error of density for up to 800 FTTs with different polynomial orders.
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Fig. 6. L2 error of conserved variables at t =1 FTT for isentropic Euler vortex problem with different polynomial orders, N = 6 (left), N =8 (mid) and
N = 10 (right). In each sub-figure, we compare the L2 error using the two settings with the viscous regularization off (circles) and on (triangles) for p
(blue), pu (red), pv (yellow) and pE (violet). Black solid line represents the optimal order of convergence for different polynomial orders and free-stream
boundary conditions.

The above results are all obtained with the viscous regularization turned off. In order to study the effect of the viscous
regularization on the smooth solutions, we now compare this with the case where the viscous regularization is turned on
with {c*, cmax, P, B} = {10,0.5,0.7,0.01}, the same set of parameter values used in all the other test cases. We also set
o =1 to include the effect of the penalty term in Equation (54). The comparison is shown in Fig. 6. The errors agree well,
so we can conclude that the viscous regularization doesn’t affect the accuracy in the smooth area, which is expected.
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(a) N=4,h=2/40 (b) N=6,h=12/40 (¢) N=8,h=2/40

Density
1 ‘o

Fig. 7. Density (top) and entropy viscosity coefficient (bottom) contours for the Kelvin-Helmholtz instability problem with different polynomial orders at
t =3.7. Each snapshot corresponds to a whole domain [—1, 1]2.

3.2. 2D Kelvin-Helmbholtz instability

The inviscid Kelvin-Helmholtz instability test case is initialized on a periodic domain [—1, 1]% in a subsonic, shock-free
manner, with

p=1,
1 3
=_—+ 2B,
P=517%
u_1(B " (64)
=5 i
1

vV =—sin(2mwXx),
10 (2mx)

where B =tanh(15y + 7.5) — tanh(15y — 7.5) [34]. The simulation quickly gets under-resolved due to the development of
the shear layers with the absence of viscosity. It turns out that with the split-form DGSEM alone, the simulation is not stable
and will blow up in a relatively short time, under t = 5. With the help of the viscous regularization, all the three simulations
with different polynomial orders (h =2/40 and N =4, 6 and 8) can run without stability issues past t =20. At t = 3.7, our
results in Fig. 7 show similar patterns with the ones in [34]. Apparently, our result with N =4 is more dissipative, which
is due to the fewer DOFs used compared to the results in [34]. When N increases to 6, the total number of DOFs is close
to the one used in [34], thus the results are comparable. We can see from the entropy viscosity coefficient contours shown
in Fig. 7 that the viscous regularization is activated locally at each GLL point, rather than attaining a uniform value across
the elements. It retains the accuracy of the “smoother” area as much as possible. As the structures develop to t = 20 (see
Fig. 8), completely different patterns are observed. This is the result of the strong non-linearity of this test case.
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Fig. 8. Density contours, from 0.4 to 2.4 with 256 levels, for the Kelvin-Helmholtz instability problem with h =2/40 and N =4 (left), N=6 (mid), N=8
(right) at t = 20. Each snapshot corresponds to a whole domain [—1, 1]2.

Table 6
L' error of density in Sod shocktube case.
N=4 N=6 N=8
DOFs L' error  rate DOFs L' error  rate DOFs L' error  rate

100 1.32E-02 - 150 8.00E-03 - 200 5.50E-03 -
200 6.94E-03 09295 300 4.18E-03 09376 400 3.01E-03  0.8706
400 3.47E-03 1.0022 600 2.20E-03 09216 800 1.66E-03 0.8576

Table 7
L? error of density in Sod shocktube case.
N=4 N=6 N=8
DOFs L% error  rate DOFs L2 error  rate DOFs L% error  rate

100 2.25E-02 - 150 1.62E-02 - 200 1.17E-02 -
200 1.40E-02 0.6905 300 9.51E-03  0.7595 400 7.50E-03 0.6442
400 8.44E-03  0.7263 600 6.17E-03 0.6244 800 5.39E-03  0.4767

3.3. Sod shocktube problem

Sod shocktube problem [54] is initialized as

(1,0,1),x<0,

(po.u.p)= { (0.125,0,0.1),x > 0, (85)

on the domain x € [—0.5,0.5]. All results are obtained at t = 0.2. The exact solution is calculated using the method of
characteristics [54]. The h-refinement convergence study is done under the polynomial orders N =4, 6, 8 (see Fig. 9). The
results are converging to the exact solution as we refine the mesh. Results from the convergence study are displayed in
Tables 6 through 8. The L! and L? error of density under different resolutions, and the corresponding convergence rates
are calculated. The convergence rates of L' and L? errors are close to their theoretical values of 1 and 0.5, respectively,
in the presence of discontinuities [63], in nearly all the cases, which is comparable to the results from other numerical
tests [40,42]. We also notice that the p-refinement leads to a slight drop of the convergence rate, which is also observed
in [40]. However, an opposite trend is documented in [42]. The reason behind this difference requires further investigation
and might depend on the specific details of a numerical method. Further, we compare the absolute values of L' and L2
errors between high-order cases and low-order cases. The errors for the same or equivalent number of degrees of freedom
are directly compared in Table 8. It can be appreciated that the higher-order setup results in lower error at the same number
of DOFs, both for L' and L? errors. We can further observe this trend in Fig. 10, where a higher order approximation shows
a better agreement with the exact solution in the vicinity of discontinuities, but this advantage is not as obvious in the
smooth areas.

3.4. Lax problem

The Lax problem is also a member of the shocktube test problems. Thus, like the Sod shocktube problem, the analytical
solution is available for the convergence studies. This case is initialized as

16



F. Zhang and Y.T. Peet Journal of Computational Physics: X 17 (2023) 100123

0.28
Exact
: ——N=4, DOFs=100 0.42 0.26 =
N=4, DOFs=200 0.4 024
08 ——N=4, DOFs=400
- 0.38 022
Contact 0.36 -
’{ . . . Q Q
0.6 Rarefaction Discontinuity 0.34 -
0.32 ’
= Shock 03 0.16
/ 0.28 0.14
0.2
‘ 0.26 0.12
-0.5 0 0.5 0.16  0.17 0.18 0.19 0.2 0.21 0.33 0.34 0.35 0.36 0.37
X X
0.28
Exact — -
. ——N=6, DOFs=150 042 0.26
N=6, DOFs=300 04 0.24
08 ——N=6, DOFs=600 o~
' D3 0.22
0.36
0.6 LT « 02
0.18
0.32
0.4 03 0.16
0.28 \ 0.14
5
02 0.26 0.12
-0.5 0 0.5 0.16 0.17 0.18 0.19 0.2 0.21 0.33 0.34 0.35 0.36 0.37
X X X
0.28
Exact
! ——N=8, DOFs=200 0.42 0.26
——N-s. DOFs-#00 bie 024
0.8 = 0.38
i 0.22
0.36 5
S06 034 0
0.18
0.32
0.4 03 0.16
0.28 0.14
0.2 "
0.26 0.12
-0.5 0.16  0.17 0.18 0.19 0.2 0.21 0.33 0.34 0.35 0.36 0.37
X X X
(a) Entire domain (b) Vicinity of contact discontinuity (c) Vicinity of shock
Fig. 9. Density distribution for the Sod shocktube problem with different polynomial orders and grid sizes at t =0.2.
Table 8
L' and L? error of density in Sod shocktube case with the equivalent number of DOFs and different
polynomial orders.
N=4 N=6 N=38
DOFs  L'error L% error  DOFs  L! error L2 error  DOFs  L'error L2 error
200 6.94E-03 1.40E-02 204 6.00E-03 1.25E-02 200 5.50E-03 1.17E-02
400 3.47E-03 8.44E-03 402 3.06E-03 8.39E-03 400 3.01E-03 7.50E-03
(p.u,p) = (0.445,0.698, 3.528),x <0, (66)
p.UP)= (0.5,0,0.571), x > 0,

on the domain x € [—5, 5]. All the results are obtained at t = 0.13, as presented in Figs. 11 and 12. The convergence rates of
L' and L? errors are close to the theoretical values, 1 and 0.5, respectively, for most of the cases, as can be observed from
Tables 9 and 10. We also conduct comparisons between the cases with the same number of DOFs but different polynomial
orders. The previous conclusion that the cases with higher polynomial order have lower errors also holds for the Lax
problem.



F. Zhang and Y.T. Peet Journal of Computational Physics: X 17 (2023) 100123

0.28
0.42 ! |===Exact 0.26 |
o V' |[——N=4, DOFs=200
) 1 N=8, DOFs=200 0.24
0.38 I| —N=4, DOFs=400 0.22
1 |T——N=8, DOFs=400 :
0.36 i 62
U 0.
0.34
0.32 0.18 = = =Exact
0.16 ——N=4, DOFs=200
0.3 : N=8, DOFs=200
0.28 0.14 ——N=4, DOFs=400
) —N=8, DOFs=400
0.26 0.12
0.16 0.17 0.18 0.19 0.2 0.21 0.33 0.34 0.35 0.36 0.37
X X
(a) Vicinity of contact discontinuity (b) Vicinity of shock
Fig. 10. Density distribution for the Sod shocktube problem using different refinement plans at t = 0.2.
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Fig. 11. Density distribution for the Lax problem under different polynomial orders and grid sizes at t =0.13.
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Fig. 12. Density distribution for the Lax problem around the density waves using different refinement plans at t = 0.13.

Table 9

L' error of density in Lax problem.
N=4 N=6 N=38
DOFs L' error  rate DOFs L' error  rate DOFs L' error  rate
80 2.88E-02 120 1.70E-02 160 1.20E-02

160 1.47E-02 0.9697 240 8.69E-03  0.9647 320 5.96E-03 1.0074
320 7.38E-03 0.9973 480 4.79E-03  0.8589 640 3.43E-03  0.7986
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Table 10

L? error of density in Lax problem.
N=4 N=6 N=8
DOFs L% error  rate DOFs L% error  rate DOFs L% error  rate
80 8.69E-02 - 120 6.07E-02 - 160 4.96E-02 -

160 6.15E-02 0.4984 240 4.41E-02 0.4589 320 3.55E-02  0.4811
320 4.14E-02 0.5721 480 3.47E-02 0.3488 640 2.85E-02 03156

3.5. Shu-Osher problem

This test case models the interaction of a moving Mach 3 shock wave with high-frequency density waves [55]. The ability
to capture small-scale structures in the near-shock region tested by this problem is crucial in many important cases, e.g.,
during shock wave/boundary layer interaction. The problem is initialized as

(p.u.p) = { (3.857143,2.629369, 10.333333),x < —3/8, (67)
T (1+0.2sin(50x), 0, 1), x > —3/8,

on a domain x € [—0.5, 0.5]. All data is collected at t = 0.18. Due to the absence of an analytical solution for this problem,
the reference value is obtained using the same numerical method with 2000 elements and a polynomial order of 5. The
density distributions obtained under different polynomial orders and grid sizes as compared to a reference solution are
shown in Fig. 13. For the coarsest case, with h = 1/25 and N = 4 corresponding to 100 DOFs, the density waves are not
resolved at all. After we conduct both p-refinement and h-refinement to reach 600 DOFs, the structure is well-resolved.
Similarly to what we found in the shocktube case, the p-refinement is also more efficient in this case. This is demonstrated
in Fig. 14. We can get 200 and 400 DOFs by applying different refinement plans, e.g. 400 DOFs can be decomposed into 50
elements with a polynomial order of 7 (N = 8), or 100 elements with a polynomial order of 3 (N = 4). Fig. 14 confirms that
higher-order refinement plans provide better performance, especially in the vicinity of troughs.

3.6. Mach 3 forward step problem

The Mach 3 forward step problem was originally introduced in [56] and re-examined in [57] to compare several
difference schemes. This problem is chosen in the current study to test the performance of the developed method-
ology in 2D cases with discontinuities. The same domain as in [57] is used for the current simulations, which is
(x,y) €10,0.6] x [0,1] U [0.6,3] x [0.2,1]. Symmetry boundary condition is applied to the upper and lower boundaries,
including the step boundary. The left and right boundary conditions are set to a supersonic inflow and outflow, respectively.
The top row of Fig. 15 shows the results of the baseline case (h = 1/40, N=4) at t = 3. All typical structures, such as a
bow shock, Mach stem, contact discontinuity, and a reflecting shock, are well captured as compared to [57]. We can see
that the entropy viscosity is only activated near the shocks and at the step corner, while it is viscosity-free in the vicinity
of the contact discontinuities, which is expected (see Fig. 15). Both the h— and p-refinement cases are able to capture the
Kelvin-Helmholtz instability along the slip line. However, the case with p-refinement resolves apparently more structures
than the h-refinement case.

It was previously noted that a step corner singularity gives rise to an artificial entropy layer at the bottom wall that
creates certain artificial structures in the numerical solution [2,42,57]. It is seen from the work of [2,42] that these artificial
structures come in the form of a Mach stem at the bottom wall at lower polynomial orders, while they transition into
sharp inclined shock-like structures at higher polynomial orders. The existence of these structures was noted in spite of
rounding the corner in [42]. Consistent with the previous observations, we do not get a Mach stem, but rather a shock-
resembling structure, which is created where the reflecting shock hits the step wall, moves upstream towards the corner as
the time progresses, and merges with another weaker shock that is formed close to the corner, as indicated in Fig. 15. These
artificial structures can potentially be removed by either a modification of the numerical scheme near the corner [57], or
an aggressive mesh refinement around the corner [2]. In this paper, we have opted not to resolve to any extra measures for
this test case, since removing the singularity by itself is not the focus of this investigation, and, as seen from Fig. 15, the
artificial structure shows no apparent effect on the major physical structures, at least until the end of the simulation time
of t =3, as compared with the previous results [2,42,57].

3.7. 2D Riemann problem case 3

This 2D Riemann problem divides the domain into four equal parts, and uniform initial conditions are applied in each
subdomain. Different initial conditions will develop into different structures [58,59]. The initial condition for case 3 is set
on a 2D domain (x, y) € [0, 1]* as follows,
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Fig. 13. Density distribution for the Shu-Osher problem under different polynomial orders and grid sizes at t = 0.18.
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p=03, p=05323, u=(0,1.206), in
p=15 p=1.5, u=(0,0), in

0<x<0.5, 05<y<1,
0<x<0.5, 0<y<0.)5,

(68)
05<x<1, 0<y<0.5,

05<x<1, 05<y<1.

The computational domain is decomposed into 100 x 100 elements. As mentioned before, a penalty term for the shock
capturing scheme in Equation (54) needs to be included in order to run this case, see also Table 1. In a previous numerical
investigation [64], Neumann boundary condition, or a so-called outflow boundary condition was imposed for all the four
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Fig. 14. Density distribution for the Shu-Osher problem around the density waves using different refinement plans at t =0.18.
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Fig. 15. Density (left) and entropy viscosity coefficient (right) contours for the forward step problem at t = 3 with different mesh refinement: baseline (top),
h=1/40, N =4; h-refinement (mid), h = 1/80, N =4; p-refinement (bottom), h =1/40, N =8.

boundaries. However, in our experience, this boundary condition doesn’t work well in this case. Strong numerical oscillations
are created at the discontinuities near the boundaries. Eventually the noise results in a divergence. Here, we impose a time-
varying Dirichlet boundary condition to make the computation stable. Within a limited computation time, the boundaries
can be considered as one-dimensional shocktube cases, whose analytical solutions are available. By initializing the case with
the set of values as given in (68), the solution displays four shocks created on the boundaries of each of the two adjacent
zones [58,59], which is represented correctly by the current numerical solution. Indeed, in Fig. 16, we see discontinuities at
the interior edges in the density contours that are consistent with the initial conditions. Comparing our results to the results
from previous literature [58,59,64,65], we can see that our solver accurately captures the core structures in the main region.
With the p-refinement, more details, especially the structures related to the shear instability, are resolved as expected.

3.8. 2D Riemann problem case 15

The setup of this case is basically the same as the 2D Riemann problem case 3 described in Section 3.7, except for the
initial condition, which now reads
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Density Entropy viscosity coefficient
1.0e-01 04 06 08 1 12 1.6e+00 0.0e+00 0.0005 0.001 0.0015 0.002 2.5e-03

Fig. 16. Density (left) and entropy viscosity coefficient (right) contours for the 2D Riemann problem case 3 with different polynomial orders, top: h =1/100,
N =4; bottom: h=1/100, N =38, at t =0.3.

p=04, p=05197, u=(—0.6259,-0.3), in 0<x<05 05<y<I,

p=04, p=038, u=(0.1,-0.3), in 0<x<05 0<y<0.5, (69)
p=04, p=0.5313, u=(0.1,0.4276), in 05<x<1, 0<y<0.5,
p=1, p=1 u=(0.1,-0.3), in 05<x<1, 05<y<l.

For the boundary condition, we specify a locally one-dimensional solution of the Riemann problem developed out of
the conditions (69), similarly to the setup in Section 3.7. With this set of initial conditions, the discontinuities near the
boundaries are, counter-clockwise starting from the upper boundary, a rarefaction wave, a contact discontinuity, a contact
discontinuity, and a shock [58,59]. In Fig. 17, the pattern developed in the center area agrees well with the other published
work [58,59,64,65]. Kelvin-Helmholtz instability is observed along the density discontinuities in the higher-order case due to
a higher resolution capability, as expected. While the entropy viscosity is only activated along the main shock in the N =8
case, in the lower order case, it is activated in the core area, along the weak shock in the center, and also near the contact
discontinuities. As time progresses to t = 0.3, more small-scale structures are captured along the contact discontinuities and
in the core area (Fig. 18).
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Density Entropy viscosity coefficient
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Fig. 17. Density (left) and entropy viscosity coefficient (right) contours for the 2D Riemann problem case 15 with different polynomial orders, top: h =
1/100, N = 4; bottom: h=1/100, N=38, at t =0.2.

4. Conclusions

A high-order framework that uses discontinuous Galerkin spectral-element method to solve compressible Euler equa-
tions was developed. The summation by parts operator was introduced to the discrete approximation of the volume fluxes.
Combining the SBP operator with the telescopic volume differencing relation and a two-point Pirozzoli flux formula, a ki-
netic energy preserving numerical scheme was obtained, which results in a provably stable formulation reducing an aliasing
error [7,66]. To extend this split-form DGSEM formulation to the cases with discontinuities, a viscous regularization was
introduced to the developed numerical methodology to enable shock capturing. The viscous regularization was only acti-
vated in the areas with sharp gradients, and the viscosity switch was controlled by an entropy-residual based shock detector
combined with a Ducros sensor. While viscous regularization is an established framework for stabilization of compressible
equations with shocks [3,37,42], to the authors’ knowledge, its application within the split-form DGSEM methodology is new.
In fact, split-form DGSEM methods were previously applied mostly with an element-wise subcell finite volume method for
shock capturing. The current work serves as a useful exploration of split-form DGSEM methods with a gridpoint-wise shock
capturing method enabled by an entropy viscosity formulation in the realm of discontinuous flow cases.

Two smooth and six discontinuous test cases were performed with the developed numerical methodology. For the 2D
isentropic Euler vortex case, a high-order accuracy and a long-term stability were achieved using Pirozzoli flux augmented
by a local Lax-Friedrichs dissipation term to estimate the interface flux. The results of Kelvin-Helmholtz problem showed
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Fig. 18. Density contours for the 2D Riemann problem case 15 with different polynomial orders, left: h =1/100, N =4; right: h=1/100, N=38, at t =0.3.

that even continuous cases, when under-resolved, may need additional techniques beyond the split-form DGSEM to stabilize
the computations, and the proposed modified entropy viscosity method was able to achieve this with a little amount of
added dissipation to retain the accuracy. From all the test cases with convergence studies, we found that the p-refinement
was more efficient than the h-refinement. Indeed, p-refinement cases provided lower errors for the same number of degrees
of freedom, which was the major motivation to pursue high-order methods. The developed methodology also demonstrated
a good performance in 2D shocked problems. The method yielded an accurate representation of the physical structures
formed due to the flow discontinuities in all the test cases. The resolution of a Kelvin-Helmholtz instability along the contact
discontinuities in shocked cases indicates the high-order discretization capabilities of the solver in the presence of shocks.
We also remark that the set of artificial viscosity parameter values, {c*, cmax, P, B} = {10,0.5,0.7,0.01}, was considerably
robust and was applied to all of the above test cases, while for the 2D Riemann problem case 3, an additional penalty term
when discretizing the viscous fluxes in a shock capturing scheme was needed to ensure stability. Cases containing even
stronger shocks, such as blast wave problems, may require additional stabilization techniques beyond what was presented
in this paper, which is the subject of the future work. One possible drawback of the developed methodology is a restrictive
time stability constraint in an explicit formulation due to an added dissipation as a result of the viscous shock capturing.
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