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Abstract— Partial Integral Equations (PIEs) have been used
to represent both systems with delay and systems of Partial
Differential Equations (PDEs) in one or two spatial dimensions.
In this paper, we show that these results can be combined to
obtain a PIE representation of any suitably well-posed 1D PDE
model with constant delay. In particular, we represent these
delayed PDE systems as coupled systems of 1D and 2D PDEs,
obtaining a PIE representation of both subsystems. Taking the
feedback interconnection of these PIE subsystems, we then
obtain a 2D PIE representation of the 1D PDE with delay. Next,
based on the PIE representation, we formulate the problem of
stability analysis as convex optimization of positive operators
which can be solved using the PIETOOLS software suite. We
apply the result to PDE examples with delay in the state and
boundary conditions.

I. INTRODUCTION

We consider the problem of analysis of coupled systems of
Partial Differential Equations (PDEs). In both modeling and
control of PDE systems, the evolution of the system often
depends on the internal state of the system at earlier points in
time, giving rise to delays in the model. For example, these
delays may be inherent to the dynamics of the system itself,
appearing within the PDE (sub)system, as in the following
wave equation adapted from [1]

Uy (t, ) = Uge (b, ) + pug(t, ) — ue(t — 7, 2),
u(t,0) =u(¢t,1) =0.

Alternatively, delay may appear in the Boundary Conditions
(BCs) of the PDE, as in the following wave equation from [2]

Uy (t, ) = uge(t, x),
u(t,0) =0, u,(t,1)=(1—p)u(t,1)+ pu(t—7,1).

In each case, the presence of delays naturally complicates
analysis of solution properties such as stability of the system,
as at any time ¢ > 0, the state of the system involves not
only the current value of the state u(t), but also the value
of u(s) for all s € [—7,0].

To verify stability of PDEs with delay, one common
approach involves testing for existence of a positive definite
functional V' that decays along solutions to the system — i.e.
a Lyapunov-Krasovskii Functional (LKF) [3]. In particular,
for a delayed PDE with state u(¢) and delayed state ¢(t)
defined by ¢(t, s) := u(t — s7) for s € [0, 1], the challenge
of proving stability then becomes that of finding a functional
V(u, ¢) that satisfies V' (0) = 0, V(u, ¢) > 0 for (u, ¢) #
0, and V (u(t), ¢(t)) < 0 along all solutions (u, ¢) to the
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system. In practice, a candidate LKF V' > 0 is usually fixed
a priori, often as some variation on the energy functional
V(u, @) = ||ul|® + ||¢||?, and then proven to decay along
solutions to a system of interest. Although stability properties
of a variety of PDEs with delay have been proven this way,
including for heat and wave equations with both time-varying
and constant delay [4], [5], results obtained in this manner
are difficult to extend to other systems. Specifically, a LKF
that certifies stability for one system may not be valid for
another, and identifying a suitable candidate LKF for a given
system requires significant insight.

To test existence of LKFs for more general PDEs with
delay, a cone of positive candidate functionals V' > 0 is
often parameterized by positive definite matrices P > 0.
The challenge in testing stability then becomes that of
enforcing decay of the functionals, Vv < 0, as a Linear Matrix
Inequality (LMI), @ =< 0, which can be efficiently solved
using semidefinite programming. Unfortunately, enforcing
V<0 along solutions to a PDE with delay as an LMI
is complicated by the fact that PDE dynamics are defined
by (unbounded) differential operators, and that solutions are
constrained to satisfy BCs. As such, most prior work in this
field focuses only on specific PDEs with delay, exploiting the
structure of the PDE (parabolic, hyperbolic, elliptic) and the
type of BCs (Dirichlet, Neumann, Robin) to enforce Vv <0.
For example, stability tests for heat and wave equations were
derived in [1], using the Wirtinger inequality to prove LMI
constraints for negativity V' < 0. Using a similar approach,
LMIs for stability of linear and semi-linear diffusive PDEs
with delay were derived in [6]-[8], as well as for reaction-
diffusion systems with delayed boundary inputs in [9].

The disadvantage of these approaches, however, is that
the results are again valid only for a restricted class of
systems, and rely on the use of specific inequalities (e.g.
Wirtinger, Jensen, Poincaré) to enforce Vv < 0. Extending
these results to even slightly different models, then, may
require significant expertise from the user.

In this paper, we propose an alternative, LMI-based
method for testing stability of a general class of linear PDE
systems with constant delay, by representing them as Partial
Integral Equations (PIEs). A PIE is an alternative represen-
tation of linear ODE-PDE systems, taking the form [10]

Tvi(t) = Av(t),

where the operators {7,.A} are Partial Integral (PI) op-
erators. In [10] and [11], it was shown that the sets of
1D and 2D PI operators form *-algebras, meaning that
the sum, composition, and adjoint of such PI operators is



a PI operator as well. As such, parameterizing Lyapunov
functionals V(v(t)) = (Tv(t),PTv(t)) by PI operators

P > 0, the decay condition V' < 0 along solutions to the
PIE can be enforced as a Linear PI Inequality (LPI)

T*PA+ A"PT =0. (D

Such LPIs constitute a specific class of linear operator
inequalities (introduced for stability analysis of PDEs with
delay in [1]), wherein the operator variable P has the struc-
ture of a PI operator. Since the fundamental state v(¢) € Lo
in the PIE representation is not constrained by e.g. BCs, these
LPI constraints need only be enforced on Ls. Parameterizing
positive PI operators P > 0 by positive matrices P > 0,
then, LPIs can be readily tested as LMIs, allowing analysis,
control, and estimation of PDEs to be performed using
convex optimization (see [12] and references therein).

In [13], it was shown that a general class of linear
Delay Differential Equations (DDEs) can be equivalently
represented as PIEs. Similarly, in [14], it was shown that any
suitably well-posed PDE system without delay can also be
equivalently represented as a PIE. However, constructing a
PIE representation for 1D PDE systems with delay is compli-
cated by the fact that the delayed state ¢ (¢, s, z) = u(t—s, x)
in this case varies in two spatial variables. To address this
problem, in this paper, we decompose the delayed PDE into
a feedback interconnection of a 1D PDE and a 2D transport
equation, where the interconnection signals are infinite-
dimensional. We prove that each of these subsystems can be
equivalently represented as an associated PIE with infinite-
dimensional inputs and outputs, extending prior work on
PIE input-output systems to the case of infinite-dimensional
inputs and outputs. Next, we consider the feedback intercon-
nection of PIEs with infinite-dimensional inputs and outputs,
deriving explicit expressions for the operators defining the
resulting closed-loop PIE. Finally, paramaterizing a LKF by
PI operators, we establish stability conditions expressed as
a convex optimization program, subject to LPI constraints.
These LPIs are then converted to semidefinite programming
problems using the PIETOOLS software package and tested
on several examples of delayed PDE systems.

II. PROBLEM FORMULATION
A. Notation

For a given domain Q C RY, let L5[Q] and L% [Q)]
denote the sets of R"-valued square-integrable and bounded
functions on (2, respectively, where we omit the domain
when clear from context. Define intervals Q} := [0, 1] and
Qb :=[a,b], and let QL := QL x Q0. Fork = (k1, ko) € N2,
define Sobolev subspaces H [Q] and H['[Q§] of Ly as
HP Q0] ={v|0sveLy[Q)], Va e N:a< ki },
HEg) = {v| omomveryion), v en: uz ).

ag<ky

B. Objectives and Approach

In this paper, we propose a framework for testing expo-
nential stability of linear, 1D, 2nd order PDEs, with delay in

the dynamics. Specifically, we focus on systems of the form

u(t,x) u(t —7,x)
w(t,z) = A(z) |ue(t,z) | + Ag(z) |uet—72) |, (2)
um(t,x) uzz(t -7, 'T)

u(t) € Xg[Q), t>0, € QP

where A, Ay € LW3"[QY], and where the PDE domain
Xp is constrained by boundary conditions and continuity
constraints, and is defined by a matrix B € R2"X4" a5

u(a)
B[u';(fﬁ)] 20}, 3)
ug (b)

where B must be of full row-rank, defining sufficient and
independent boundary conditions (see also Sec. 3.2 in [10]).
Because of limited space, in this paper, we will not explicitly
consider cases wherein there is a delayed term in e.g. the
boundary conditions, or in some ODE coupled to the PDE.
However, the methodology presented in this paper can be
readily adapted to those cases as well, as well as to cases
with multiple delayed signals, and Nth order PDEs. More
details on such generalizations can be found in the extended
version of this paper [15].

In order to test stability of the delayed PDE (2), we will
first derive an equivalent representation of the system as a
Partial Integral Equation (PIE), taking the form

(Twi)(t,s,2) = (Aw)(t,s,2), (s,2) € Q¥, (@)

wherein the state w(t) € Ly [Q8] x Ly [Q38] is free of boundary
conditions, and where the operators 7 and A are Partial
Integral (PI) operators, defined as in Block 1. Using these
operators, stability of the PDE can then be tested as follows.

Proposition 1: Let A, Ay € L"3", B € R?"*4" and 7 >
0 define a delayed PDE as in (2). Define PI operators 7 ,.A4
as in Block 1. Suppose that there exist constants €, > 0
and a PI operator P such that P = P*, P = €21, and

APT + T*PA=< —2aT*PT. (5)

Finally, let { = /||P||z- Then, for any solution u to the
PDE (2) with ¢(¢,s) = u(t — s7) for s € [0,1], we have

u(t) < ¢l [u(0)

@(1) ;€ ¢(0)
where [[[50]],2 = ()13, + [y [6(t, )|}, ds.

In the remainder of the paper, we show how we arrive at
this result, explicitly proving it in Cor. 12. In particular, to
derive this result, we take the following four steps:

1. First, in Section III, we represent the delayed PDE as
the interconnection of a 1D PDE and a 2D PDE.

2. Then, in Subsection III-A and III-B, we derive equiva-
lent 1D and 2D PIE representations of the 1D and 2D PDE
subsystems, respectively.

3. Next, in Section IV, we prove that the feedback inter-
connection of PIEs can be represented as a PIE as well, and
take the interconnection of the 1D and 2D PIEs to obtain a
PIE representation for the delayed PDE.

4. Finally, in Section V, we provide a Lyapunov functional
based stability test for the PIE representation, allowing us to
test stability of the original delayed PDE.

X[ o= {u e HE[0Y]

et vVt >0,
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Block 1 Operators 7 and A defining the PIE (4) associated to the delayed PDE (2) with boundary conditions as in (3)

. 0

Define 7 := [7_1 7-2:|’A:: {Au -B.Au.,d A

and where for v € L2 [Q%],

with parameters
T:.= {O,Tl,TQ} I, O
Ti(z,0) := (x — 0) I, + To(x,0), (
Ty(x,0) := —K(z)(BH) ' BQ(z,9),
K(z) := [In (z — a)]n} ,
A = {AQ, Al, A2}7
Ag = {Aaq0,Aa1, Aaz},

A;j where 71 := Pr, A11 := Pa, and Ay1,q := Pa, are 3-PI operators (see Defn. 3),

(Ar12V) = /O (A11,4V(s))ds, (A22V)(5) := —=(T1V(s)),

0
b—0)I, Ao(x) == A(z) | o |,
I Q(ZE,Q) = ((J ) I |:I :|0
A BT 3]
T;(2,0) T} (2,6)
BLTj(:c,G):| , Aqg,j(z,0) := Aq(x) |:6wTj(z,8):| , je{1,2}
0 0

III. A PIE REPRESENTATION OF DELAYED PDES

In order to test stability of the Delayed PDE (DPDE) (2),
we first derive a representation of this system wherein we
model the delay using a transport equation. In particular, let
¢(t, s) represent u(t —s7) for s € [0, 1]. Then, u(¢) satisfies
the DPDE (2) if and only if (u(¢), ¢(t)) satisfies

w,(t) = M [ wnh ] + My, [ il(f(z,‘fl) ] u(t) € Xp, (6)

ugg (t) Gy (t,1)
¢t(t) - 7(1/7—)¢s(t)7 ¢(t) € Yu(t)a

where M 4 denotes the multiplier operator associated to A €
Loo[9?], and where we define the domain of ¢(t) as

Vai={o € Hi 5 [082]| 6(0,2) = u(@), é(s,) € Xp}. (D)

We now define solutions to the DPDE in terms of this format.

Definition 2 (Solution to the DPDE): For a given initial
state (ug, ¢y) € Xp X Yy,, we say that (u, ¢) is a solution
to the DPDE defined by {A, Aq, B, 7} if (u, ¢) is Frechét
differentiable, (u(0), ¢(0)) = (uo, ¢y), and for all ¢ > 0,
(u(t), ¢(t)) satisfies (6).

Although the representation in (6) no longer involves
explicit time-delay, stability analysis is still complicated by
the auxiliary constraints [;‘,E:;] € [Yiﬁ)} Therefore, in
the following subsections, we will separately consider the
dynamics of u(t) and ¢(¢), representing these dynamics in
an equivalent format free of auxiliary constraints — as PIEs.

A. A PIE Representation of 1D PDEs
Consider the 1D subsystem of the coupled PDE in (6),

u(t)

w(t) = Ma | 2 | +p(0),

ugg (t)

u(t) € Xg, (8

where now p(t) = My, { ft(f(i:ff)} € L7[N?] is considered
to be an input. In this system, we note that the 2nd-order
derivative v(t) := u,,(t) € L3[Q%] of the state u(t) €
Xp C HP[Q] does not have to satisfy any boundary
conditions or continuity constraints. Accordingly, we refer
to v(t) as the fundamental state associated to the PDE, and
we will derive an equivalent representation of the the 1D
PDE subsystem in (8) in terms of this state, as a PIE. To
this end, we first recall the definition of a 3-PI operator.
Definition 3: [3-PI Operators (II3)] For m,n € N, define

Ngmxn[QZ} ::L;nxn[QZ]ng@Xn[QZXQZ} X L;an[QZxQZ]-

Then, for given parameters R := {Rg, Ry, Ra} € N3, we
define the 3-PI operator R = Pg for u € LY Q%] as

x b
(Ru)(z) = Ro(z)u(z) +/ Ry (z,0)u(6)do +/ Ry (z,0)u(6)do.

We say R € II3 if R := Pg for some R € Nj.

Defining 3-PI operators in this manner, it has been shown
that II3 forms a *-algebra — i.e. is closed under summation,
composition, scalar-multiplication and adjoint with respect to
Ly [14]. Moreover, under mild assumptions on the boundary
conditions B, we can define a continuous, bijective map 77 :
L3 — Xp from the fundamental to the PDE state space as
a 3-PI operator, as shown in the following result from [10].

Lemma 4: Let Xp be as defined in (3), for some B €
R27%47 guch that BH € R?"*2" is invertible with H as in
Block 1. If 77 € Il3 is as defined in Block 1, then,

u="7i(0%u), Yue Xg and v=02(Tiv), Vv e Lj.

Proof: Defining K, H,(Q,T; as in Block 1, and using
Cauchy’s formula for repeated integration, we can show that

— (a)
u= MK I:uuz(a)} + P{OyTlfTQ,O}uIa:a

u(a)
[ﬁ&}HLﬁM+PMQmwm

ug (b)

Yu € H QY.

Imposing the boundary conditions in (3), it then follows that
u = (Pio,1,—1,,0y — M (BH) ' BP{0,0,0} )Uzz = T1Uss-
A full proof is given in [10]. [ ]
Lem. 4 proves that, given sufficiently well-posed boundary
conditions, any u € Xp is uniquely defined by its highest-
order partial derivative v = u,, € Ly as u = 7;v. Using
the Leibniz integral rule, we can then also express
u Tiuza P{O=T1>T2}V
My [ ug ] =My [amTwm] =My | P10,6,11,0.723V | = A1V,
uzz ugy P{Ip,0,0}V
for A;; € I3 as in Block 1. It follows that u(¢) satisfies the
PDE (8) if and only if v(t) = u,,.(¢) satisfies the PIE

Tive(t) = Auv(t) +p(t),  v(t) € L3[Qg). (9

Lemma 5: Suppose that A € LV3"[Q0] and B € R#nx4n
satisfies the conditions of Lem. 4. Define operators 71,.4; €
II3 as in Block 1. Then, for any given input p(t) € L3[Q%],
v is a solution to the PIE (9) with initial state vo € L3[Q2]
if and only if u = 7;v is a solution to the PDE (8) with



initial state ug = 71vp. Conversely, u is a solution to the

PDE (8) with initial state ug € Xp if and only if v = agu

is a solution to the PIE (9) with initial state vo = 92uy.
Proof: We refer to [10] for a proof. |

B. A PIE Representation of 2D Transport Equations
Consider now the 2D subsystem of the coupled PDE in (6),

¢t(t) = _<1/T>¢s<t)a ¢<t) € YTlv(t)a (10)
b (t,1)

wherein we consider v(t) = u.,(t) € L3[Q0] as an input,
and p(t) € LY[Q?] as an output. Although a framework for
constructing PIE representations for general 2D PDEs has
been developed in [11], in this case, we can significantly
simplify this construction by exploiting the structure of the
2D subsystem. In particular, by definition of the space Y,
any ¢(t) € Yy(¢) must satisfy the same boundary conditions
as u(t). As such, we can use the same operator 7; as
in Lem. 4 to also express ¢(t) in terms of its associated
fundamental state ¢, (), as shown in the following lemma.
Lemma 6: Let Y, be as defined in (7), with the set X g as
defined in (3) for some B € R?"*4" satisfying the conditions
of Lem. 4. If 77 € II3 and 75 are as defined in Block 1 and
u € Xp, then, for every ¢ € Yy, and every ¥ € L}[Q42],

¢ =u+T2(0:02¢), and P = 0,02(u+ Tarp).
Proof: Fix arbitrary u € Xp and ¢ € Y,,. By definition
of the set ¢ € Yy, we have ¢(0) = u and ¢(s) € Xp for
all s € [0,1]. By Lemma 4, then, ¢(s) = T1(92¢(s)) for all
s € [0, 1], implying that also

05p(s) = 0sT1(979(s)) = T1(0:07(5))-

Invoking the fundamental theorem of calculus, and using the
definition of the operator 75, it follows that

+S /0 0s(0)do
:u+/ﬁ3@@¢wmw:u+mamﬁwﬂﬁ
0

Now, fix arbitrary ¥ € L% [Q%%]. Then, for all s € [0, 1],

- 20 ( [ Tiw@)an) - £ w09,

Here, by Lem. 4, 927 (1)(s)) = 1p(s) for all s € [0,1]. =

Using the relation ¢(t) = Tiv(t) + Tatp(t) with @ (t) =
¢..,(t), and defining operators {Asz, A11 4,412} as in
Block 1, we can show that (¢, v, p) satisfies the 2D transport
PDE (10) if and only if (¢, v,p) satisfies the PIE

Tive(t) + Tatp,(t) = Asotp(t), () € LY,
p(t) = An’dv(t) + .A121/J(t).

Lemma 7: Suppose that Ay € L3"[Q0] and 7 > 0, and
that B € R?"*4" gatisfies the conditions of Lem. 4. Define
PI operators {71, Tz, A22, A11,4, A12} as in Block 1. Then,
for any given input v(t) € Ly[Q2], (1, p) solves the PIE (11)
with initial state 1, € L2[Q3?] if and only if ¢ = Tiv +

9502 (u+ (T2vp)

Y

T2t solves the PDE (10) with initial state ¢, = T1v(0) +
Tatpy. Conversely, (¢, p) solves the PDE (10) with initial
state ¢y € Y7,y (o) if and only if ¢ = 9,92¢ solves the
PIE (11) with initial state 1, = 9502 ¢y.

Proof: Fix arbitrary 1, € L3[Q4] and v(t) € L3[QY]
for ¢ > 0. Let 1(t) € Ly[Q%] and define ¢(t) = Tiv(t) +
T2 (t). By Lemma 6, ¢(t) € Y7,v(+). In addition, it is clear
that ¥ (0) = 1, if and only if ¢(0) = T1v(0) + T21,.
Moreover, since 7;v(t) does not vary in s € [0, 1],

$.(t) = 0. Tatp 6/ )(t,0)d6 = Tigp(t) = —7Assip (1),
noting that Ags = 77’7'1 It follows that
Tive(t) + Tawpy(t) — A29p(t) = ¢4 (1) + (1/7) P, (1) (12)

Furthermore, we note that, for any w € L}[Q?],
0. (Tiw) = s / Ty (x, 0)w(6)d0 + D, /Two w(6)d6
/ 8.y (,0)w(6)df

/3Rm9 (0)d6

0)do + / 8T (x, 0)w(6)do.

=Ti(z,z)w

—To(z,z)w

- / 8. Ty (z, 0)w

By definition of the operators A;; ¢ and Aj», it follows that
(A11,qv) (t, z) + (A12%) (¢, 2) (13)

aute) ([ 2] (7). / ] () 15,004

|
— Aa(x) [ 2] (2. 1,)

By (12) and (13), we conclude that (¢(t), p(t)) satisfies the
PIE (11) if and only if (¢(¢), p(t)) satisfies the PDE (10).
For the converse result, let ¢, € Y7,y and ¢(t) €
Y7 v, and deﬁne P, = 0,02¢, and (t) = 0,02¢(t). By
Lem. 6, (t) = Tiv(t) + Tat(t) and ¢y = Tiv(0) + Torpo,
By the first 1mphcat10n, it follows that (¢, p) is a solution
to the PDE with initial state ¢, if and only if (¥, p) is a
solution to the PIE with initial state 1), ]

IV. FEEDBACK INTERCONNECTION OF PIES

Having constructed a PIE representation of both the 1D
and 2D subsystems of the PDE (6), we now take the feedback
interconnection of these PIE subsystems to obtain a PIE
representation for the full delayed PDE. This PIE will have
state w(t) = [0 ] € 2™ [Qfb], where we define

Zm ) Qph] = L3 Q0] x L3 [Qb). (14)

We represent a generalized PIE on such a state space as
Tope(t) + Twi(t) = Aw(t) + Bp(t), w(t) € Z™[Q,],
q(t) = Cw(t) + Dp(), (15)
with input p(t) € Z" and output q(t) € Z™ for ny,np,nq €
N2, and where 7,, through D are all PI operators. We collect

these PI operators as G := {7, 7,, A, B,C, D}, writing G €
T X () or G = {T, A} € TI™M if ny = ng = 0,



Definition 8 (Solution to the PIE): For a given input sig-
nal p and initial state wg € Z™, we say that (w,q) is a
solution to the PIE defined by G := {7, 7,,A,B,C,D} if
w is Frechét differentiable, w(0) = wy, and for all ¢ > 0,
(w(t),q(t),p(t)) satisfies Eqn. (15).

Using the composition and addition rules of PI operators,
we now show that the feedback interconnection of two
suitable PIEs as in (15) can be represented as a PIE as well.

Proposition 9 (Interconnection of PIEs): Let

Gl = {717 7;% Ala Bpa qu qu} e H(nl’nq)X(nhnp)a

Gy = {7—23 7:1; As, Bq>cp7 0} e Tr(n2:m)x (n2:ng)
and define G := {7, A} € II™*™ with n, = n; + n, as
— T ToCp A= Ar B,Cp
' 77104 7~2+7:1qucp ’ ' chq AZ“‘BqupCp )
Then, [ ] solves the PIE defined by G with initial values
[ o] if and only if (v,q) and (¢, p) solve the PIEs defined

by G and Go with initial values v and 1), and inputs p
and q, respectively, where
p(t) = Cpyp(t), q(t) = Cqv(t) + Dgpp(t). (16)
Proof: Let v(t) € Z" and ¥(t) € Z™ for t > 0.
Then, p(t) and q(t) satisfy the PIEs defined by G5 and Gy,
respectively, if and only if they are as in (16). In that case,

T

7 (Ve@) | [ v@) | Z | Tave(t) + ToCpthy (1)
P, (t) P(t) TaCqvi(t) + Torp,(t) + TaDapCptp,(t)
_ [Aw(t) + B,Cotp(t) ]
ByCqv (t) + A29(t) + By DgpCprh(t)

_ [ Topelt) + Tive(t) — Arv(t) — Byp()
= [quxt) + Torp, () — Astp(t) - quw] :

From this expression, it follows that [ 3¢ | satisfies the PIE
defined by G if and only if v(¢) and 4 (t) satisfy the PIEs
defined by G and G, respectively. [ ]

Using this result, we finally construct a PIE representation
for the full DPDE in (6).

Corollary 10: Suppose that A, Ay € L3 [Q8], 7 > 0
and B € R?"*4" gatisfies the conditions of Lem. 4. Define
T and A as in Block 1. Then, [+ ] is a solution to the PIE
defined by {7, .A} with initial state [, | if and only if [5] =
T [+] is a solution to the DPDE defined by {4, A4, B, 7}
with initial state [, | = 7 [ ]. Conversely, [ ] is a solution
to the DPDE defined by {A, A4, B, 7} with initial state [ 40 |

if and only if [ ] = { ok } is a solution to the PIE defined
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by {T, A} with initial state [ ] = [;MJ

Proof: By definition of the operatofcs , A, and invok-
ing Prop. 9, [+, ] is a solution to the PIE defined by {7, A}
if and only if v and ) are solutions to the PIEs (9) and (11),
respectively. By Lem. 5 and Lem. 7, it follows that [, ] is a
solution to the PIE defined by {7, A} if and only if u = 71 v
and ¢ = T1v + T2 are solutions to the PDEs (8) and (10),
respectively. Taking the interconnection of these PDEs, we
finally conclude that [ ] is a solution to the PIE defined
by {7, A} if and only if [3] = T[3] = [ ][] is
a solution to the DPDE (6), defined by {4, A4, B, 7}. The
converse result follows by similar reasoning. [ ]

V. TESTING STABILITY IN THE PIE REPRESENTATION

Having established a bijective map between the solution
of the DPDE (6) and that of an associated PIE, we now show
how this PIE can be used to formulate a convex optimization
problem to test stability of the DPDE. To derive this test, we
use the following inner product on w = [ ] € Z"[}],

<W1aW2>z = <V17V2>L2[Qg] + <’¢1»’¢2>L2[Qg)g] .

Theorem 11: Let {T, A} € II"*", and suppose that there
exist constants €, « > 0 and a PI operator P : Z" — Z" such
that P = P*, P = €21, and

APT + T*PA =X —2aT*PT. (17)
Then, any solution w to the PIE defined by {7, .A} satisfies

ITw(t)llz < (¢/)ITW(0)]lz ™", where ¢ := V/|[Pl|,.

Proof: Consider the candidate Lyapunov functional
V(w) = (Tw,PTw),. Since P = €I and ||P||z, = (%
this function is bounded below as V(w) > €2||Tw]|2, and
bounded above as V(w) < ¢?||Tw]|)2, for all w € Z". Now,
let w be an arbitrary solution to the PIE defined by {7, A}.
Then, the temporal derivative of V' along w satisfies

V(w) = (Tw, PTwW), + (Tw,PTw,),
= (Aw, PTw), + (Tw,PAw),
=(w,(A"PT+T "PA)w),
< 2o (Tw,PTw), = —2aV(w).

Applying the Gronwall-Bellman inequality, it follows that
V(w(t)) < V(w(0))e 2% and therefore
ITw(®)Z < (¢/e)?[Tw(0)]Z e u
Thm. 11 shows that, for a PIE defined by {7,.A4},
feasibility of the Linear PI Inequality (LPI) (17) proves
exponential stability of 7w for all solutions w to the PIE.
Using equivalence of the DPDE (6) to the PIE defined in
Cor. 10, we can then test stability of the DPDE as follows.
Corollary 12: Let {A, A4, B, 7} define a DPDE system,
and let {7, A} be as in Cor. 10. If there exist ¢, o, > 0 and
P satisfying the conditions of Thm. 11, then any solution [} ]
to the DPDE defined by {A, Ay, B, 7} satisfies

1611, < /o], e

Proof: Let [ ;] be a solution to the DPDE defined by

{A, Ay,B, 7}, and let [ ] = [+2° ]. By Cor. 10, [, ] solves
the PIE defined by {7,.A}, and [;] = T [+]. Applying
Thm. 11 with w = [ ], the result follows. [ |
By Cor. 12, we can finally test stability of the DPDE (6),
by the solving LPI (17). Note that stability is proven in the
norm || [39[[5 = la()l3, + f, I#(t. 5)[3,ds. bounding
both the PDE state u(¢) and its history ¢(¢,s) = u(t — s7).

VI. NUMERICAL EXAMPLES

In this section, we provide several numerical examples,
illustrating how stability of different PDE systems with delay
can be numerically tested by verifying feasibility of the
LPI from Thm. 11. In each case, the PIETOOLS software
package [12] is used to declare the delayed system as a
coupled system of (ODEs and) PDEs, convert the system
to an equivalent PIE, and declare and solve the stability LPI.



A. Heat Equation with Delay in Dynamics
Consider the following PDE with delay from [1], [16]
u(t, ) = uge(t,z) + ru(t,z) —u(t —7,z), =z € Qg,
u(t,0) = u(t,7) =0. (18)

Modeling the delay as a 2D transport equation, and using
PIETOOLS, we obtain an equivalent PIE representation as

(Tve)(t, ) =v(t, 2)+(r—1) (Tv) (¢, 2) — / (Tw) (1, 5, 2)ds,
(Tvi(ta) + [ (Tt ma)dy = - (T)(t 5,3,

0
where v(t,2) = 02u(t, ), ¥(t,s,r) = 0;02¢(t, s, z), and

T

(Tv)(t,2) ::/ Oz — 1]v(t,9)d9+/ 200 — 1]v(t, 0)do.
0 T
For 0 < r < 2, the DPDE (18) is stable if and only if

TLT = % [16]. Performing bisection on the delay
T, stability can be numerically verified for delays up to 7 py as
in Tab. I. For each test, P in the LPI (17) was parameterized

by P € R?7%27 (compare to P € R°>*® for the LMI in [1]).

r | 01 0.5 0.8 1.2 1.5 1.9

T 6.17258 2.41839 1.80870 1.39768 1.20920 1.03472

Tpr | 6.17248  2.41837 1.80869 1.39767 1.20919 1.03470
TABLE 1

MAXIMAL DELAY 71 p; FOR WHICH EXPONENTIAL STABILITY OF
SYSTEM (18) WAS VERIFIED USING THM. 11 WITH e = 10~ 2, o = 0.

B. Wave Equation with Delay in Boundary Conditions

The methodology proposed in this paper can also be
adapted to cases with delay in e.g. the boundary conditions.
For example, consider the wave equation

g (t, ) = uge(t, z) x e, (19)
u(t,O) 207 uL(tvl) = (1 _M)ut(t71)+uut(t_751)'

As shown in [2], this system is stable independent of delay
if 4 < %, and unstable independent of delay if > 5. We
examine the ability of the proposed algorithm to expand upon
this result by determining bounds on the rate of decay for
several values of p and 7. First, introducing u; (¢) = u(t),
wa(t) = w(t), ¢, (t,x) = wy(t — 7,1) and ug(t) = (1~
wuy(t, 1) + peq(t, 1), we represent the system as

to(t) = dzui(t, 1)
Opuy (¢, ) = ua(t, x), Opus(t, ) = 0%y (t, x),
01 (t,) = ~ 20,04 (6:2),  Dualt,2) = —0uhy(t,),
u (¢,0) =0, us(t,0) =0,
61(1,0) = wi (1, 1), Ba(t,0) = us(t, 1),
wo(t) = (1 — s (t, 1) + by (8, 1),
Opuy (t,1) = (1 = p)ug(t, 1) + pey(t, 1),

which can be readily converted to a PIE. Fixing 7 = 1,
stability can then be numerically verified for any ;1 < 0.5 —
1073, Next, fixing ;1 = 0.4 and bisecting on the value of a,
exponential decay rates can be computed as in Tab. I. For
each test, the operator P was parameterized by P € R73%73,

T | 0125
o [ 02023

0.25 0.5 1.0 2.0 4.0 8.0
0.1908 0.1513 0.1333 0.1060 0.0701 0.0135

TABLE 11
DECAY RATES @ FOR WHICH EXPONENTIAL STABILITY OF SYSTEM (19)

WITH g = 0.4 WAS VERIFIED USING THM. 11 WITH € = 103,

VII. CONCLUSION

In this paper, an LMI-based method for verifying stability
of coupled, linear, delayed, PDE systems in a single spatial
dimension was presented. In particular, it was shown that
for any suitably well-posed PDE with delay, there exists
an associated PIE with a corresponding bijective map from
solution of the delayed PDE to that of the PIE. The PIE
representation was then used to propose a stability test for
the delayed PDE. This stability test was posed as a linear
operator inequality on PI operator variables (an LPI). Finally,
the PIETOOLS software package was used to convert the LPI
to a semidefinite programming problem, and test stability of
several examples of delayed PDEs. While these results only
apply to fixed delays, an extension to time-varying delays
may be possible using PDE representations such as in [4].
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