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Estimating the volume of a convex body is a central problem in convex geometry and can be viewed as
a continuous version of counting. We present a quantum algorithm that estimates the volume of an n-
dimensional convex body within multiplicative error € using O(n® + n?-/€) queries to a membership oracle
and O(n° + n*® /¢) additional arithmetic operations. For comparison, the best known classical algorithm uses
O(n3 + n3/€?) queries and O(n°-> + n’/€) additional arithmetic operations. To the best of our knowledge,
this is the first quantum speedup for volume estimation. Our algorithm is based on a refined framework for
speeding up simulated annealing algorithms that might be of independent interest. This framework applies
in the setting of “Chebyshev cooling,” where the solution is expressed as a telescoping product of ratios, each
having bounded variance. We develop several novel techniques when implementing our framework, including
a theory of continuous-space quantum walks with rigorous bounds on discretization error. To complement
our quantum algorithms, we also prove that volume estimation requires Q(y/n + 1/€) quantum membership
queries, which rules out the possibility of exponential quantum speedup in n and shows optimality of our
algorithm in 1/e€ up to poly-logarithmic factors.
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1 INTRODUCTION

Estimating the volume of a convex body is a central challenge in theoretical computer science.
Volume estimation is a basic problem in convex geometry and can be viewed as a continuous
version of counting. Furthermore, algorithms for a generalization of volume estimation—namely,
log-concave sampling—can be directly used to perform convex optimization, and hence can be
widely applied to problems in statistics, machine learning, operations research, and so on. See the
survey [72] for a more comprehensive introduction.

Volume estimation is a notoriously difficult problem. References [9, 26] proved that any deter-
ministic algorithm that approximates the volume of an n-dimensional convex body within a factor
of n°™ necessarily makes exponentially many queries to a membership oracle for the convex body.
Furthermore, References [25, 39, 40] showed that estimating the volume exactly (deterministically)
is #P-hard, even for explicitly described polytopes.

Surprisingly, volumes of convex bodies can be approximated efficiently by randomized algo-
rithms. Dyer, Frieze, and Kannan [24] gave the first polynomial-time randomized algorithm for
estimating the volume of a convex body in R". They present an iterative algorithm that con-
structs a sequence of convex bodies. The volume of the convex body of interest can be written
as the telescoping product of the ratios of the volumes of consecutive convex bodies, and these
ratios are estimated by Markov chain Monte Carlo (MCMC) methods via random walks in-
side these convex bodies. The algorithm in Reference [24] has complexity! O(n?*) with multiplica-
tive error € = ©(1) (the definition of multiplicative error is given in Equation (1.4)). Subsequent
work [7, 23, 38, 48-50, 52] improved the design of the iterative framework and the choice of the ran-
dom walks. The state-of-the-art algorithm for estimating the volume of a general convex body [36]
uses O(n*) queries to the membership oracle for the convex body (see “Formulation” below) and
O(n’**) additional arithmetic operations.

It is natural to ask whether quantum computers can solve volume estimation even faster than
classical randomized algorithms. Although there are frameworks with potential quantum speedup
for simulated annealing algorithms in general, with volume estimation as a possible applica-
tion [75], we are not aware of any previous quantum speedup for volume estimation. There are
several reasons to develop such a result. First, quantum algorithms for volume estimation can be
seen as performing a continuous version of quantum counting [12, 13], a key algorithmic tech-
nique with wide applications in quantum computing. Second, quantum algorithms for volume
estimation can exploit quantum MCMC methods (e.g., References [57, 63, 74]), and a successful
quantum volume estimation algorithm may illuminate the application of quantum MCMC meth-
ods in other scenarios. Third, there has been recent progress on quantum algorithms for convex
optimization [5, 14], so it is natural to study the closely related task of estimating volumes of
convex bodies.

Formulation. Given a convex set K € R"”, we consider the problem of estimating its volume:

Vol(K) := f dx. (1.1)
xeK

Throughout the article, O omits factors in poly(log R/r, log 1/€, log n) where R and r are defined in Equation (1.2).
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To get a basic sense about the location of K, we assume that it contains the origin. Furthermore,
we assume that we are given inner and outer bounds on K, namely,

BZ(0,r) C K C B(0,R), (1.2)

where B (x, ) is the ball of radius [ in £,-norm centered at x € R". Denote D := R/r.

We consider the very general setting where the convex body K is only specified by an oracle. In
particular, we have a membership oracle for K that determines whether a given x € R” belongs to
K. The efficiency of volume estimation is then measured by the number of queries to the member-
ship oracle (i.e., the query complexity) and the total number of other arithmetic operations. Note
that the membership oracle is commonly used in convex optimization research (see, for example,
Reference [29]). This model is not only general but also of practical interest. For instance, when K
is a bounded convex polytope, the membership oracle can be efficiently implemented by checking
if all its linear constraints are satisfied (see Reference [45]).

In the quantum setting, the membership oracle is a unitary operator Ok. Specifically, we have

Oklx,0) = |x,8[x € K]) Vx € R, (1.3)

where §[P] is 1 if P is true and 0 if P is false.” In other words, we allow coherent superpositions
of queries to the membership oracle. If the classical membership oracle can be implemented by an
explicit classical circuit, then the corresponding quantum membership oracle can be implemented
by a quantum circuit of about the same size. Therefore, the quantum query model provides a useful
framework for understanding the quantum complexity of volume estimation.

1.1 Contributions

Our main result is a quantum algorithm for estimating volumes of convex bodies:

THEOREM 1.1 (MAIN THEOREM). LetK C R” be a convex set with B} (0,r) € K € B (0, R). Assume

0 < € < 1/2. Then there is a quantum algorithm that returns a value Vol(K) satisfying

1 —_—

e Vol(K) < Vol(K) < (1 + €) Vol(K), (1.4)

1+

with probability at least 2/3 using O(n® + n*®/e) quantum queries to the membership oracle Og
(defined in Equation (1.3)) and O(n® + n*-/€) additional arithmetic operations.

Note that arithmetic operations (e.g., addition, subtraction, multiplication, and division) can
be in principle implemented by a universal set of quantum gates using the Solovay-Kitaev Theo-
rem [22] up to a small overhead. In our quantum algorithm, the number of arithmetic operations
is dominated by n-dimensional matrix-vector products computed in superposition for rounding
the convex body (see Section 4.4).

To the best of our knowledge, this is the first quantum algorithm that achieves quantum speedup
for this fundamental problem, compared to the classical state-of-the-art algorithm [21, 53] that uses
O(n*+n®/e?) classical queries and O(n®-5+n’/€*) additional arithmetic operations.® Furthermore,
our quantum algorithm not only achieves a quantum speedup in query complexity but also in the
number of arithmetic operations for executing the algorithm. This differs from previous quantum

2Here x can be approximated just as in the classical algorithms, such as with fixed-point numbers. Our algorithmic ap-
proach is robust under discretization (see Section 5), and our quantum lower bound holds even when x is stored with
arbitrary precision (Section 6). We mostly assume for convenience that Ok operates on x € R™, since this neither presents
a serious obstacle nor conveys significant power.

3This is achieved by applying Reference [36] to preprocess the convex body to be well-rounded (i.e., R/r = O(+/n)) using
O(n?®) queries and then applying Reference [21] using O(n?/e?) queries to estimate the volume of the (well-rounded)
convex body. The number of additional arithmetic operations has an overhead of O(n?) due to the affine transformation.
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Table 1. Summary of Complexities of Volume Estimation, Where n Is the Dimension of the Convex Body,
€ Is the Multiplicative Precision of Volume Estimation, and Cypy Is the Cost of Applying
the Membership Oracle Once

‘ H Classical bounds ‘ Quantum bounds (this article) ‘
Query complexity O3 + n?/e?) [21, 36], Q(n?) [61] O(n® + n?%/e), Q(vn + 1/€)
Total complexity || O((n? + Cyem) - (n*° + n3/€?)) [21, 36] | O((n? + Cyenm) - (n° + n?3/€))

Total complexity refers to the cost of the of queries plus the number of additional arithmetic operations.

algorithms for convex optimization [5, 14] where only the query complexity is improved, but the
gate complexity is the same as that of the classical state-of-the-art algorithm [41, 42].

However, we prove in Section 6.1 that volume estimation with € = ©(1) requires Q(+/n) quan-
tum queries to the membership oracle, ruling out the possibility of achieving superpolynomial
quantum speedup for volume estimation. Classically, the best-known lower bound on the query
complexity of volume estimation is Q(n?) due to Rademacher and Vempala [61], but there are tech-
nical difficulties to lift it to a quantum lower bound (see Section 1.2.3). For the dependence on 1/e,
we establish a quantum query lower bound of Q(1/¢), and the same argument shows a classical
query lower bound of Q(1/€?) (see Section 6.2). As a result, our quantum algorithm in Theorem 1.1
achieves a provable quadratic quantum speedup in 1/¢ and is optimal in 1/€ up to poly-logarithmic
factors.

Technically, we refine a framework for achieving quantum speedups of simulated annealing al-
gorithms, which might be of independent interest. Our framework applies to MCMC algorithms
with cooling schedules that ensure each ratio in a telescoping product has bounded variance, an
approach known as Chebyshev cooling. Furthermore, we propose several novel techniques when
implementing this framework, including a theory of continuous-space quantum walks with rig-
orous bounds on discretization error, a quantum algorithm for nondestructive mean estimation,
and a quantum algorithm with interlaced rounding and volume estimation of convex bodies (as
described further in Section 1.2 below). In principle, our techniques apply not only to the integral
of the identity function (as in Theorem 1.1), but could also be applied to any log-concave function
defined on a convex body, following the approach in Reference [51].

We summarize our main results in Table 1.

1.2 Techniques

We now summarize the key technical aspects of our work.
1.2.1  Classical Volume Estimation Framework.

Volume estimation by simulated annealing. The volume of a convex body K can be estimated
using simulated annealing. Consider the value

Z(a) == fK e~alxllz gy, (1.5)

where ||x[|s := /xlz + -+ +x2 is the {,-norm of x. On the one hand, Z(0) = Vol(K); on the other

hand, because e~ ¥l decays exponentially fast with ||x||,, taking a large enough a ensures that the
vast majority of Z(a) concentrates near 0, so it can be well approximated by integrating on a small
ball centered at 0. Therefore, a natural strategy is to consider a sequence ag > a; > - -+ > a,, with
ao sufficiently large and a,, close to 0. We consider a simulated annealing algorithm that iteratively
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changes a; to a;4; and estimates Vol(K) by the telescoping product

(@i1)

2] (1.6)

Vol(K) ~ Z(an) = Z(a0) ]_[
In the ith step, a random walk is used to sample the distribution over K with density proportional
to e~%lIXl Denote one such sample by X;, and let V; := el@i=ai)IXillz Then, we have

—a;|lx|| —air x|l )
E[V] = fe(“"*“w”x'h—e ik g f e g = o), (17)
K Z(a;) k  Z(ai) Z(a;)
Z(ai+1)

7l can be estimated by taking i.i.d. samples X;, computing the corre-
sponding V;s, and taking their average.
We can analyze this volume estimation algorithm by considering its behavior at three levels:

Therefore, each ratio

(1) High level: The algorithm follows the simulated annealing framework described above,
where the volume is estimated by a telescoping product as in Equation (1.6).

(2) Middle level: The number of i.i.d. samples used to estimate E[V;] (a ratio in the telescoping
product given by Equation (1.7)) is small. Intuitively, the annealing schedule should be slow
enough that V; has small variance.

(3) Low level: The random walk converges fast so that we can take each ii.d. sample of V;
efficiently.

Classical volume estimation algorithm. Our approach follows the classical volume estimation
algorithm in Reference [53] (see also Section 4.1). At the high level, it is a simulated annealing
algorithm that considers a cylinder [0,2R/r] x K in R"*! and a cone C := {x € R""! : x5 >
0,X7%,x% < xZ}. We denote the intersection of the (n + 1)-dimensional cyhnder and (n + 1)-
dimensional cone as an alternative convex body K’. This is called a penctl construction. It shares
the same intuition as above, but replaces the integral Equation (1.5) by Z(a fK ~%% dx, because
it is easier to calculate while can be directly used to estimate Vol(K) when a =~ 0 by a standard
Monte Carlo approach (see Lemma 4.1).

Without loss of generality, assume that r = 1. Lovasz and Vempala [53] proved that if we take
the sequence ay > -+ > a,, where ay = 2n, a;3; = (1 - #)ai, and m = (3(\/5), then Z(ag) =~

fc e~ %% dx and
Var[Viz] =0(1)-E[V;]% Vi€ [m], (1.8)

i.e., the variance of V; is bounded by a constant multiple of the square of its expectation, which is
small when a; and a;; are close to each other. Such a simulated annealing schedule is known as
Chebyshev cooling (see also Section 4.3.3). This establishes the middle-level requirement of the sim-
ulated annealing framework. Furthermore, Reference [53] proves that the product of the average
of O(y/n/e?) iid. samples of V; for all i € [m] gives an estimate of Vol(K’) within multiplicative
error € with high success probability.

At the low level, Reference [53] uses a hit-and-run walk to sample X;. In this walk, starting
from a point p, we uniformly sample a line ¢ through p and move to a random point along the
chord ¢ NK with density proportional to e~ ** (see Section 2.4 for details). Reference [52] analyzes
the convergence of the hit-and-run walk, proving that it converges to the distribution over K
with density proportional to e~%* within O(n®) steps, assuming that K is well-rounded (i.e., R/r =
O(n)).

Finally, Reference [53] constructs an affine transformation that transforms a general K to
be well-rounded with O(n*) classical queries to its membership oracle, hence removing the
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constraint of the previous steps that K be well-rounded. Because the affine transformation is
an n-dimensional matrix-vector product, this introduces an overhead of O(n?) in the number of
arithmetic operations.

Overall, the algorithm has O(+/n) iterations, where each iteration takes O(y/n/€?) ii.d. samples,
and each sample takes O(n®) steps of the hit-and-run walk. In total, the query complexity is

O(Vn) - O(Vn/€®) - O(n’) = O(n*/€*). (1.9)

The number of additional arithmetic operations is O(n*/€?) - 0(n?) = O(n®/€®) due to the affine
transformation for rounding the convex body.

1.2.2  Quantum Algorithm for Volume Estimation. It is natural to consider a quantum algorithm
for volume estimation following the classical framework in Section 1.2.1. A naive attempt might be
to develop a quantum walk that achieves a generic quadratic speedup of the mixing time. However,
this is unfortunately difficult to achieve in general. Quantum walks are unitary processes that do
not converge to stationary distributions in the classical sense. As a result, alternative and indirect
quantum analogues of mixing properties of Markov chains have been proposed and studied (see
Section 1.3.2 for more detail). None of these methods provide a direct replacement for classical
mixing, and we cannot directly apply them in our context.

Instead, we adapt one of the frameworks proposed in Reference [74]. To give a quantum speedup
for volume estimation by this method, we address the following additional technical challenges:

e Quantum walks in continuous space: Quantum walks have mainly been studied in dis-
crete spaces [55, 70], and we need to understand how to define a quantum counterpart of
the hit-and-run walk.

e Quantum mean estimation: Quantum counting [12] is a general tool for estimating a prob-
ability p € [0, 1] with quadratic quantum speedup compared to classical sampling. However,
estimating the mean of an unbounded random variable with a quantum version of Cheby-
shev concentration requires more advanced tools.

e Rounding;: Classically, rounding a general convex body takes O(n*) queries [53], more ex-
pensive than volume estimation of a well-rounded body using O(n®/€?) queries [21]. To
achieve an overall quantum speedup, we also need to give a fast quantum algorithm for
rounding convex bodies.

e Error analysis of the quantum hit-and-run walk: We must bound the error incurred
when implementing the quantum walk on a digital quantum computer with finite precision.
Existing classical error analyses (e.g., Reference [28]) do not automatically cover the quan-
tum case.

We develop several novel techniques to resolve these issues:

Theory of continuous-space quantum walks (Section 3). Our first technical contribution is to de-
velop a quantum implementation of the low-level framework, i.e., to replace the classical hit-and-
run walk by a quantum hit-and-run walk. However, although quantum walks in discrete spaces
have been well studied (see, for example, Reference [55, 70]), we are not aware of comparable
results that can be used to analyze spectral properties and mixing times of quantum walks in con-
tinuous space. Here, we describe a framework for continuous-space quantum walks that can be
instantiated to give a quantum version of the hit-and-run walk. In particular, we formally define
such walks and analyze their spectral properties, generalizing Szegedy’s theory [70] to continuous
spaces (Section 3.1). We also show a direct correspondence between the stationary distribution of
a classical walk and a certain eigenvector of the corresponding quantum walk (Section 3.2).
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It is, in principle, possible to directly analyze a discretized version of the hit-and-run walk, and
we carefully consider the effects of discretization in Section 5. However, it is more convenient to
perform the bulk of the analysis in continuous space. Geometric random walks such as the hit-and-
run walk are highly non-local and there is a non-zero probability of transition between any two
points in K. Therefore, simple discrete walks such as the graph walk on a grid do not simulate it
well, and a true discretization corresponds to a complete graph with a complicated weight structure.
Furthermore, the essential properties of the walk, including its roundedness, conductance, spectral
gap, and convergence, rely on the convexity of K, which has no simple analog in the discrete setting.
A completely discrete analysis would require us to track complicated, but ultimately insignificant,
corrections to each of these parameters, significantly obfuscating the main ideas. For these reasons,
we make the choice to present the main algorithm in the continuous setting and defer the analysis
of discretization issues to Section 5. We note that this choice is consistent with classical literature
on convex geometry, and most of the classical algorithms referenced in this work are analyzed
purely in the continuous setting.

Quantum volume estimation algorithm via simulated annealing (Section 4.2). Having described
a quantum hit-and-run walk, the next step is to understand the high-level simulated annealing
framework. As mentioned above, it is nontrivial to directly prepare stationary states of quantum
walks. In this article, we follow a quantum MCMC framework proposed by Reference [74] that
can prepare stationary states of quantum walks by simulated annealing (see Section 2.2). In
this framework, we have a sequence of slowly varying Markov chains, and the stationary state
of the initial Markov chain can be efficiently prepared. In each iteration, we apply fixed-point
amplitude amplification (more specifically, the 77/3-amplitude amplification) of the quantum walk
operator [32] due to Grover to transform the current stationary state to the next one; compared
to classical slowly varying Markov chains, the convergence rate of such quantum procedure is
quadratically better in spectral gap.

Our main technical contribution is to show how to adapt the Chebyshev cooling schedule
in Reference [53] to the quantum MCMC framework in Reference [74] using our quantum hit-and-
run walk. The conductance lower bound together with the classical O(n*) mixing time imply that
we can perform one step of /3-amplitude amplification using O(n!-%) queries to Ok. Furthermore,
the inner product between consecutive stationary states is a constant. These two facts ensure that
the stationary state in each iteration can be prepared with O(n'%) queries to the membership
oracle Og. The total number of iterations is still O(y/n), as in the classical case.

Quantum algorithm for nondestructive mean estimation (Section 4.3.3). In the next step, we con-
sider how to estimate each ratio in the telescoping product at the middle level. The basic tool is
quantum counting [12], which estimates a probability p € [0, 1] with error ¢ and high success
probability using O(1/€) quantum queries, a quadratic speedup compared to the classical com-
plexity O(1/€?). However, in our case, we need to estimate the expectation of a random variable
with bounded variance. We use the “quantum Chebyshev inequality” developed in Reference [33],
which truncates the random variable with reasonable upper and lower bounds and then reduces to
quantum counting; see Section 2.3.* Compared to the classical counterpart, it achieves quadratic
speedup in the dependencies on both variance and multiplicative error.

There is an additional technical difficulty in quantum simulated annealing: classically, it is im-
plicitly assumed that in the (i + 1)st iteration, we have samples to the stationary distribution in the

A related technique is the quantum Monte Carlo method of Montanaro [57]. Here, we use Reference [33] for two rea-
sons: first, it has the advantage of handling multiplicative instead of additive errors, which is appropriate for estimating
the telescoping ratios. Second, its quantum algorithm is based on amplitude estimation and hence can readily be made
nondestructive, as discussed below.
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ith iteration. Applying existing quantum mean estimation techniques to the quantum stationary
state in the ith iteration would ruin that state and make it hard to use in the subsequent (i + 1)st
iteration. To resolve this issue, we estimate the mean nondestructively in the quantum Chebyshev
inequality while keeping its quadratic speedup in the error dependence using a nondestructive
amplitude estimation technique developed in Reference [34]. Nondestructive mean estimation re-
lies on the following observation: applying amplitude estimation on a state |i/) results with high
probability in the measurement collapsing to one of two states |/, ), [/—) with constant overlap
with /. The algorithm repeatedly projects these states onto [i/): if the projection is successful then
the state is restored, otherwise amplitude estimation can be performed again to obtain |/, ), [{-)
and the projection can be repeated. Due to the constant overlap, poly(log (5_1)) repetitions suffice
to ensure that at least one of the projections succeeds with probability §. It remains to implement
the required projection efficiently: We show how this can be accomplished using quantum walk
operators corresponding to the Markov Chains in the MCMC framework; see Section 4.3.4.

In our quantum volume estimation algorithm, we apply the quantum Chebyshev inequality
under the same compute-uncompute procedure. This gives a quadratic speedup in ¢! when es-
timating the E[V;] in Equation (1.7), so that O(+y/n/€) copies of the stationary state suffice (see
Lemma 4.3).

Quantum algorithm for volume estimation with interlaced rounding (Section 4.4). The stationary
states of the quantum hit-and-run walk can be prepared with O(n!-?) queries to Og only when the
corresponding density functions are well-rounded, i.e., every level set with probability y contains a
ball of radius pr and the variance of the density is bounded by R?, where R/r = O(~/n). (When the
density function is uniform in K, this definition of well-roundedness reduces to that in Footnote 3.
The definition of level sets is the same as in Reference [53].) It remains to show how to ensure that
the convex body is well-rounded.

We follow a classical framework for directly rounding logconcave densities [51]. The round-
ing is interlaced with the volume estimation algorithm, so that in each iteration of the simu-
lated annealing framework, we use some of the samples to calculate an affine transformation
that makes the next stationary state well-rounded. This ensures that the quantum hit-and-run
walk continues to take only O(n'-®) queries for each sample. Our algorithm maintains O(n) extra
quantum states for rounding, and the quantum hit-and-run walk is used to transform them from
one stationary distribution to the next. In each iteration, we use a nondestructive measurement
to sample the required affine transformation. With O(+/n) iterations this results in an additional
O(y/n) - O(n) - O(n"*) = O(n®) cost for rounding.

We also show that this framework can be used as a preprocessing step that puts the convex
body itself in well-rounded position (i.e., B5(0,7) € K C B,(0,R) with R/r = O(+/n)) using o(n?)
quantum queries. Putting a convex body in well-rounded position implies that several random
walks used in simulated annealing algorithms (including the hit-and-run walk) mix fast without
the need for further rounding. Therefore, as an alternative, we could preprocess the convex body to
be well-rounded and then apply the simulated annealing algorithm to obtain a volume estimation
algorithm that uses O(n® + n%°/e) quantum queries.

Error analysis of discretized hit-and-run walks (Section 5). Although we defined quantum hit-and-
run walks abstractly in Section 3, implementing a continuous-space quantum walk on a digital
quantum computers will lead to discretization error, and the error analysis of classical walks in
a discrete space approximating R” (such as Reference [28]) does not automatically apply to the
quantum counterpart. To ensure that discretization errors do not affect a realistic implementation
of our algorithm, in Section 5, we propose a discretized hit-and-run walk and provide rigorous
bounds on the discretization error.
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Discretized quantum implement Continuous-space
hit-and-run walk (Section 5) P quantum walk (Section 3)
I

implement

A4
Quantum volume estimation
algorithm (Section 4.2)

. Step 1 o Step 2 (sihulated annealing)

Quantum convex body Chebyshev cooling via nondestructive |- = = ~ Fixed-point amplitude
rounding algorithm (Section 4.4) mean estimation (Section 4.3.3) _ _ _ _| amplification (Section 2.2)

Fig. 1. The structure of our quantum volume estimation algorithm. The four purple frames represent the
four novel techniques that we propose, the yellow frame represents the known technique from Reference
[32], and the green frame at the center represents our quantum algorithm.

Summary. Our quantum volume estimation algorithm can be summarized as follows.

(1) High level: The quantum algorithm follows a simulated annealing framework using a quan-
tum MCMC method [74], where the volume is estimated by a telescoping product (as in
Equation (1.6)); the number of iterations is O(/n).

(2) Middle level: We estimate the E[V;] in Equation (1.7), a ratio in the telescoping product, using
the nondestructive version of the quantum Chebyshev inequality [33]. This takes O(v/n/e)
implementations of the quantum hit-and-run walk operators.

(3) Low level: If the convex body K is well-rounded (i.e., R/r = O(~/n)), then each quantum hit-
and-run walk operator can be implemented using O(n'-*) queries to the membership oracle
Ok in Equation (1.3).

Finally, we give a quantum algorithm that interlaces rounding and volume estimation of the con-
vex body, using an additional O(n?°) quantum queries to O in each iteration. Because the affine
transformation is an n-dimensional matrix-vector product, it introduces an overhead of O(n?) in
the number of arithmetic operations (just as in the classical rounding algorithm).

Overall, our quantum volume estimation algorithm has O(+/n) iterations. Each iteration imple-
ments O(y/n/e) quantum hit-and-run walks, and each quantum hit-and-run walk uses O(n'-%)
queries; there is also a cost of O(n?*®) for rounding. Thus, the quantum query complexity is

O(n) - (O(n/e) - O(n'*) + O(n*?)) = O(n* + n** fe). (1.10)

The number of additional arithmetic operations is O(n® + n?°/e) - O(n?) = O(n® + n**/e) due to
the affine transformations for interlaced rounding of the convex body.

Figure 1 summarizes our techniques. The volume estimation and interlaced rounding algorithms
are given as Algorithms 3 and 4, respectively, in Section 4.

1.2.3  Quantum Lower Bounds (Section 6). The classical state-of-the-art query lower bound for
volume estimation is a Q(n?) bound for n-dimensional parallelopipeds [61]. Their main tool is
the dispersion of random determinants (of the matrix that characterizes the parallelopiped) and
dispersion of the distance of a random point from a convex body. However, there is no such a
counterpart in the quantum setting.

Nevertheless, we prove that volume estimation requires Q(+/n) quantum queries to the mem-
bership oracle, ruling out the possibility of exponential quantum speedup (see Theorem 6.1). We
establish this by a reduction to search: for a hyper-rectangle K = X_ [0, 2°/] specified by a binary
string s = (s1,...,8,) € {0,1}" with |s| = 0 or 1, we prove that a membership query to K can be
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simulated by a query to s. Thus, since Vol(K) = 2 if and only if |s| = 1, the Q(+/n) quantum lower
bound on search [10] applies to volume estimation.

In addition, we prove that volume estimation requires Q(1/€¢) quantum queries (see Theo-
rem 6.2), which means that our quantum algorithm is optimal in 1/€ up to poly-logarithmic factors.
The idea is to construct a convex body whose volume estimation reduces to the Hamming distance
problem with known tight quantum query complexity [59]. To be more specific, we consider the
n-dimensional unit hypercube and attach “hyperpyramids” to its faces, such that its central axis
passes through the center of the hypercube. We show that adding or deleting any hyperpyramid
of volume 1/2n does not influence the convexity of the convex body, and calculating the volume
of the body reveals the Hamming weight of a binary string that encodes the presence or absence
of the hyperpyramids.

1.3 Related Work

While our article gives the first quantum algorithm for volume estimation, classical volume
estimation algorithms have been well-studied, as we review in Section 1.3.1. Our quantum
algorithm builds upon quantum analogs of Markov chain Monte Carlo methods that we review
in Section 1.3.2.

1.3.1  Classical Volume Estimation Algorithms. There is a rich literature on classical algorithms
for estimating volumes of convex bodies (e.g., see the surveys in References [44, 72]). The general
approach is to consider a sequence of random walks inside the convex body K whose stationary
distributions converge quickly to the uniform distribution on K. Applying simulated annealing to
this sequence of walks (as in Section 1.2), the volume of K can be approximated by a telescoping
product.

The first polynomial-time algorithm for volume estimation was given by Reference [24]. It uses
a grid walk in which the convex body K is approximated by a grid mesh Kgyig of spacing § (i.e.,
Kgrida contains the points in K whose coordinates are integer multiples of ). The walk proceeds
as follows:

(1) Pick a grid point y uniformly at random from the neighbors of the current point x.
(2) If y € Kgyid, then go to y; else, stay at x.

Dyer, Frieze, and Vempala [24] proved that for a properly chosen &, the grid walk converges
to the uniform distribution on Kgiq in é(n23) steps, and that §"|Kgyi4| is a good approximation
of Vol(K) (in the sense of Equation (1.4)). Subsequently, more refined analysis of the grid walk
improved its cost to O(n®) [7, 23, 49]. However, this is still inefficient in practice.

Intuitively, the grid walk converges slowly, because each step only moves locally in K. Subse-
quent work improved the complexity by considering other types of random walk. These improve-
ments mainly use two types of walk: the hit-and-run walk and the ball walk. In this article, we use
the hit-and-run walk (see also Section 2.4). It is initialized at the original point, and then the walk
proceeds as follows:

(1) Pick a uniformly distributed random line ¢ through the current point p.
(2) Move to a uniformly random point along the chord £ N K.

Smith [66] proved that the stationary distribution of the hit-and-run walk is the uniform dis-
tribution on K. Regarding the convergence of the hit-and-run walk, Reference [48] showed that
it mixes in O(n®) steps from a warm start (see Definition 4.1) after appropriate preprocessing,
and Reference [52] subsequently proved that the hit-and-run walk mixes rapidly from any interior
starting point (see also Theorem 2.4). Under the simulated annealing framework, the hit-and-run
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Table 2. Summary of Classical Methods for Estimating the Volume of a Convex
Body K ¢ R"” When € = ©(1), Where R, r Are the Radii of the Balls Centered at
the Origin That Contain and Are Contained by the Convex Body, Respectively

Method State-of-the-art Restriction on the convex body
query complexity

Grid walk O(n®) [23] General (R/r = poly(n))

Hit-and-run walk O(n*) [51, 53] General (R/r = poly(n))

Ball walk O(n®) 20, 21] Well-rounded (R/r = O(y/n))

walk gives the state-of-the-art volume estimation algorithm with query complexity O(n?) [51, 53].
Our quantum volume estimation algorithm can be viewed as a quantization of this classical hit-
and-run algorithm.

Given a radius parameter §, the ball walk is defined as follows:

(1) Pick a uniformly random point y from the ball of radius § centered at the current point x.
(2) If y € K, then go to y; else, stay at x.

Lovasz and Simonovits [50] proved that the ball walk mixes in O(n®) steps. Kannan et al. [38]
subsequently improved the mixing time to O(n®) starting from a warm start, giving a total query
complexity of O(n®) for the volume estimation problem.

The analysis of the ball walk relies on a central conjecture in convex geometry, the Kannan-
Lovasz-Simonovits (KLS) conjecture (see Reference [44]). The KLS conjecture states that the
Cheeger constant of any log-concave density is achieved to within a universal, dimension-
independent constant factor by a hyperplane-induced subset. Here the Cheeger constant ¥ is the
minimum ratio between the measure of the boundary of a subset and the measure of the subset or
its complement, whichever is smaller. In the special case when the convex body is well-rounded
(i.e., R/r = O(x/n)), Cousins and Vempala [20, 21] proved the KLS conjecture for Gaussian distri-
butions. Thus, they established a volume estimation algorithm with query complexity O(n®) in
the well-rounded case. The state-of-the-art algorithm for rounding convex bodies has complexity
O(n®y?) [36], and in that work the authors used the best known upper bound i = O(n'/*) [43]
at that time. Combined with Reference [21], this results in a classical algorithm for n-dimensional
volume estimation with multiplicative error € using O(n*-> + n®/€?) queries.

More recently, a breakthrough on the KLS conjecture by Chen [16] showed that iy = O(d°W).
Chen’s result improves the convex body rounding bound O(n*?) in Reference [36] to O(n*+°M),
resulting in a classical algorithm for volume estimation with query complexity O(n**°(") + n3/¢?)
(again using [21]). This breakthrough appeared after the initial version of our article was com-
pleted, but straightforwardly improves our analysis. In particular, both Theorem 2.7 of Refer-
ence [36] and Theorem 2.5 below come from the observation that the walks converge in O(n?y?)
steps (see also Reference [38]), which means that in Lemma 4.8 the number of calls to the quan-
tum walk operators in each iteration is essentially O(ny/). Therefore, Chen’s result improves
Lemma 4.8 by a factor of n%>=°()_ implying that our quantum algorithm has query complexity
O(n?5+0) 4 p2+o(1) /¢) which is still better than the classical counterpart.

Table 2 summarizes classical algorithms for volume estimation.

1.3.2  Quantum Markov Chain Monte Carlo Methods. The performance of MCMC methods is
determined by the rate of convergence to their stationary distributions (i.e., the mixing time). Sup-
pose we have a reversible, ergodic Markov chain with unique stationary distribution 7. Let
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denote the distribution obtained by applying the Markov chain for k steps from some arbitrary ini-
tial state. It is well-known (see, for example, Reference [46]) that O(% log(1/(e miny 7(x)))) steps
suffice to ensure ||zx — 7||; < €, where A is the spectral gap of the Markov chain.

Many authors have studied quantum analogs of Markov chains (in both continuous [27] and
discrete [1, 4, 70] time) and their mixing properties. While a quantum walk is a unitary process and
hence does not converge to a stationary distribution, one can define notions of quantum mixing
time by choosing the number of steps at random or by adding decoherence [1, 3, 4, 15, 17, 62, 63],
and compare them to the classical mixing time. Note that distribution sampled by such a process
may or may not be the same as the stationary distribution  of the corresponding classical Markov
process, depending on the structure of the process and the notion of mixing. It is also natural to ask
how efficiently we can prepare a quantum state close to |7) := ), \/7c|x), which can be viewed
as a “quantum sample” from 7. However, it is unclear how to do this efficiently in general, even
in cases where a corresponding classical Markov process mixes quickly; in particular, a generic
quantum algorithm for this task could be used to solve graph isomorphism [2, Section 8.4].

It is also possible to achieve quantum speedup of MCMC methods by not demanding speedup of
the mixing time of each separate Markov chain, but only for the procedure as a whole. In particular,
MCMC methods are often implemented by simulated annealing algorithms where the final output
is a telescoping product of values at different temperatures. From this perspective, Somma et al. [11,
67, 68] used quantum walks to accelerate classical simulated annealing processes by exploiting
the quantum Zeno effect, using measurements implemented by phase estimation of the quantum
walk operators of these Markov chains. References [71, 77] also introduced how to implement
Metropolis sampling on quantum computers.

Our quantum volume estimation algorithm is most closely related to work of Wocjan and
Abeyesinghe [74], which achieves complexity O(1/VA) for preparing the final stationary distribu-
tion of a sequence of slowly varying Markov chains, where A is the minimum of their spectral gaps.
Their quantum algorithm transits between the stationary states of consecutive Markov chains by
7 /3-amplitude amplification [32], which is implemented by amplitude estimation with O(1/VA)
implementations of the quantum walk operators of these Markov chains (see Section 2.2 for more
details).

Our simulated annealing procedure preserves the slowly varying property, so we adopt the
framework of Reference [74] in our algorithm for volume estimation (see Section 4.3.2). We develop
several novel techniques (described in Section 1.2) that allow us to implement the steps of this
framework efficiently. Note that the slowly varying property also facilitates other frameworks
that give efficient adiabatic [2] or circuit-based [60] quantum algorithms for generating quantum
samples of the stationary state.

Previous work has mainly applied these quantum simulated annealing algorithms to estimat-
ing partition functions of discrete systems. Given an inverse temperature f > 0 and a classical
Hamiltonian H: Q — R, where Q is a finite space, the goal is to estimate the partition function

Z(p) = ) e (1.11)
x€Q
within multiplicative error € > 0. Wocjan et al. [75] gave a quantum algorithm that achieves
quadratic quantum speedup with respect to both mixing time and accuracy.

The classical algorithm that Reference [75] quantizes uses O(log |Q|) annealing steps to ensure
that each ratio Z(f;+1)/Z(f;) is bounded. In fact, it is possible to relax this requirement and use a
cooling schedule with only O(+/log [Q]) steps such that the variance of each ratio is bounded, so
its mean can be well-approximated by Chebyshev’s inequality; this is exactly the Chebyshev cool-
ing technique [69] introduced in Section 1.2 (see also Section 4.3.3). Montanaro [57] improved
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upon [75] using Chebyshev cooling. Harrow and Wei [34] further quadratically improved the
spectral gap dependence of the estimation of the partition function. More recently, Arunachalam
et al. [19] further simplifies the Chebyshev cooling schedule and proposed faster quantum algo-
rithms for estimating Gibbs partition functions, and Cornelissen and Hamoudi [19] proposed a
sublinear-time quantum algorithm for approximating partition functions.

1.4 Open Questions

This work leaves several natural open questions for future investigation. In particular:

e Can we improve the complexity of our quantum volume estimation algorithm? Possible im-
provements might result from designing a shorter simulated annealing schedule, giving bet-
ter analysis of the conductance of the hit-and-run walk, or even using other types of walks. In
particular, an important step of our quantum algorithm is convex body rounding, where we
quantize the classical algorithm by Lovasz and Vempala [53] with query complexity O(n*),
but the state-of-the-art result in Reference [36] has query complexity O(n*?). It is natural
to ask whether their algorithm fits into the interlaced structure of Algorithm 4 and achieves
even better quantum query/gate complexities. Another natural direction is to combine our
approach with recent quantum algorithms using shorter annealing schedules [6, 8, 19, 34].
One might also improve volume estimation using quantum algorithms for logconcave sam-
pling, such as those recently proposed in Reference [18].

e Our algorithm directly quantizes a classical framework that has many moving pieces: the
pencil construction, rounding the convex body, geometric random walks, and Monte Carlo
estimation of the telescoping ratios. A natural question is whether quantum algorithms with
better complexity can be obtained by using a simpler framework, or by combining some of
these parts. For example, our treatment differs from that of Lovasz and Vempala [53] in that
the rounding of the convex body is interlaced with the simulated annealing. This allows us
to obtain a O(n?) overhead from rounding, whereas a direct quantization of Reference [53]
would result in a O(n*°) overhead (which is not better than the best classical algorithm).

e Can we prove better quantum query lower bounds on volume estimation? Note that classi-
cally there is an Q(n?) query lower bound [61].

e Can we give faster quantum algorithms for volume estimation in some special circum-
stances? For instance, volume estimation of well-rounded convex bodies only takes Oo(n®)
classical queries [21] (see also Section 1.3.1), and the volume of polytopes with m faces can be
estimated with only O(mn?/?) classical queries [45]. Specifically, it is natural to ask whether
the ball walk in Reference [21] or the Riemannian Hamiltonian Monte Carlo (RHMC)
method in Reference [45] can be implemented by continuous-space quantum walks (and
their discretizations).

e Can we apply our simulated annealing framework to solve other problems? As a concrete
example, it may be of interest to check whether our framework can recover the results of
Reference [34] on estimating partition functions in counting problems.

Organization. We review necessary background in Section 2. We describe the theory of
continuous-space quantum walks in Section 3. In Section 4, we first review the classical state-
of-the-art volume estimation algorithm in Section 4.1, and then we give our quantum algorithm
for estimating volumes of well-rounded convex bodies in Section 4.2. The proofs of our quantum
algorithms are given in Section 4.3, and the quantum algorithm for rounding convex bodies is
given in Section 4.4. The details of our discretized hit-and-run walk are given in Section 5, and we
conclude with our quantum lower bound on volume estimation in Section 6.
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2 PRELIMINARIES

We summarize necessary tools used in this article as follows.

2.1 Classical and Quantum Walks

A Markov chain over a finite state space Q is a sequence of random variables Xy, X, . . . such that
for each i € N, the probability of transition to the next state y € Q,

PriXii =y | Xi=xXi-1 =xi_1,...,Xo =x0] =Pr[Xiy1 =y | Xi = x] = pxsys

only depends on the present state x € Q. The Markov chain can be represented by the transi-
tion probabilities py—, satisfying 3, px—y = 1. For each i € N, we denote by 7; the distribu-
tion over Q with density 7;(x) = Pr[X; = x] for all x € Q. A stationary distribution r satisfies
2ixeq Px—oy(x) = m(y). A Markov chain is reversible if it has a stationary distribution 7 such that
7(x)px—y = T(Y)py—x for all x,y € Q. The conductance of a reversible Markov chain is defined as

- in ZxES ZyeQ\S ﬂ(x)Px—>y

sco min{ Y ves 7(x), Xyears 7(x)}
Intuitively, we partition Q into two sets, S and Q\S. The conductance characterizes the infimum of
the ratio between the probability of transitioning from S to Q \ S under the stationary distribution
7 and the smaller of the probability mass of S and Q \ S under 7.

The theory of discrete-time quantum walks has also been well developed. Given a classical
reversible Markov chain on Q with transition probability p, we define a unitary operator U, on
Cl?l ® €Il such that

o

(2.1)

Uplx)|0) = |x)|px), where |py) := Z VPxoyly)- (2.2)

yeQ

The quantum walk is then defined as
W, = S(2U,(In ® [0)01)U, - Io ® I), (2.3)

where I is the identity map on C/*l and S := Yxyea 16 yXy, x| = ST is the swap gate on C!¢/ @
C!®l. This is the standard definition of discrete-time quantum walks due to Szegedy [70].

To understand the quantum walk, it is essential to analyze the spectrum of W,,. First, observing
that W, = S(2I1 — I) where II = U,(Io ® [0) (Ol)UpT = Y.eca lx) (x| ® |px) {px| projects onto
the span of the states |x) ® |px), we consider the eigenvector |A) of TISII with eigenvalue 1. We
have IISIT = 3 ycq Diy 1) (4] ® |px) {py|, Where Dy = \PxsyPyox. Since W, [4) = S|2) and
W,S |A) = 245 |A) — |A), the subspace span{|A), S |1)} is invariant under W,. The eigenvalues of W,
within this subspace are A + iV1 — A2 = e*!27°s4_For more details, see Reference [70].

The phase gap arccos A > 4/2(1 — 1) > V26, where & is the spectral gap of D. Therefore, applying
phase estimation using O(1/V$) calls to W, suffices to distinguish the state corresponding to the
stationary distribution of the classical Markov chain from the other eigenvectors.

2.2 Quantum Speedup of MCMC Sampling Via Simulated Annealing

Consider a Markov chain with spectral gap A and stationary distribution . Classically, it takes
@)(% log(1/€7mmin))) steps to sample from a distribution 7 such that ||z — 7|| < €, where 7y, =

min; ;. Quantumly, Reference [74] proved the following result about a sequence of slowly varying
Markov chains:

THEOREM 2.1 ([74, THEOREM 2]). Let py,...,p, be the transition probabilities of r Markov
chains with stationary distributions ny, . . ., 7y, spectral gaps 81, . . ., 8, and quantum walk operators
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Wi, ..., Wy, respectively; let A := min{di, ..., 5,}. Assume that |(r;|m;1)|? > p for some0 < p < 1
and alli € [r—1], and assume that we can efficiently prepare the state |rry) (where each |r;) is a quan-
tum sample defined as in Section 1.3.2). Then, for any 0 < € < 1, there is a quantum algorithm that
produces a quantum state |7,) such that |||7,) — |7, )|| < €, using O(r/(p\/Z)) steps of the quantum
walk operators Wy, ..., W,., where the O omits poly-logarithmic terms inr, 1/€, and 1/p\/Z.5

Their quantum algorithm produces the states |7y), . . ., |7,) sequentially, and can do so rapidly if
consecutive states have significant overlap and the walks mix rapidly. Intuitively, this is achieved
by amplitude amplification. However, to avoid overshooting, the article uses a variant of standard
amplitude amplification, known as x/3-amplitude amplification [32], that we now review.

Given two states |i/) and |¢), we let IT, := [¢/){}/], Hi i=1-1Iy, Iy := [¢){¢], and H$ = 1Tl
Define the unitaries

Ry = Iy + H;, Ry = wlly + H;, where o = e'3. (2.4)

Given |(i/|$)|? > p, it can be shown that KPIRy Ry [)]? > 1—(1—p)>. Recursively, one can establish
the following:

LEMMA 2.1 ([74, LEmMa 1]). Let |{/) and |¢) be two quantum states with |(/|¢)|? > p for some
0 < p < 1. Define the unitaries Ry, Ry as in Equation (2.4) and the unitaries U, recursively as follows:

Us=1,  Upns1=UnRy Uy Ry Up,. (2.5)
Then, we have

KAIUnmlP)I? = 1~ (1-p)*", (2.6)

J } are used at most 3™ times in Uy,,.

¢

Taking m = [log,(In(1/€)/p)], the inner product between |¢) and U, |¢/) in Equation (2.6) is at
least 1 — €, and we use 3" = O(log(1/€)/p) unitaries from the set {R,/,,RJr Ry, R;}.

To establish Theorem 2.1 by Lemma 2.1, it remains to construct the unitaries R; := w|m;){7;| +
(I = |m;){r;|). In Reference [74], this is achieved by phase estimation of the quantum walk oper-
ator W; with precision VA/2. Recall that if a classical Markov chain has spectral gap &, then the
corresponding quantum walk operator has phase gap of at least 2V§ (see Section 2.1). Therefore,
phase estimation with precision VA/2 suffices to distinguish between |7;) and other eigenvectors
of W;. As a result, we can take

R; = PhaseEst(W;)" (I ® (]0)(0] + (I - [0)0])) ) PhaseEst(W;). (2.7)

and the unitaries in {Rl/,,RT ,Rg, R

2.3 Quantum Chebyshev Inequality

Assume we are given a unitary U such that

U10)10) = vplo)|¢) + [0*), (2.8)

where |¢) is a normalized pure state and ({0| ® I)|0+) = 0. If we measure the output state, then
we get 0 in the first register with probability p; by the Chernoff bound, it takes @(1/€2) samples
to estimate p within e with high success probability. However, there is a more efficient quantum

5Note that this is quadratically worse in 1/p than the Grover’s algorithm [31] with complexity O(1/+/p). This is because we
use a simple fixed-point quantum search algorithm, i.e., 7 /3-amplitude amplification [32], that does not require knowing
p in advance. Notice that there exist other fixed-point quantum search algorithms that preserve the O(1/+/p) speedup
(e.g., Reference [76] and Reference [73, Chapter 6]), but in our quantum algorithm, the simpler algorithm suffices as p =
©(1) (see Lemma 4.2).
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[0y — t —
: QFT : QFT | 16,)
R
uloy : Q

Fig. 2. The quantum circuit for amplitude estimation.
algorithm, called amplitude estimation [12], that estimates the value of p using only O(1/¢) calls
to U:

TuEOREM 2.2 ([12, THEOREM 12]). Given U satisfying Equation (2.8), the amplitude estimation
algorithm in Figure 2 outputs an angle 0, € [—r, 7] such that p := sin*(6),) satisfies

27+/p(1 - p) . s

p—pl < —, 2.9
lp—pl < i YE (2.9)

with success probability at least 8/%, using M calls toU and U™.
Here QFT denotes the quantum Fourier transform over Zy; and Q := —~US,U'S; where S, and S;

are reflections about |0) and the target state, respectively, following the pattern of Grover search.
The controlled-Q gate denotes the operation Z?igl /)il ® Q’. In fact, it was shown in the proof
of Reference [12, Theorem 12] that the state after applying the circuit in Figure 2 is
i0, i
| = Op)1¥-), (2.10)
\/E P

e ~
——10,)|¥, ) —
\/EI;OI )

where 0, € [0, 7] such that p = sin2(9p), and 9}, € [0, 7] is a random variable such that p =

sinz(ép), and |¥.) are two eigenvectors of Q. Measuring the first register either gives ép or =0,
with probability 1/2, but since sinz(ﬁp) = sinz(—Gp) = p, this does not influence the success of
Theorem 2.2.
In Equation (2.9), if we take M = |'27r(2%5 + é)'l = O(1/e€), then we get
27+p(1 —p) T,
2

€ €
€+ —e"<-—+-<e. (2.11)

472 2 4
Furthermore, the success probability 8/7% can be boosted to 1 — v by executing the algorithm
O(log 1/v) times and taking the median of the estimates.

Amplitude estimation can be generalized from estimating a single probability p € [0, 1] to esti-
mating the expectation of a random variable. Assume that U is a unitary acting on C5 ® C/®l such
that

Ip—pl <

Ul0)0) = > VPxly)lx), (212)

x€Q
where S € N and {|i/,) : x € Q} are unit vectors in C5. Let
o= ) pexs o= ) pelx = )’ (2.13)
xeQ xeQ

denote the expectation and variance of the random variable, respectively. Several quantum algo-
rithms have given speedups for estimating ys. Specifically, Reference [57] showed how to estimate
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iy within additive error € by O(oy /€) calls to U and U'. Given an upper bound H and a lower
bound L > 0 on the random variable, Reference [47] showed how to estimate py with multiplica-
tive error € using O(oy/ epy - H/L) calls to U and U'. More recently, Reference [33] mutually
generalized these results and proposed a significantly better quantum algorithm:

THEOREM 2.3 ([33, THEOREM 3.5]). There is a quantum algorithm that, given a quantum sampler
U as in Equation (2.12), an integer Ay, a value H > 0, and two reals €, € (0, 1), outputs an estimate
fiv. If Ay > \Jo}, + p?, /py and H > py, then |fiy — py| < epy with probability at least 1 — 8, and
the algorithm uses O(Ay /e - log® (H/py) log(1/8)) calls toU and U™.

The quantum algorithm works as follows. First, assume Q C [L, H] for given real numbers

L,H > 0, there is a basic estimation algorithm (denoted BasicEst) that estimates H !y up to
e-multiplicative error:

ALGORITHM 1: BasicEst: the basic estimation algorithm.

Input: A quantum sampler U acting on C° ® C!?l, interval [L, H], precision parameter € € (0, 1),
failure parameter § € (0, 1).
Output: e-multiplicative approximation of H~! .
1 Use controlled rotation to implement a unitary Ry p acting on €9l @ C? such that for all x € Q,

Re,Hx)|0) = {Iﬂ(ﬁlm * \/%H)) ifL<x < H

|x)|0) otherwise
2 LetV=(Is®Ry g)(U®L)andII = Is ® I ® [1)(1];
3 fori=1,...,0(log(1/6)) do

4 L Compute p; by Theorem 2.2 with U « V, S; « 2I1 — I, and M « ©(1/(ex/H 1 py));

5 Returnﬁ = median{ﬁl, R ’ﬁ®(log(l/5)) ).

However, usually the bounds L and H are not explicitly given. In this case, Reference [33] con-
sidered the truncated mean 1, defined by replacing the outcomes larger than b with 0. The article
then runs Algorithm 1 (BasicEst) to estimate ji; /b. A crucial observation is that 4/b/ <, is smaller
than Ay for large values of b, and it becomes larger than Ay when b ~ pyA%. As a result, by re-
peatedly running BasicEst with Ay quantum samples, and applying O(log(H/L)) steps of a binary
search on the values of b, the first non-zero value is obtained when b/A%] ~ py. In Reference
[33], more precise truncation means are used to improve the precision of the result to O(1/€) and
remove the dependence on L.

Note that the quantum algorithm for Theorem 2.3 only relies on BasicEst. This is crucial when
we estimate the mean of our simulated annealing algorithm in different iterations nondestructively
(see Section 4.2 for more details).

2.4 Hit-and-run Walk

As introduced in Section 1.3.1, there are various random walks that mix fast in a convex body K,
such as the grid walk [24] and the ball walk [21, 50]. In this article, we mainly use the hit-and-run
walk [48, 52, 66]. It is defined as follows. Initially, the walk starts at the original point 0 (the centers
of the balls with radius r and R in Equation (1.2)). In each iteration:

(1) Pick a uniformly distributed random line ¢ through the current point p.
(2) Move to a uniform random point along the chord £ N K.
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For any two points p,q € K, we let £(p, q) denote the length of the chord in K through p and q.
Then the transition probability of the hit-and-run walk is determined by the following lemma:

LEmMMA 2.2 ([48, LEMMA 3]). At a step of the hit-and-run walk algorithm with current point u, the
density function of the distribution of the next point x € K is

2 1

Pu(x) =

———— 2.14
no, C(u,x)|x —ul®t’ (214)

wherev, = 17 /T(1+ %) is the volume of the n-dimensional unit ball. In other words, the probability
that the next point is in a (measurable) set A C K is

Pu(A)zfA 21 4 (2.15)

no, C(u,x)|x —ul®t

In general, we can also define a hit-and-run walk with a given density. Let f be a density function
in R™. For any points u, v € R", we let

1
pr(u,v) = fo f((1=t)u+ to)dt. (2.16)

For any line ¢, let £* and ¢~ be the endpoints of the chord £ NK (with + and — assigned arbitrarily).
The density f specifies the following hit-and-run walk:

(1) Pick a uniformly distributed random line ¢ through the current point p.

f(x)
priavaL

Let 7rx denote the uniform distribution over K. Smith [66] proved that the stationary distribution
of the hit-and-run walk with uniform density is 7x. Furthermore, Lovasz and Vempala [52] proved
that the hit-and-run walk mixes rapidly from any initial distribution:

(2) Move to a random point x along the chord ¢ N K with density

THEOREM 2.4 ([52, THEOREM 1.1]). Let K be a convex body that satisfies Equation (1.2): By(0,r) C
K C By(0,R). Let o be a starting distribution and let c™ be the distribution of the current point
after m steps of the hit-and-run walk in K. Let € > 0, and suppose that the density function do /drg

is upper bounded by M except on a set S with o(S) < €/2. Then for any
‘RE M
m> 1010”—z In —, (2.17)
r €

the total variation distance between '™ and my is less than e.

Theorem 2.4 can also be generalized to exponential distributions on K, using the definition of
level sets:

Definition 2.1. Given a probability density f supported on K, the level set of f of probability p
is defined as the set

Ly = {x: f(x) 2 f,] (2.18)
for a value f,, € R such that fxeLp f(x)dx =p.

THEOREM 2.5 ([52, THEOREM 1.3]). Let K C R" be a convex body and let f be a density supported
onK that is proportional to ea'x for some vector a € R™. Assume that the level set of f of probability
1/8 contains a ball of radiusr, and B¢ (Ix—zf|*) < R?, where zy is the centroid of f. Let o be a starting
distribution and let ™ be the distribution for the current point after m steps of the hit-and-run walk
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applied to f. Let € > 0, and suppose that the density function = d" is upper bounded by M except on
a set S with o(S) < 5. Then for

M nR
re

m>1030 15
7‘

the total variation distance between ¢™ and 7y is less than e.

Roughly speaking, the proofs of Theorem 2.4 and Theorem 2.5 have two steps. First, for any
random walk on a continuous domain Q with transition probability p and stationary distribution
7, we define its conductance (which generalizes the discrete case in Equation (2.1)) as

. fs fQ/S dx dy 7Py
@ := inf .
SO min{ [ dx 7y, [, g dx 7y}

(2.19)

It is well-known that the mixing time of this random walk is proportional to 1/®2 up to logarithmic
factors. This is captured by the following proposition:

ProPoSITION 2.1 ([50, COROLLARY 1.5]). Let M := supgcq % where o is the initial distribution.
Then for every S C Q,

(a<’<>(S) - n(S)\ < \/M(l - %@Z)k. (2.20)

Furthermore, the conductance in Proposition 2.1 can be relaxed to that of sets with a fixed small
probability p:

PROPOSITION 2.2 (ADAPTED FROM REFERENCE [50, COROLLARY 1.6]). Let M := supg, (s) Ifthe
conductance for all connected, measurable set A C Q such that 1(A) = p < 1/2 is at least ®,, then
forall S € Q, we have

|o®)(s) - 7(S)| < 2Mp + 2M (1 - écbf,)k . (2.21)

Intuitively, conductance can directly characterize the convergence of the random walk to its sta-
tionary distribution. Specifically, the second term on the right-hand side of Equation (2.21) goes
to 0 when k = Q(1/®7).

Second, Reference [52] proved a lower bound on the conductance of the hit-and-run walk with
exponential density:

ProrosITION 2.3 ([52, THEOREM 6.9]). Let f be a density in R"™ proportional to e4'* whose
support is a convex body K of diameter d. Assume that B;(0,r) € K. Then for any subset S with
7r(S) = p < 1/2, the conductance of the hit-and-run walk satisfies

P(S) 2

.
108nd In(nd/rp)

Proposition 2.1 and Proposition 2.3 imply Theorem 2.4 and Theorem 2.5, respectively; complete
proofs are given in Reference [52].

For the conductance of the hit-and-run walk with a uniform distribution, Reference [52] estab-
lished a stronger lower bound that is independent of p:

(2.22)

ProroOSITION 2.4 ([52, THEOREM 4.2]). Assume that K has diameter d and contains a unit ball.

Then the conductance of the hit-and-run in K with uniform distribution is at least 57— 224nd
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3 THEORY OF CONTINUOUS-SPACE QUANTUM WALKS

In this section, we develop the theory of continuous-space, discrete-time quantum walks.
Specifically, we generalize the discrete-time quantum walk of Szegedy [70] to continuous space.
Let n € N and suppose Q is a continuous subset of R" (we say that Q is continuous if for any
x,y € Q there is a continuous function fy 4: [0,1] — Q such that f; ,(0) = x and fx 4(1) = y). A
probability transition density p on Q is a continuous function p: Q X Q — [0, +c0) such that

f dyp(x,y) =1 VxeQ. (3.1)
Q

We also write px_,, := p(x,y) for the transition density from x to y. Together, Q and p specify a
continuous-space Markov chain that we denote (Q, p) throughout the article.

For background on the mathematical foundations of quantum mechanics over continuous state
spaces, see Reference [65, Chapter 1]. In this section, we treat quantum states as square integrable
functions f: Q — Rin L*(Q) if fQ dx [f(x)|* < co. The inner product (-, -) on L*(Q) is defined by

(fog) = fQ dx f(x)g(x) Y f.geLA(Q). (3.2)

Note that by the Cauchy-Schwarz inequality, we have

|<f,g>|zs( [ dxlf(x)lz) ( [ dx|g<x>|2) < oo (33)

the norm of an f € L2(Q) is subsequently defined as LIl :== +/{f, ). The pure states in Q corre-
spond to functions in the set

SH(Q) = {f: QO-R |dex|f(x)|2=1}. (3.4)

The computational basis elements |y) for all y € Q correspond to Dirac delta functions §(x — y)
centered at y, where §(x) = 0 forall x # 0, and fR" d(x) dx = 1. Delta functions are not members of
the Hilbert space L?(Q); however, we interpret them in the following sense: For any y € int.(Q),
we consider a normalized Gaussian with width e, given by &, ¢(x) o We’”x’y”z/ 2¢* for
x € Qand 0 for x ¢ Q. It is clear that 6, € L*(Q) and its behavior approaches that of the
delta function. In the remainder of the section statements such as A = B are to be interpreted
as lime_,0 |Ac — Be| = 0 where A, B, are obtained from A, B by replacing every occurrence of a
computational basis vector |y) by &, .° Integrals over L*(Q) are computed pointwise. It can be
verified that

f dx |xXx| =1 (3.5)
Q

and

(x|x"y = §(x — x"), Yx,x" € Q. (3.6)

®As in most treatments of continuous quantum mechanics, we shall not be fully rigorous with respect to operations such
as interchanging orders of limits. We have two reasons to believe that pathological cases do not occur. First, the states that
occur during the algorithm correspond to probability distributions that are obtained during classical geometric random
walks. Second, we show in Section 5.1 that our algorithm can also be executed discretely; we work in the continuous
setting only for ease of analysis.
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3.1 Continuous-space Quantum Walk

Given a transition density function p, the quantum walk is characterized by the following states:

lpx) = |x) ® L dy \fpx—yly) Vx € R™. (3.7)

Since py_,, is a normalized probability density function, |¢) € L*(Q). Now, denote

U= f do I )((x] @ (O, T 1= f dx I8 )l S o= f f dedylxp)(y.xl.  (38)
Q Q QJQ

Notice that U is an isometry on L%(Q) ® |0), IT is the projection onto span{|¢,)},crn, because

1 ZLLdde’|¢x><¢x|¢x'><¢x’|=Ldedx’5(x—x’)|¢x)(¢xr|=H, (3.9)

and S is the swap operator for the two registers. A single step of the quantum walk is defined as
the unitary operator
W= S(2I1 - I). (3.10)
The first main result of this subsection is the following theorem:

THEOREM 3.1. Let

D::Ldedy‘/prypyﬁﬂx)(m (3.11)

denote the discriminant operator of p. Let A be the set of eigenvalues of D, so that D = fA dA AN

Then the eigenvalues of the quantum walk operator W in Equation (3.10) are +1 and A +iN1 — A? for
all A € A

Notice that in Equation (3.11), D is real and symmetric, and thus its spectral decomposition
exists. We defer the proof of Theorem 3.1 to Appendix A.
3.2 Stationary Distribution

Classically, the density 7 = (my)yeq corresponding to the stationary distribution of a Markov
chain (Q, p) satisfies

f dxme = 1; f dy py—xmy = 7y Vx e Q. (3.12)
Q Q
In other words, we can naturally define a transition operator as
P:= f f dx dy py—«|x)Xyl, (3.13)
eJa

and the stationary density 7 satisfies Pz = 7. The Markov chain (Q, p) is reversible if there exists
a classical density o = (0y)yeq such that

Py—x0y = PxoyOx Vx,yeQ. (3.14)
(This is called the detailed balance condition.) Notice that for all x € Q,
f dypy oy = f dy pxyox = fo dy pxy = 03 (3.15)
Q Q Q

therefore, we must have Po = o, i.e,, ¢ is a stationary density of P. In this article, we focus on
Markov chains (Q, p) that are reversible and have a unique stationary distribution (i.e., ¢ = x).
Such assumptions are natural for Markov chains in practice, including the Metropolis-Hastings
algorithm, simple random walks on graphs, and so on.
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We point out that if 7 is the classical stationary density of a reversible Markov chain (Q, p), then

) = fQ d VLl (3.16)

is the unique eigenvalue-1 eigenstate of the quantum walk operator W restricted to the subspace
span;, (o {T|4), ST|A)}. First, a simple calculation shows that

W|7fw> = S(ZH—I)|7fw> (3.17)
= S|mw) (3.18)

- ( fQ fQ diedy x, )Xy, 1) fQ fQ e dy Tyl )| (3.19)
- [ [ axay ympv (3.20)
:Lfg;dXdyV”xpx—»prMy) (321)
= [ arvaio( [ dyyBrin) 622)

= fQ dx Vrc|¢x) (3.23)
= |mw), (3.24)

where Equation (3.18) follows from |y ) € span, .o {l$x)}, Equation (3.19) follows from the defini-
tion of S in Equation (3.8), Equation (3.21) follows from Equation (3.14), and Equation (3.21) follows
from the definition of |¢$,) in Equation (3.7). Thus, |7y ) is an eigenvector of W with eigenvalue 1.
However, since (€2, p) is reversible, P is similar to D: If we denote D, := fQ dx \/7rx|x){x|, then

D,DD;! = ( fQ ey ) fQ fg dx dy by ) fg dym )yl )
:ffdxdy‘/nxﬁglpqupyqxlx)(yl (3.25)
QJQ

= f f dx dy pyx|x)y| (by Equation (3.14)) (3.26)
eJao
= P. (3.27)

As a result, D and P have the same set of eigenvalues. Furthermore, Lemma A.1 implies that all
eigenvalues of P have norm at most 1, and the proof of Theorem 3.1 shows that |y ) is the unique
eigenvector with this eigenvalue within span, ., {T|4), ST|4)}.

The state

|7) :=fdx«/7'[_x|x) (3.28)
Q

represents a quantum sample from the density r; in particular, measuring |7) in the computational
basis gives a classical sample from 7. Furthermore, the unitary operator in Equation (3.8) satisfies

Utmw) = fQ dx 10}l fQ dx ylg)) = fQ dx V7 1%)10) = [7)]0), (3.29)

so we have U|x)|0) = |7y ).
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4 QUANTUM SPEEDUP FOR VOLUME ESTIMATION

In this section, we present and analyze our quantum algorithm for volume estimation. First, we re-
view the classical state-of-the-art volume estimation algorithm in Section 4.1. We then describe our
quantum algorithm for estimating the volume of well-rounded convex bodies (i.e., R/r = O(y/n))
with query complexity O(n?°/€) in Section 4.2, with detailed proofs given in Section 4.3. Finally,
we remove the well-rounded condition by giving a quantum algorithm with interlaced rounding
and volume estimation with additional cost O(n®?) in each iteration in Section 4.4.

4.1 Review of Classical Algorithms for Volume Estimation

The state-of-the-art classical algorithm for volume estimation uses O(n* + n®/e?) classical queries,
where O(n?) queries are used to construct the affine transformation that makes convex body well-
rounded [53] and O(n®/€?) queries are used to estimate the volume of the well-rounded convex
body (after the affine transformation) [21].

We now review the algorithm of Reference [53] for estimating volumes of well-rounded convex
bodies. This algorithm estimates the volume of a convex body obtained by the following pencil
construction. Define the cone

n
C:= {x eR™ x> O,in2 < xg}, (4.1)
im1

where x; denotes the jth coordinate of x. Let K’ be the intersection of the cone C and a cylinder
[0,2D] XK, ie.,

K = ([0,2D] xK) N C (4.2)

(recall D = R/r). Without loss of generality, we renormalize to r = 1, so that B,(0,1) € K C
B, (0, D). Since D Vol(K) < Vol(K’) < 2D Vol(K), with the knowledge of Vol(K’), we can estimate
Vol(K) with multiplicative error e by generating O(1/€?) sample points from the uniform distri-
bution on [0, 2D] X K and then counting how many of them fall into K’. Such an approximation
succeeds with high probability by a Chernoff-type argument (see Section 4.3.1 for a formal proof).

Lovész and Vempala [53] considers simulated annealing under the pencil construction. For any
a > 0, define

Z(a) := f e 0 dx. (4.3)
It can be shown that for any a < ¢/D,

(1 —¢€)Vol(K') < Z(a) < Vol(K'). (4.9)

However, it is shown in Reference [53, Section 2.3] that for any a > 2n and € > (3/4)",
(1-¢€) f e dx < Z(a) < f e ¥ dx. (4.5)

C C

This suggests using a simulated annealing procedure for estimating Vol(K”). Specifically, if we
select a sequence a9 > a; > -+ > a,, for which ay = 2n and a,, < €¢/D, then we can estimate

Vol(K’) by

Z(al+l

) (4.6)

Z(am) = Z(a) ﬂ

(Note that this procedure uses an increasing sequence of temperatures 1/a;, unlike standard sim-
ulated annealing in which temperature is decreased.)
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Let 7; be the probability distribution over K’ with density proportional to e™%*, i.e., dr;(x) =

efai"(o dx. Let X; be a random sample from 7;, and let (X;), be its zeroth coordinate (xy in Equation
Z(a; p q
(4.1)); define V; := e(@=@+1)(Xido We have
—aiXxo Z(a;
E,,[Vi] = f el@i—aii)x dr;(x) = f el@i=ai)x € dx = (al“). (4.7)
g g Z(ai) Z(ai)
Furthermore, if the simulated annealing schedule satisfies a;+; > (1 — #)ai, then V; satisfies
(see Reference [53, Lemma 4.1])
En (V7] ( @ )"“
: < <8 Yie[m], (4.8)
Er, [Vi]? a;i(2a;41 — a;)

i.e., the variance of V; is bounded by a constant multiple of the square of its expectation. Thus, this
simulated annealing procedure constitutes Chebyshev cooling (see also Section 4.3.3), ensuring its
correctness (see Proposition 4.1).

Algorithm 2 presents this approach in detail. Note that sampling from s in Line 2 is straightfor-
ward: select a random positive real number x from the distribution with density e?"* and choose
a uniformly random point (v1, ..., vy,) from the unit ball. If X = (x¢, x0v1, . .., x0v,) ¢ K’, then
try again; else return X. Equation (4.5) ensures that we succeed with probability at least 1 — € for
each sample.

ALGORITHM 2: Volume estimation of well-rounded K with O(n*/e?) classical queries [53].
Input: Membership oracle Ok of K; R such that B2(0, 1) € K € B2(0,R); R = O(y/n), ie., K is
well-rounded.

Output: e-multiplicative approximation of Vol(K). A
Set m = 2[y/nln(n/e)], k = %\/ﬁln(n/e), §=¢€*n"1 and a; = 2n(1 - ﬁ)’ for i € [m)];

[

Take k samples Xél), . ,Xék) from 7p;
for i € [m] do

)

w

4 Take k samples from 7; with error parameter § and starting points Xﬁ)l, o ,Xfl_ci, giving points
PO
G)
5 Compute V; = %Z;‘:l e(ai_ai“)(xi )0;

Return nlv,, (2n)~("*DV; ...V, as the estimate of the volume of K’, where vy, := 7 /T(1+ %) is the
volume of the n-dimensional unit ball.

=N

4.2 Quantum Algorithm for Volume Estimation

As introduced in Section 1.2, our quantum algorithm has four main improvements that contribute
to the quantum speedup of Algorithm 2:

(1) We replace the classical hit-and-run walk in Section 2.4 by a quantum hit-and-run walk,
defined using the framework of Section 3. Classically, the hit-and-run walk mixes in O(n?)
steps in a well-rounded convex body given a warm start (see Theorem 2.4). Quantumly,
we can use the quantum hit-and-run walk operator to prepare its stationary state given a
warm start state using only O(n!->) queries to the membership oracle for the well-rounded
convex body.

(2) We replace the simulated annealing framework in Algorithm 2 by the quantum MCMC
framework described in Section 2.2. Classically, we sample from 7; in the ith iteration by
running the classical hit-and-run walk starting from the samples taken in the (i — 1)st it-
eration. Quantumly, we prepare the quantum sample |7;) in the ith iteration by applying

ACM Transactions on Quantum Computing, Vol. 4, No. 3, Article 20. Publication date: May 2023.



Quantum Algorithm for Estimating Volumes of Convex Bodies 20:25

7 /3-amplitude amplification to a quantum sample produced in the (i — 1)st iteration, where
the unitaries in the 7 /3-amplitude amplification are implemented by phase estimation of the
quantum hit-and-run walk operators as in Equation (2.7).

(3) We use the quantum Chebyshev inequality (see Section 2.3) to give a quadratic quantum
speedup in e ! when taking the average e(%~%+)XiJo in Line 5 of Algorithm 2. However, we
must be cautious, because the resulting points X ;1), oo X l.(k) in Line 4 follow the distribution
7;, which varies in different iterations of simulated annealing. Instead, our quantum algo-
rithm must be nondestructive: it must still have a copy of |r;) after estimating the average
e(@i=ais1)(Xid 50 that we can map this state to | ;1) by 7/3-amplitude amplification for the
next iteration. This is achieved in Section 4.3.3.

(4) In Section 4.4, we show how the densities can be transformed to be well-rounded by an affine
transformation at each stage of the algorithm. This is to ensure that the hit-and-run walk
mixes fast assuming the densities 7; to be sampled from are well-rounded (see Theorem 2.5).
The high-level idea is to sample points from density 7z; and compute an affine transformation
Si+1 that rounds 7; and the next density ;41 (see Lemma 4.11). To sample these points, we use
7 /3-amplitude amplification to map the states corresponding to the uniform distributions
for one stage to those for the next. The affine transformation can be computed coherently
using nondestructive mean estimation, with O(n?®) quantum queries in each iteration.

Algorithm 3 is our quantum volume estimation algorithm that satisfies our main theorem:

THEOREM 1.1 (MAIN THEOREM). LetK C R"™ be a convex set withB}(0,r) € K C By (0, R). Assume

0 < € < 1/2. Then there is a quantum algorithm that returns a value Vol(K) satisfying
1
1+e

Vol(K) < Vol(K) < (1 + ¢) Vol(K), (1.4)

with probability at least 2/3 using O(n® + n®3/e) quantum queries to the membership oracle Og
(defined in Equation (1.3)) and O(n® + n* /€) additional arithmetic operations.

The proof of Theorem 1.1 is organized as follows. We first assume that in each iteration, S;.{
puts ;4 in isotropic position, i.e., the densities are promised to be well-rounded. The rest of
this subsection presents an overview of the proof of Theorem 1.1 (including a quantum circuit
in Figure 3), and proofs details are given in Section 4.3. In Section 4.4, we show how the well-
roundedness be maintained at an additional cost of O(n?°) quantum queries in each iteration.

Following the discussion in Section 1.2, our proof can be described at three levels:

High level (the simulated annealing framework). In Section 4.3.1, we show how to estimate Vol(K)
given an estimate of the volume of the pencil construction, Vol(K’):

LEmMA 4.1. If we have access to Vol(K’) such that

Vol(K’) < Vol(K’) < (1 + €/2) Vol(K'), (4.9)

1+¢€¢/2

with probability at least 0.7, then we can return a value Vol(K) such that

1 P —

Vol(K) < Vol(K) < (1 + ¢) Vol(K) (4.10)

+€

holds with probability at least 2/3, using O(n®*[€) quantum queries to the membership oracle O.

In Section 4.3.2, we prove that the inner product between stationary states of consecutive sim-
ulated annealing steps is at least a constant:
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ALGORITHM 3: Volume estimation of convex K with O(n® + n%-%/¢) quantum queries.

Input: Membership oracle Ok for K; R = O(4/n) such that By(0,1) € K C B2(0, R).
Output: e-multiplicative approximation of Vol(K).
Set m = @(+y/nlog(n/¢)) to be the number of iterations of simulated annealing and a; = 2n(1 — \/Lﬁ)i for

-

i € [m]. Let 7; be the probability distribution over K’ with density 7;(x) proportional to e~?*0 (here x
is the zeroth coordinate of x, as in Equation (4.1));

Set error parameters 8, ¢’ = O(e/m?), e; = €/2m; let k = O(+/n/e) be the number of copies of stationary
states for applying the quantum Chebyshev inequality; let [ = ©(n) be the number of copies of
stationary states needed to obtain the affine transformation S;;

(1) ), . | ~ (k+1) ) (

Prepare k + [ (approximate) copies of |r9), denoted |7, Lemma 4.4);

for i € [m] do
3 Use the quantum Chebyshev inequality on the k copies of the state |7;_1) with parameters €7, to

estimate the expectation E;, [V;] (in Equation (4.7)) as V; (Lemma 4.9 and Figure 4). The

)

post-measurement states are denoted In(l) ), . Ifri(f;);

4 Use the [ copies of the state |7;—1) to nondestructlvely obtain the affine transformation S; that

rounds 7;—1 and 7; (Section 4.4). The post-measurement states are denoted In(k+1)) L k+l))

5 Apply 7 /3-amplitude amplification with error €’ (Section 2.2 and Lemma 4.8) and afﬁne

transformation S; to map ISifri(i)l), IS,fT(kH)) to |S;i7; 1)) LIS ~(k )), using the quantum
hit-and-run walk;

6 Invert S; to get k + [ (approximate) copies of the stationary distribution |7;) for use in the next
iteration;

7 Compute an estimate Vol(K’) = nlv, (2n)~("*DV; ... V., of the volume of K’, where vy, is the volume of
the n-dimensional unit ball;
8 Use Vol(K’) to estimate the volume of K as Vol(K) (Section 4.3.1).

LEMMA 4.2. Let |r;) be the stationary distribution state of the quantum walk W; fori € [m] defined
in Equation (3.28). For n > 2, we have {rx;|m;41) > 1/3 fori € [m —1].

This allows x/3-amplitude amplification to transform the stationary state of one Markov
chain to that of the next. The total number of iterations of 7/3-amplitude amplification is thus
O(+/n), which equals to the number of iterations of the classical volume estimation algorithm by
Reference [53].

Middle level (each telescoping ratio). In Section 4.3.3, we describe how we apply the quantum
Chebyshev inequality (Theorem 2.3) to the Chebyshev cooling schedule.

LEMMA 4.3. Given O(log(1/5)/e) copies of the quantum states |7;_1), there exists a quantum al-
gorithm that outputs an estimate of E,[V;] (in Equation (4.7)) with relative error less than € with
probability at least 1 — O(5) using o(C log(1/68)/€) oracle calls, where C oracle calls are required
to implement a sampler for | ;). Moreover, this quantum algorithm is nondestructive, i.e., the initial
copies of quantum states |7;_1) are restored after the computation with probability at least 1 — O(6).

Because the relative error in each iteration for estimating the volume via Chebyshev cooling is
O(e/m) = O(e/+/n), Lemma 4.3 implies that O(log(1/5)/(e/vn)) = O(+\/n/e) copies of the station-

ary state suffice for the simulated annealing framework.’

"Notice that in the quantum Chebyshev inequality by Hamoudi and Magniez, they did not distinguish the number of copies
of the initial state from the number of quantum samples [33, Theorem 5.3]. In fact, their proof uses only O(log(1/8)) copies
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Fig. 3. The quantum circuit for Algorithm 3 (assuming well-roundedness). Here Ucp ; is the circuit of the
quantum Chebyshev inequality (Theorem 2.3) in the ith iteration and U; ; is /3-amplitude amplification
from |m;) to |mit1).

Low level (the quantum hit-and-run walk). In Section 4.3.4, we give a careful analysis of the errors
coming from the quantum Chebyshev inequality as well as the x/3-amplitude amplification:

LEMMA 4.4. Fore; < 1, given é(log(1/5)/61) copies of a state |7;_1) such that ||| 7t;—1)—|mi—1)|| < €1,
there exists a quantum procedure (using m/3-amplitude amplification and the quantum Chebyshev
inequality) that outputs a V; such that |V; — E. [Vill £ eEn[Vi] (where E.,[Vi] is defined in
Equation (4.7)) with success probability 1 — §* using O(n*/?log(1/5)/e; + n*?log(1/€’)) calls to
the membership oracle and returns é(log(l/é)/el) copies of final states |7t;) such that |||7;) — |7:)|| =
O(er+6 +¢€).

Having the four lemmas above from all the three levels, we establish Theorem 1.1 as follows.

Proor oF THEOREM 1.1. We prove the correctness and analyze the cost separately.

Correctness. By Lemma 4.1, it suffices to compute the volume of the pencil construction K’ to rel-
ative error €/2 with probability at least 0.7 to compute the volume of the well-rounded convex body
K. This is computed as a telescoping sum of m = O(y/nlog n/€) products of the form Z(a;.1)/Z(a;).
The random variable V; is an unbiased estimator for Z(a;+1)/Z(a;), i.e., By, [Vi] = Z(ai+1)/Z(a;).
Consider applying Lemma 4.4 m times with sufficiently small §,¢’ < €/12m? and €, = €/3m.

of the initial state |7;_1) in Lemma 4.3, which reduces the total number of copies of the stationary states in the simulated
annealing framework to O(log(1/38)). Nevertheless, this does not change the total query and time complexities of our
quantum algorithms, because the total number of calls to the quantum sampler remains the same.
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This will promise that €; + § + €’ < €/2m. At each iteration i, we have a state |7;_;) such that
I17i=1) = |mi—1)|| < O(€/4m). Thus, each telescoping sum can be computed with a relative error of
€/2m, resulting in a relative error of less than €/2 for the final volume. The probability of success
for each iteration is at least 1 — §* = 1 — ©(e*/4m?®). Thus, the probability of success for the whole
algorithm is at least 1—©(e*/4m’) = 1-O(e'! /n*>%), which is greater than 0.7 for a large enough n.

Cost. Ignoring the cost of obtaining the affine transformation to round the logconcave den-
sities to be sampled (assuming that all the relevant densities are well rounded), we have from
Lemma 4.4, the number of calls to the membership oracle in each iteration of Algorithm 3 is
O(n®?1og(1/8)/e; + n*/?log(1/€’)) = O(n?/€). The total number of oracle calls is thus O(n?/e).
The argument for correctness above applies for well-rounded logconcave densities. This is ensured
by maintaining O(n) states that are used to round the densities in each iteration (Algorithm 4).
By Proposition 4.4, this procedure uses O(n?°) calls to the membership oracle in each iteration,
resulting in a final query complexity of O(n® + n®®/¢). Since the affine transformation is an
n-dimensional matrix-vector product, the number of additional arithmetic operations is hence
O(n?) - O(n® + n®3/e) = O(n® + n*/e). |

4.3 Proofs of Lemmas in Section 4.2
We now prove the lemmas in Section 4.2 that establish Theorem 1.1.
4.3.1  From the Pencil Construction to the Original Convex Body. Here, we prove

LEmMMA 4.1. If we have access to Vol(K”’) such that

Vol(K’) < Vol(K’) < (1 + €/2) Vol(K'), (4.9)

1+¢/2

with probability at least 0.7, then we can return a value Vol(K) such that
1
+€

Vol(K) < Vol(K) < (1 + €) Vol(K) (4.10)

holds with probability at least 2/3, using O(n?°[€) quantum queries to the membership oracle O.

Proor. We follow the same notation in Section 4.1; i.e., without loss of generality, we assume
that r = 1 and denote D = R/r = R. Since R and r are both given, D is a known value. The pencil
construction is

n
K = ([0,2D]xK)m{xeR"+1 ;xozo,zxiz ng}- (4.11)
i=1
By the definition of D, for any (xi,...,x,) € K, we have )", xl? < D? so [D,2D] xK C K.
This implies that D Vol(K) < Vol(K") < 2D Vol(K). In other words, letting & := %, we have
05 <& <1
Classically, we consider a Monte Carlo approach to approximating Vol(K): We take k (approxi-
mately) uniform samples xi, . .., x; from [0,2D] X K, and if k" of them are in K’, then we return
% -Vol(K’). For each i € [k], §[x; € K'] is a Bernoulli random variable with expectation &k = ©(1).
Any Bernoulli random variable has variance O(1). Therefore, by Chebyshev’s inequality, taking
k = O(1/€?) suffices to ensure that

kK’ EfK ]

- = < —=0.99. 4.12
& <=2 (4.12)
Quantumly, we adopt the same Monte Carlo approach, but we implement two steps using quan-

tum techniques:

|
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e We take an approximately uniform sample from K’ = [0,2D] X K via the quantum hit-
and-run walk. To obtain a quantum stationary state, we use a similar idea as in Reference
[24] to construct a sequence of m = [nlog,(2D)] convex bodies. Let Ko := B2*1(0,1) and
K; := 2!/"BI*1(0,1) N K’ for i € [m]. As the length of the pencil is 2D, K, = K’. The state
|70) corresponding to Ky is easy to prepare. It is straightforward to verify that (7;|7;41) > ¢
for some constant ¢, as Vol(K;41) < 2Vol(K;). To utilize the quantum speedup for MCMC
framework (Theorem 2.1), it remains to lower bound the phase gap of the quantum walk
operator for K;. It can be shown that the mixing property of the hit-and-run walk in Theo-
rem 2.5 implies that the phase gap of the quantum walk operator is Q(n~!-); see the proof
of Lemma 4.8. Thus, by Theorem 2.1, |7,,,) can be prepared using O(n) - O(n'*) = O(n*®)
quantum queries to Ok.

o We estimate &k with multiplicative error /2 using the quantum Chebyshev inequality (The-
orem 2.3) instead of its classical counterpart. This means that O(1/€) executions of quantum
sampling in the first step suffice.

Overall, O(n*°/€) quantum queries to Ok suffice to ensure that we obtain an estimate of &g

within multiplicative error € /2 with success probability at least 0.99. Since (4.9) ensures that Vol(K”’)

estimates Vol(K’) up to multiplicative error €/2 with probability at least 0.7, Vzoll)(g;) estimates Vol(K)

up to multiplicative error €/2 + €/2 = € with success probability 0.99 - 0.7 > 2/3. O

4.3.2 Inner Product between Stationary States of Consecutive Steps. We now show that the inner
product between stationary states of consecutive steps is at least a constant. More precisely, we
have the following:

LEMMA 4.2. Let |m;) be the stationary distribution state of the quantum walk W; fori € [m] defined
in Equation (3.28). For n > 2, we have (r;|m;y1) > 1/3 fori € [m —1].

Proor. Recall that the stationary distribution ; of step i has density proportional to e™* as

e~ 4aixo

discussed in Section 4.1. The corresponding stationary distribution state is |7;) = fK, dx T |x).

Lovéasz and Vempala [53, Lemma 3.2] proved that a"*!Z(a) is log-concave (noting that the dimen-
sion of K" is n + 1). This implies that

C+as n+1 4+ a;
Ve Z@arizia) < () 7 (A0, (413)
Now, we have
exp(— tli+2ai+1x0)
(milmisn) = f dx—— L (4.14)
K yZ(ai)\Z(ai+1)
> zva_lm i fK' dxexp(_ ai+2ai+1 xo) (4 15)
- a; +aj+q 7 (ai+ai+1) ’
2
_ (2avam " W)
\ ai+ai '
n+1 n+1
2va; ai(l—ﬁ) 2 1—% W
al-—i-al-(l—%) 2—% ’ '
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where the inequality follows from Equation (4.13). When n = 2 or n = 3, the above inequality holds.

. / 1 1
When n > 4, to lower bound the above quantity, we use the fact that /1 — 1/4/n>1- PR

Hence, for n > 2, we have

n+1 n+1 n+1
1

n 1

L _ L =|1- (2- L

Vi Vi V2

as claimed. |

g1 _1
==
(il 1) = 1 . =(1-

[SSR

4.3.3 Chebyshev Cooling and Nondestructive Mean Estimation. Now, we briefly review the clas-
sical framework for Chebyshev cooling and discuss how to adapt it to quantum algorithms. Sup-
pose we want to compute the expectation of a product

V= ﬁ V; (4.18)

i=1

of independent random variables. The following theorem of Dyer and Frieze [23] upper bounds
the number of samples from V; that suffices to estimate E[V] with bounded relative error.

ProprosITION 4.1 ([23, SECTION 4.1]). Let Vi,...,V,, be independent random variables such that

2 J—
E[[“,/i"]]z < B foralli € [m]. Let X;l), e ,X;k) be k samples of V; for j € [m], and define X; =

%Z’;:lX;a. LetV = Hj"il Vi and X = Hj’zl)_(j‘ Then, taking k = 16Bm/e? ensures that

Pr [(1- E[V] < X < (1+ OE[V]] > Z (4.19)

With standard techniques, the probability can be boosted to 1 — § with a log(1/§) overhead.

In applications such as volume estimation [52] and estimating partition functions [69], the sam-
ples are produced by a random walk. Let the mixing time for each random walk be at most T. Then
the total complexity for estimating E[V] with success probability 1 — § is O(TBmlog(1/8)/e?).
Replacing the random walk with a quantum walk can potentially improve the mixing time; see
Section 1.3.2 for relevant literature. In particular, Montanaro [57] proposed a quantum algorithm
for the simulated annealing framework with complexity O(TBmlog(1/5)/e€), which has a qua-
dratic improvement in precision. Note that the dependence on T was not improved, as multiple
copies of quantum states were prepared for the mean estimation (which uses measurements). In
this article, we use the quantum Chebyshev inequality (see Theorem 2.3) to estimate the expec-
tation of V; in a nondestructive manner, which, together with Theorem 2.1, achieves complexity
O(TBmlog(1/6)/e).

Recall that the random variables V; (determined by the cooling schedule) satisfy Equation (4.8).
The following lemma uses this property of the simulated annealing procedure to show that the
quantum Chebyshev inequality can be used to estimate the mean of V; on the distribution 7;, which
%ﬁ:;) in the volume estimation algorithm. We first show that our
random variables can be made to satisfy the conditions of Theorem 2.3, and then we outline how
the corresponding circuit can be implemented. A detailed error analysis is deferred to Section 4.3.4.
To make the mean estimation nondestructive, we use the following theorem, originally posited by
Harrow and Wei [34, Theorem 6]. We cite below a version proved by Cornelissen and Hamoudi [19],
which fixes some potential issues with the original presentation, arising from assumptions on the
output of amplitude estimation.

gives an estimate of the ratio
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THEOREM 4.1 ([19, ProPosITION B.2]). Given state |{)) and reflections Ry, = 2| }y/| — I and
R = 2P — 1, and any n > 0, there exists a quantum algorithm that outputs da, an approximation to

a = (Y|P|y), so that

a(l—a 1
e
with probability at least 1 — 1, and O(log(1/n)M) uses of Ry, and R. Moreover, the algorithm restores
the state with probability at least 1 — 1. Finally, ifa < 1/(4M?), then a = 0 with probability at least
1-n.

LEMMA 4.3. Given O(log(1/5)/e€) copies of the quantum states |7;_1), there exists a quantum al-
gorithm that outputs an estimate of E,,[V;] (in Equation (4.7)) with relative error less than € with
probability at least 1 — O(8) using O(C log(1/8)/e) oracle calls, where C oracle calls are required

to implement a sampler for |x;). Moreover, this quantum algorithm is nondestructive, i.e., the initial
copies of quantum states |7;_1) are restored after the computation with probability at least 1 — O(J).

la—al < (4.20)

Proor. We apply the quantum Chebyshev inequality (Theorem 2.3). For the random variables V;,
we let y1; denote their mean and o? their variance. From Equation (4.8), /o2 + p?/p; < V8 < 3. For

a small constant ¢, we use log(1/8)/c? copies of |7;_1) to create copies of | ;) using 7/3-amplitude
amplification. We now use a quantum circuit that given |x)|0) computes |x)|e?*0~¢-1*0) ‘and then
apply a circuit Upedian that computes the median of all the ancilla registers:

Unedian|0)]a1) - - - |as) = |median{ay, . .., as})lar) - - - lag). (4.21)

By the classical Chebyshev inequality, we measure fi; such that |fi; — ;| < cp; with probability at
least 1—6. Thus, the probability that /i; /(1—c) < pisless than §. Taking H = f1;/(1—c), our variables
satisfy the conditions of the quantum Chebyshev inequality. To output an estimate of the mean
with relative error at most €, the quantum Chebyshev inequality now requires O(log(1/5)/e) calls
to a sampler for the state |7;), which we construct using 7 /3-amplitude amplification on copies of
|7;—1). By the union bound, the probability of failure of the whole procedure is O(9).

To be more specific, we replace U|0) in BasicEst (Algorithm 1) by U;_1 ;|7i—1) (where U;_y ; is the
circuit transforming the Jth copy of |;_1) to |7;)), and replace Q by —U;_y ;1 (IT;—4 —Hi{I)UiT_1 I(Hi -
1) (where IT; = |m;)(m;| and I = I —1I; for all i € [m]). The quantum circuit for nonde-
structive BasicEst is shown in Figure 4. Here, we run ©(log(1/5)) executions of amplitude estima-
tion (Flgure 2) in parallel. Note that by Equation (2.10), each amplitude estimation returns a state

119p

IGP) - ‘/_ |- 9[,) We use an ancilla register and apply the unitary
Usin|0)10) := 16)| sin® 0), (4.22)

because sinz(ép) = sinz(—ép) = p, the ancilla register becomes |p), where p estimates p well as
claimed in Theorem 2.2. We then take the median of such ©(log(1/5)) executions using Equation
(4.21), and finally run the inverse of Ug;,» gates and amplitude estimations. The correctness follows
from the proof of Theorem 2.3 in Reference [33].

To assure non-destructiveness, we replace every application of Quantum Amplitude Estimation
with Nondestructive Mean Estimation as in Theorem 4.1. The resulting guarantees on the error
are the same as with the original amplitude estimation algorithm. To ensure an overall success
probability of 1-0(9), it suffices to perform each instance of Nondestructive Amplitude Estimation
with success probability 1 — O(8). Note that since we estimate an unweighted mean, 2P — I with
P = H|0){(0|H can be implemented as HRyH, where Ry is a reflection around the |0) state. Finally,

ACM Transactions on Quantum Computing, Vol. 4, No. 3, Article 20. Publication date: May 2023.



20:32 S. Chakrabarti et al.
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Fig. 4. The quantum circuit for nondestructive BasicEst.

we show in Corollary 4.1 that R, (the reflection around |7;)) can be implemented using the same
number of oracle calls and gates as that required to sample 7; (up to polylogarithmic factors). O

A detailed error analysis is given in the next subsection (see Lemma 4.9).

4.3.4  Error Analysis. In this section, we analyze the error incurred by both the quantum Cheby-
shev inequality (Line 3) and 7 /3-amplitude amplification (Line 5) in Algorithm 3.

LEMMA 4.4. Fore; < l,givené(log(l/ﬁ)/el) copies of a state | ;1) such that ||| 7;—1)—|mi—1)|| < €1,
there exists a quantum procedure (using x/3-amplitude amplification and the quantum Chebyshev
inequality) that outputs a V: such that |V; — Er,[Vi]l < eBy,[Vi] (where EL,[V;] is defined in
Equation (4.7)) with success probability 1 — §* using O(n*/?log(1/6)/e; + n*?log(1/€’)) calls to
the membership oracle and returns é(log(l/&)/el) copies of final states |7;) such that |||7;) — |7:)|| =
O(e; +6 +¢').

We first show that 7/3-amplitude amplification can be used to rotate |r;) into |7;_;) with error
€’ using é(log(l /€)) oracle calls. This procedure is used as a subroutine in a mean estimation
circuit that estimates the mean of the random variable V; using multiple approximate copies of
|mi—1). We ensure that the measurement probabilities are highly peaked so that the state is not
disturbed very much. Finally, 7/3-amplitude estimation is used again to rotate the approximate
copies of the state |7;_;) to approximate copies of the state |7;).

Large effective spectral gap. Consider an ergodic, reversible Markov chain (Q, p) with transition
matrix P and a unique stationary distribution with density 7. Let a(x) be a probability measure over
Q such that the Markov chain mixes to its stationary distribution with a corresponding probability
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density 7 (x) within a total variation distance of ¢ within ¢ steps. Furthermore, let a(x) be a warm
start for 7(x) (see Definition 4.1). From the definition of the transition matrix P(x,y) = (x|P|y) =
Py—x-

The discriminant matrix D defined in Equation (3.11) is related to the transition matrix as P =
D, DD, as shown in Equation (3.27). For a hit-and-run walk, the transition matrix P represents
a convolution with an L, normalized function (corresponding to the square root of the density
Px—y)- Bounded subsets of L*(Q) are, therefore, mapped by P to other bounded subsets, and hence
P is compact. Since D is connected to P by a similarity relation, D is a compact Hermitian operator
over L,(Q) and thus has a countable set of real eigenvalues A; and corresponding orthonormal
eigenvectors (eigenfunctions) v; € Ly(Q). Orthonormality implies that fQ vi(x)vj(x)dx = &; ;.
Notice that

PD,ZU,' = D,ID(’UI') = AjD,r’Ui; (423)
thus, f; = D,v; is an eigenvector of P’ with eigenvalue A;. The eigenvectors f; may not be orthog-
onal under the standard inner product on L,(Q). However, we can define an inner product

f(x)g(x)
:=«(D, f,D, d 4.24
(f.9)n = 07 £.D79) = | LD ax (129
over the space L,(Q). It is easy to see that (f;, fj)r = (vi,vj) = J; ;. A corresponding norm can be
defined as || fllr = \{f, [)x-
It can be verified that v/7(x) is an eigenfunction of D with eigenvalue 1. Thus, the stationary
state 7 (x) is an eigenfunction of the transition operator P with eigenvalue 1. Since P is stochastic,

this is the leading eigenvalue. The eigenvalues of P are thus 1, A1, Az, . . . with corresponding eigen-
functions 7 (x), f2(x), f3(x), . ... From the orthonormality of the f under (-, -),, for any function g
in L,(Q), we have
9= D29 fdnfi =@+ D (G fdnfi (4.25)
i=1 i=2
g7 (x) ) N
= dx |7+ > (g, fdrfi (4.26)
(fg () 2. forf
- ( f 9(x) dx) 7+ g fidnfi (4.27)
Q i=2

Since a is a probability density, a = 7w + Y};2,(a, fi) . fi- After t steps of the Markov chain M on a,
we obtain the state P'a = 7 + )72, Af. (a, fi)x fi- Since the walk mixes to total variation distance €,
we have ||P'a — r||; < e. Furthermore, since a is a warm start,

P'(a(x) — 7 (x))

IP'a xlly = 1P (a— m)lly = fg P(atr) = () - DT (4.28)
< fQ P! (a(x) - 2(x))| - ‘W‘ dx  (4.29)
< fQ |Pf(a(x) - n(x))| - 0(1) dx (4.30)
<0(1) - IP"(a—- )l (4.31)
=0(1) - ||[P'a— x|, = O(e). (4.32)

Consequently, [|Y72, Af(a,ﬁ),,f,-ll,, = O(e) and from the orthonormality of f, (a,fi),fxlf. = O(e).
If1>21>1- ﬁ, then A} = Q(1) and (a, fi)» = O(e).
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The above analysis indicates that if a probability density a (that is a warm start) mixes in ¢ steps
under a Markov chain (Q p), then it has small overlap with each of the “bad” eigenfunctions (with
spectral gap less than 5 ( t)) Thus, P effectively has a large spectral gap when it acts on a.

Corresponding to a, consider the quantum states

o= [ N ds 1= [ yEpg o) . (433

f:(x) dx.

n(x

For an eigenvector v; of D (with eigenvalue A;), define the state |v;) := f o vi(x)dx = fQ

Then the walk operator W has the corresponding eigenvector |u;) = (I — (A; — i4/1 — A?)S)Tlvi

following the proof of Theorem 3.1. Let C; := A;—i,/1 — Af; then (¢4 |u;) = (Pa|T|vi)—Ci{PalST |u;).
Furthermore,

[ A
(BalTlor) = (alor) = fQ e (434)
and
($alSTloy) = ( fQ \/7axpﬁwy|<x|) ( fQ Nowr o |x'>|y’>) (435)
= [ V& [ prirei ay) ax (4.36)
- f Vaz(Doi)(x) dx (437)
Q

=A f Vaxv;(x) dx (4.38)
Q
= /11'((1'1)1'). (439)

We have (¢4|u;) = (1 — A;C;){alv;) and, therefore,

palui) = (1 - A;iCi){alvi) = \/(1 =292 + (1 = )X alv;) < 2Kalvy)l. (4.40)

In addition,

(4.41)

(alos) = fQ —V(’"(f“‘) e = f () ) fi) |
T

a(x)

The above discussion establishes the following proposition indicating that if a distribution with
density a(x) mixes fast and the stationary distribution with density 7 (x) has a bounded Ly-norm
with respect to a(x), then the quantum walk operator W acting on the subspace spanned by |r)
and |a) has a large effective spectral gap.

ProprosITION 4.2. Let M = (Q, p) be an ergodic reversible Markov chain with a transition operator
P and unique stationary state with a corresponding density = € Ly(QQ). Let {(A;, fi)} be the set of
eigenvalues and eigenfunctions of P, and let |u;) be the eigenvectors of the corresponding quantum
walk operator W. Let a € Ly(Q) be a probability density that is a warm start for &= and mixes up

71'(x)

to total variation distance € in t steps of M. Furthermore, assume that fQ
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constant c. Define

|a)=L\/a(x)|x)dx, (4.42)
o) = f Va® f Py dx dy. (4.43)

Then (¢q|u;) = O(e'/?) for all i such that1 > A; > 1 - Q(t)

Proor. Define S = {xIZ((;C)) > \/E}. Because fQ %;C))j a(x)dx = |, Z((;C)) m(x)dx < ¢, Markov’s

inequality implies that f ga(x)dx <e.
We now define the quantum state |a’) such that (x|a’) = (x|a) if x ¢ S and (a|x”) = 0 otherwise,
and | ) = Tla’). Then,

12~ 19}l = | fs VaGTIx) da| = fQ a(x) dx = V. (4.44)

From Equations (4.40) and (4.41),if 1 > 4; > 1 - O(t)’ then
o lus)| < ' f\/@a(?&) x| < 261/3‘;4”” < 2c1/4e34, (4.45)
Finally,
(Palui) = (parlus) + (pa = pur i) < 2¢4¥* + Ve = O(Ve) (4.46)
if1>A,>1- Q( e Hence, the result follows. O

Warmness of m;41 with respect to rr;. We show that density z; mixes to ;41 under the walk W;4
and vice versa. To apply Theorem 2.5, we show that the two distributions are warm with respect
to each other.

The Ly-norm of a distribution with density m; € L,(Q) with respect to another with density
7y € Ly(Q) is defined as

l7r1 /72|l = Ex o, [”I(X)] = fQ 71(%) 71 (x) dx. (4.47)

m(X) 7y (x)

Definition 4.1 (Warm Start). A density m; € Lo(Q) is said to be a warm start for 7, € Lo(Q) if
the Ly-norm ||7r1 /73| is bounded by a constant.

We have the following results on the Ly-norms of 7;,; and 7;:

e~ 4iX0

Z(a;)

LEMMA 4.5 ([53, LEMMA 4.4]). The Ly-norm of the probability distribution with density m; =
e~ i+1X0

Zlan) S at most 8.

with respect to that with density m;,1 =

e~ 4i+1X0

LEMMA 4.6. The Ly-norm of the probability distribution with density m;y; = T with respect

to that with density m; = ‘gz;x; is at most e.

Proor. Since a"Z(a) is a log-concave function [53, Lemma 3.2], we have
T (X) | fK el@imain) X g=ain X gy fK e~ 4iXodx
i (X) fK' e~ %i+1Xodyx fK' e~ ai+1Xodx

EXNﬂ'H—l [
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Z(2ai41 — a;)Z(a;)

= definition of Z 4.48
Z(a)? ‘ : e
a? "
< #) logconcavity of a"Z(a 4.49
o) Gogeoncavity of a"2(0) (4.49
n
(-%)

<= (definition of a;) (4.50)

R

2 n
< (1 + —) <eé?, (4.51)

n

where Equation (4.51) holds, because 1 + i - % <1+ %)(1 - %) as long as n > 16. O

Error analysis of r/3-amplitude amplification. Consider a simulated annealing procedure that
follows a sequence of Markov chains M;, M,, ... with stationary states p, yiz, . ... Consider an
alternative walk operator of the form

W/ = U/ SURaU, SURx, (4.52)
where R4 denotes the reflection about the subspace A := span{|x)|0) : x € K} and S is the

swap operator. We have U;|x)|0) = fyeK ,/pffLﬂx)ly) dy where p® is the transition probability
corresponding to the ith chain.

The W/ operator is related to the walk operator W; = S(2II; — I) via conjugation by Uj, i.e.,
W, = U,-Wl.’Ul.T. Thus,W; has the same eigenvalues as W;, and if |u;) is an eigenvector of W; with
eigenvalue A;, then |v) = U; |uj) is an eigenvector of W, with the same eigenvalue A;. For any clas-

sical distribution f, we define |f) = [, y/f(x)|x) dx and |¢j(:'>> = [, VI [ P, ly) dy dx.

Since |¢>§§3> is a stationary state of W; with eigenvalue 1, it follows that |7;)|0) is an eigenvalue of
W; with eigenvalue 1.
In each stage of the volume estimation algorithm, we sample from a state with density 7z;(x) =

e~aiXo

T Each such distribution is the stationary state of a hit-and-run walk with the corresponding

target density. Thus, the corresponding state |7;) is the stationary state of the corresponding walk
operators W; and W/. Both W; and W;s can be implemented using a constant number of U; gates.

From Lemma 4.2, we know that the inner product (7;|7;11) between the states at any stage of
the algorithm is at least % This implies that the inner product between |7;)|0) and |;41)|0) is also
at least % In the following, we abuse notation by sometimes writing only |7;) to denote |r;)|0), as
it is easy to tell from context whether the ancilla register should be present.

Lemma 2.1 in Section 2.2 indicates that 7/3-amplitude amplification can be used to rotate the
state |7;) to |7;41) if we can implement the rotation unitaries

Ri = olmi){(mi| + (I = |m)mil)  and  Ripq = o|misa X1l + (I = |7miz){misal) -

To implement these rotations, we use the fact that z; and ;4 are the eigenvectors of the operators
W/ and W/, with eigenvalue 1, respectively. We show the following lemmas, which are adapted
variants of Lemma 2 and Corollary 2 in Reference [74]:

LEMMA 4.7. Let W be a unitary operator with a unique leading eigenvector |{y) with eigenvalue 1.
Denote the remaining eigenvectors by |{;) with corresponding eigenvalues e*"i%  For any A € (0,1]
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o) —{H] -
0y —{H] QFT;}
o) —H}—¢ -
b — e o

Fig. 5. The quantum phase estimation circuit. Here W is a unitary operator with eigenvector |i/;); in 7/3-
amplitude estimation it is the quantum walk operator W in Equation (4.52).

and €; < 1/2, define a := log(1/A) and ¢ := Iog(l/\/e_z). There exists a quantum circuit V that uses
ac ancilla qubits and invokes the controlled-W gate 2%c times such that

V{1o)10)2%¢ = [1)9)]0) 2% (4.53)
and
VIUn0)®9 = V1 = ()Yl x;) + Ve () 1¥;)10)2%, (4.54)

where | x;) is orthogonal to |0)®¢ for all |y);) such that &; > A, and €,(j) < e, for all j.

Proor. Consider a quantum phase estimation circuit U with a ancilla qubits that invokes the
controlled-W gate 2¢ times (see Figure 5). The phase estimation circuit first creates an equal super-
position over a ancilla qubits using Hadamard gates. Fork = 0, .. ., a—1, we apply a controlled-W*
operator to the input register, controlled by the (a — k)th register. Finally, the inverse quantum
Fourier transform is applied on the ancilla registers. Then,

29-1
L1 .
Ulyp»10)®? = [y ® QFT' (\/—_a Z ez”’m§f|m>) (4.55)
2 m=0
| X
=y e o D ermim(Emm i) ), (4.56)
m,m’=0
The amplitude corresponding to |0) on the ancilla registers is
2¢-1 2mi29E;
1 . 1—e Jj
ajo = — 2wimé; = —25 (457)
2 — 2“(1—6 an)
for j # 0, and ag o = 1. If j # 0, then
1 - M2’ 1 1
j,0l = - < - < . 4.58
|aj’0| za(l _ e27n§j) za—l(l _ 627r1§j) 2a+1|§j| ( )

controlled-W gates), the amplitude for 0 in all the ancilla registers if £; > A is at most zlc =+. O

Thus, |aje| < 3 if & > A. Using ¢ copies of the circuit (resulting in ac ancilla registers and 2%c

COROLLARY 4.1. Let W be a unitary operator with a unique leading eigenvector |{y) with eigen-
value 1. Denote the remaining eigenvectors by |y/;) with corresponding eigenvalues e*™%/. For any

A € (0,1] and €; < 1/2, define a := log(1/A) and ¢ = Iog(l/\/e_z). For any constant o € C, there
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exists a quantum circuit R that uses ac ancilla qubits and invokes the controlled-W gate 2°*c times
such that
RIy0)|0)*? = (Rly))10)** (4.59)
(where R = a|yo){Yol — (I = [Y0){Vol)) and
IRIY10)°9 = (RIyMI0Y“| < Ve (4.60)

for j # 0 such that & > A.

PrOOF. Let R := VI (I® Q)V where V is the quantum circuit in Lemma 4.7 and Q := a|0){0|®%¢ +
(I —10%¢0|®49¢). Then, we have

RIgo)10)®% = V(I ® Q)[10)10)2%° = alihy)|0)®° = Rlyfo)|0)®*. (4.61)
For j # 0 such that & > A,

RIy»10)2* = VI(I ® Q)(VT = e&2ly)lx;) + Ve )10y ) (4.62)

= VI(WVIT=elylx) + Vealy;)|0)®) (4.63)

=Vi(ly) ® (VI=elx) + Vel0)®*) + Ve (a - DIYI0)®e)  (4.64)

= [Y)10;) + V' Vez(ar = 1)1y;)10)5%. (4.65)

Thus, [|Rly;)10)2%° — (RIy;110)2%|| < VT vez(a = D)1y;)10)%|| < Ve o

Finally, we prove the following lemma for analyzing the error incurred by 7 /3-amplitude am-
plification in our quantum volume estimation algorithm:

_ Lemma 4.8. Starting from |m;), we can obtain a state |7;11) such that || |7r,-+1)~ — |Tis)|l < € using
O(n3/%1og(1/€)) calls to the controlled walk operators W/, W/, . This results in O(n3/?1log(1/e€)) calls
to the membership oracle Ok.

Proo¥. From Theorem 2.5, Lemma 4.5, and Lemma 4.6, we find that

e 7;(x) mixes up to total variation distance €; in O(n® log® fl) steps of the Markov chain M4,
and
e 7;.1(x) mixes up to total variation distance €; in O(n? log® &) steps of the Markov chain M;.

From Proposition 4.2, we find the following:

e |1;) = |n/) + |e;) where |7]) lies in the space of eigenvectors |U§i+1)> of W/, such that

Aj.i“’ =1or A§”” <1- and |||e;)|| < €55 and

R S
O(n3log®(n/e1))’
o |miy1) = |m!. ;) + |eg) where |7/, ) lies in the space of eigenvectors Iv](.’)) of W/ such that

Aﬁl) =1lor Aﬁl) <1- m, and |||€2>|| < €.

Note that |7;) and |7;41) are simply the leading eigenvectors of W; and W;,, respectively. Thus,
both |r;) and |7;41) lie €; close to the “good” subspaces corresponding to W, (respectively, W}, ),
(i) (i+1) amig” (

which are spanned by eigenvectors |v ) (respectively, |v ; )) with eigenvalues e respec-
. 2rigt 0 _ (@) 1 i -
tively, e*"'* ) such that £l =0oré > g i) Each state that occurs during 7/3

amplitude amplification to rotate |7;) to |7;41) or vice versa is a linear combination of |7z;) and
|7;41) and is thus also close to the good subspaces of W, and W,,.
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Applying Corollary 4.1 with A = and €; = €7, we can implement a quantum opera-

tors R;, Ri.1 such that ||R; —R;|| < 2¢; and ||RH1 —Rinll < 26y, using O(n®/? logs/z(n/el) log(1/€1))
calls to the controlled-W; and controlled-W/, , operators, respectively.

The above shows how to approximately implement R; and R;;. If these operators could be
implemented perfectly, then Lemma 2.1 and Lemma 4.2 show that we can prepare a state |7;;)
such that (741 |711) < 1-(2/3)%" by applying m recursive levels of 7 /3-amplitude amplification to
|7;), using 3" calls to R,-,R:f,RHl,R:fH. Since ||7;41—Ti41] = /2(1 = (711 7i41)), after O(log(1/€2))
calls to the rotation gates, we obtain a final state with error €;. However, each rotation gate can
cause an error of €; by itself. By making O(n*/? log®/%(n/e;) log(1/e;) log(1/€,)) calls to controlled-
W/ and controlled-W/ , operators, we obtain a final error of O(e; log(1/€;) +€;). Choosing €; = €/2
and €; = ¢/(21In(2/¢)) gives the result. O

Error analysis for the quantum Chebyshev inequality. We also analyze the error from the quantum
Chebyshev inequality (Theorem 2.3), giving a robust version of Lemma 4.3.

LEMMA 4.9. Suppose we have O(log(l/cS)/e) copies of a state |7;_1) such that |||7;—1) — |mi—1)|| <
€. Then the quantum Chebyshev inequality can be used to output V; such that |V; — B, [Vi]| <
O(€)E,, [Vi] with success probability 1 — §* using O(n*/?log(1/5)/€) calls to the membership oracle.
The output state |7;_1) satisfies |||7i—1) — |mi—1)l| = O(e + §).

Proor. The error-free version of this lemma was proven in Lemma 4.3. Here, we focus on the
error analysis. The quantum Chebyshev inequality uses an implementation of US,U'S; where U
is a unitary operator satisfying U|mj_1) = |r;). From Lemma 4.8, using log(1/e;) iterations of
mr/3-amplitude amplification (Ujog1/e, in Equation (2.5)) instead of U induces an error of €; and
uses O(n*?log(1/€,)) oracle calls. Using approximate phase estimation as in Corollary 4.1 and
Lemma 4.8, II;_; and II; can be implemented up to error €; using O(n3/2 log(1/e3)) oracle calls.
Thus, each block corresponding to Theorem 2.2 induces an error of O(e; + €3), and the final state
before the median is measured has an error of O(e + €; + €3). Therefore, using O(log(1/8;)/€)
copies of |7;_1) returns a sample V; such that |V; — E,, [Vi]l < O(ez + €5 + €)E, [V;] with success
probability 1 — §;. Performing a measurement with success probability 1 — §; implies that the
posterior state has an overlap V1 — §; with the initial state. This induces an error of magnitude at

most /2(1 — VT = 8;) = 0(5.7%).

The measurement on the log(l/ d)/c copies of |77;_1) used to estimate /i has relative error at most
¢ with probability 1—§. This causes an error 0(511 /*) in addition to the error €, from 7 /3-amplitude
amplification.

Finally, note that the basic amplitude estimation circuit (analyzed in Theorem 2.2) is a subroutine
of the quantum Chebyshev inequality (Theorem 2.3), and uncomputing the block corresponding
to Theorem 2.2 induces an error of O(e; + €3), giving an overall error of O(e; + €3 + € + §'/*). The
result follows by taking €; = €3 = € and §; = &% |

We finally prove Lemma 4.4 here.

Proor. Lemma 4.9 is used to estimate the mean with € = €; and leaves a posterior state |7;_1)
such that |||7;—1) — |7mi—1)|] = O(e; + ). We can then use 7 /3-amplitude amplification to rotate this
state into |7;), adding error O(e’) at the cost of O(n*/? log(1/€’)). This completes the proof. |

4.4 Quantum Algorithms for Rounding Logconcave Densities

We first define roundedness of logconcave density functions as follows:

Definition 4.2. A logconcave density function f is said to be c-rounded if
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(1) The level set of f of probability 1/8 contains a ball of radius r;
(2) Ef (Ix - zfl) < R?, where zy is the centroid of f, i.e., zr := Er(x);

and R/r < cy/n.

In the previous section, we assumed that the distributions z; sampled during the hit-and-run
walk are O(1)-rounded (i.e., well-rounded). From Theorem 2.5, this implies that the hit-and-run
walk for the distribution 7; mixes from a warm start in time O(n?). In this subsection, we show
how the distributions 7; can be transformed to satisfy this condition.

Following the classical discussion in Reference [51], we actually show a stronger condition: the
distributions are transformed to be in “near-isotropic” position. A density function f is said to be
in isotropic position if

Er[x] =0 and Ef[xxT] =1 (4.66)

The latter equation is equivalent to fR" (uTx)%f(x) dx = |u|? for every vector u € R". We say that
K is near-isotropic up to a factor of ¢ if

e [ Wz rwar s (4.67)

c

for every unit vector u € R".
The following lemma shows that logconcave density functions in isotropic position are also
O(1)-rounded:

LEMMA 4.10 ([54, LEmMA 5.13]). Every isotropic logconcave density is (1/e)-rounded.

The following lemma shows that any logconcave density function can be put into isotropic po-
sition by applying an affine transformation, generalizing the same result for uniform distributions
by Rudelson [64]:

LEmMA 4.11 ([51, LEMMA 2.2]). Let f be a logconcave function in R" such that there is no linear
subspace S € R" such that fS f(x)dx > 1/2, and let X', ..., X* be independent random points
from the corresponding distribution. There is a constant Cy such that ifk > Cyt® Inn, then the trans-
formation g(x) = T~'/%x, where

k k
X= %fo, T = %Z(xi _ X)X - X)T (4.68)
i=1 i=1

puts f in 2-isotropic position with probability at least 1 — 1/2¢.

From Lemma 4.11, k = [ConIn® n] = ©(n) samples from a logconcave density f suffice to put
it into near-isotropic position. However, efficiently obtaining samples from a density 7; requires
it to be well-rounded to start with. To overcome this difficulty, we interlace the rounding with the
stages of the volume estimation algorithm where in each stage, we obtain an affine transformation
that puts the density to be sampled in the next stage into isotropic position. The density 7 is very
close to an exponential distribution (since it is concentrated inside the convex body) and can hence
be sampled without resorting to a random walk.

To show that samples from 7; can be used to transform 7;,; into isotropic position, we use the
following lemma:

LEMMA 4.12 ([37, LEMmA 4.3]). Let f and g be logconcave densities over K with centroids zg and
zg, respectively. Then for any u € R",

Epl(u- (x - zf))*] < 16E¢ [ﬂ Egl(u- (x — 24))%]. (4.69)
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We now have the following proposition:

ProrosITION 4.3. If affine transformation S; puts m; in near-isotropic position, then it also puts
Ti+1 in near-isotropic position.

Proor. Let S; put 7; in 2-isotropic position. Applying Lemma 4.12 with f = 71,9 = 7, we
have that for any unit vector u € R",

Er [(u - (x = 21,,,))*] < 16En,,, [%] B, [(u- (x = z5))%] < 3267, (4.70)
1
since E,, [F4] < e’ from Lemma 4.6. Again applying Lemma 4.12
1 2 i 2
. S Eﬂi [(u : (x - Zﬂi)) ] S Eﬂi Eﬂi+1 [(u : (x - zﬂi+1)) ] (471)
2 Ti+1
Ex[7=] < 8 from Lemma 4.5. Therefore,
1
< 128¢°E,,, [(u - (x = 2x,,,))]. (4.72)
Thus, E,,, is also put in near-isotropic position. O

We finally have the main result of this section:

PROPOSITION 4.4. At each stage i of Algorithm 4, the affine transformation puts the distribution
Ti+1 in near-isotropic position using an additional O(n*°) quantum queries to Ok.

Proor. Since 7 is nearly an exponential distribution, it can be sampled without using a random
walk and thus the proposition is true for i = 0. Assume that the proposition is true for 1,2, ..., k.
Then an affine transformation can be found to put 7z in near-isotropic position. Thus, a classical
hit-and-run walk starting from 7;_; converges to ;. in O(n?) steps. By the analysis in Section 4.3.4,
a quantum sample |7;_;) can be rotated to |7k ) using O(n') quantum queries. O(n) such samples
suffice to compute the covariance matrix T in Equation (4.68), which puts zx in 2-isotropic
position. By Proposition 4.3, this also puts 741 in near-isotropic position. This concludes the
proof. O

Rounding the convex body as a preprocessing step. Consider applying only the rounding part of
Algorithm 4. By Proposition 4.4, the final affine transformation puts the density ,, oc e™%m* in
near-isotropic position. Since a,, < €?/n, we have

B —amXo AV
(1 Ep[IX - X|]? < f e A Gy < oon, (4.73)
¢ Z(am)
thus, Ex [|X — X|]?> < 2n/(1 — €?). From Reference [51, Lemma 3.3], all but an e-fraction of the
body is contained inside a ball of radius O(+/n). Combined with our assumption that B;(0, 1) € K’,
this shows that S, puts the convex body K’ in well-rounded position.

5 IMPLEMENTATION OF THE QUANTUM HIT-AND-RUN WALK

Due to the precision of representing real numbers, the implementation of volume estimation algo-
rithms in practice requires to walk in a discrete domain that is a subset of R". It is known that walks
only taking local steps within a short distance (such as the grid walk and the ball walk) can be dis-
cretized with good approximation by dividing R” into small hypercubes and walking on their cen-
ters (see, e.g., Reference [28]), but such error analysis does not automatically apply to hit-and-run
walks for which we did not find existing classical discretizations. We emphasize the discretization
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ALGORITHM 4: Volume estimation of convex K with interlaced rounding.

Input: Membership oracle Ok for K.
Output: e-multiplicative approximation of Vol(K).
Set m = ©(+/nlog(n/e)) to be the number of iterations of simulated annealing and a; = 2n(1 — \%)i for

[

—a;jxp.
5

i € [m]. Let ; be the probability distribution over K’ with density proportional to e
Set error parameters &, ¢’ = ©(e/m?), €1 = €/2m; let k = ©(y/n/€) be the number of copies of stationary
states for applying the quantum Chebyshev inequality; let | = ©(n) be the number of copies of
stationary states needed to obtain the affine transformation S;; Prepare k + [ (approximate) copies of
~ (1) ~ (k+1)

|70), denoted |7,"), . .., |7, Y

fori € [m] do
2 Use the quantum Chebyshev inequality on the k copies of the state |7;—1) with parameters €1, d to
estimate the expectation E, [V;] (in Equation (4.7)) as V; (Lemma 4.9 and Figure 4). The

post-measurement states are denoted |f[i(1)1), ey |frl.(]_<1);
3 Use the [ copies of the state |;_1) to nondestructively® obtain the affine transformation
Si=T-= % Zézl(Xq - X)(X7 - X)T where the Xq are samples from the density 7;_ and

X = % 251:1 X4, The post-measurement states are denoted Ifrl.(lf;rl)), R Ifryfrl));

4 Apply 7 /3-amplitude amplification with error €’ (Section 2.2 and Lemma 4.8) and affine
transformation S; to map |5i7%§1)1>, R ISifrl.(I_c:l)) to ISiﬁl.(l)), R IS,-ﬁ'l.(kH)), using the quantum
hit-and-run walk;

5 Invert S; to get k + [ (approximate) copies of the stationary distribution |7;) for use in the next

iteration;

6 Compute an estimate Vol(K’) = nlv, (2n)~ "DV ...V, of the volume of K’, where vy, is the volume of

the n-dimensional unit ball;

7 Use Vol(K’) to estimate the volume of K as Vol(K) (Section 4.3.1).

in contrast to most classical treatments for two reasons: (1) Quantum algorithms are typically pre-
sented in a circuit model, in contrast to the RAM model used by classical algorithms. Continuous
variables in the circuit model correspond to registers of infinite size, preventing a clear analysis of
the resources of the algorithm in terms of gate count. Specifically, to obtain the performance of the
algorithm in reality, we must show that poly(log(1/e€)) bit registers suffice. (2) Standard methods of
preparing walk operators corresponding to classical Markov Chains (see, for example, Reference
[70]) rely on the sparsity of the transition matrix. In the case of geometric random walks sparsity
is not well-defined in the continuous case and may not hold even for discretizations (for example,
the hit-and-run walk has a non-zero transition density to any point in the convex body.) The effi-
cient preparation of quantum states corresponding to classical distributions is not always a trivial
operation, and there has been research [35] about preparing common distributions for quantum
Monte Carlo methods. Most existing general procedures come without provable guarantees on the
resources required for sufficiently accurate samples; we provide here a simple analysis for the cost
of implementing the hit-and-run walk via the Grover-Rudolph method [30].

In this section, we introduce a discretized quantum hit-and-run walk and give an explicit analy-
sis of its implementation. The basic idea of the discretization is to represent the coordinates with

8Similar to Lemma 4.3, we do not directly measure the states; instead, we use a quantum circuit to (classically) compute the
affine transformation S; and apply it to the convex body coherently for the next iteration. Note that the quantum register
holding the affine transformation will be in some superposition, but by using O(log n) copies and taking the mean (as in
Lemma 4.3), the amplitude of the correct affine transformation will be arbitrarily close to 1.
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rational numbers. We approximate K by a set of discretized points in K and define a Markov chain
on these points (see Section 5.1). We use a two-level discretization: the hit-and-run process is
performed with a coarser discretization and then a point in a finer discretization of the coarse
grid is chosen uniformly at random as the actual point to jump to. This ensures that the starting
and ending points (in the coarser discretization) of one jump are far from the boundary so that
a small perturbation does not change the length of the chord induced by the two points signifi-
cantly. Then in Section 5.2, the discrete conductance can be bounded by bounding the distance
between the discrete and continuous transition probabilities as well as the distance between the
discrete and continuous subset measures. In Section 5.3, we prove that the quantum gate complex-
ity of implementing the discretized quantum hit-and-run walk is O(n), the same overhead as for
implementing classical hit-and-run walks.

5.1 Discretization of the Hit-and-run Walk

For a convex body K € R”", we let K¢ denote the set of vectors in K whose coordinates can be
represented by some fixed-point representation using log(1/¢) bits. (Note that this € is different
from the multiplicative error in the problem definition. However, this € is not the dominating error
and the overhead is only logarithmic.) We call K, an e-discretization of K. The finite set K¢ provides
an e-net for K. We also define (R"), as a e-discretization of R".

We consider a Markov chain whose states are the points in K¢. For any v € R", we define the e-
box be (v) := {x € R" : x(i) € [v(i)—€/2,v(i)+€/2], Yi € [n]}. Let K, be the continuous set formed
by the e-boxes of the points in K, i.e., K. = Uxex, be(x). For two distinct points u, v € R", we de-
note by £y, the line through them. For a line ¢ € R", let £ (K.) be the segment of £ contained in K.,
ie., K(Ke) = {x € ¢ : x € K.}. In addition, for u € ¢, we define K(Ke, u, €’) as the ¢’-discretization of
{(K,) starting from u, i.e., (K, u,€’) = {x € t(K¢) : |x — u| = ke’ for some k € {0,1,...}}. Anal-
ogous to the distribution 7y for the continuous-space case, we define its corresponding discrete
distribution 7y with 77 (S) = Yyes f(x)/ Xxemny, f(x).

To implement the hit-and-run walk (see Section 2.4), we sample a uniformly random direction
from a point u. We achieve this by sampling n coordinates according to the standard normal distri-
bution from the corresponding coordinate of u and normalizing the new point to have unit length;
the uniformity of such sampling is well known; see, for example, References [56, 58]. (A one-line
proof is that this distribution is invariant under orthogonal transformations, but the uniform dis-
tribution on the n-dimensional unit sphere B, is the unique distribution that satisfies this property.
Although the Gaussian distributions we sample from are discretized, the invariance under orthogo-
nal transformations holds approximately, so we have approximate uniformity.) Let this normalized
point be v, so that the sampled direction is ¢,. Note that the coordinate we sample from is dis-
crete. The directions we can sample form a discrete set denoted L(u, €”), where €’ is the precision
for sampling directions.

Now, we compute the probability that a specific direction is sampled. After the normalization
procedure described in the above paragraph, the sampled point u will “snap” to a point in (R"),,
i.e,, v. Consider . p_, (v)nB, o be(v), Where By, is the n-dimensional unit sphere. We use the (n —
1)-dimensional volume (surface area) of this body to approximate that of B,, with up to a V2
enlargement factor due to the fact that e-boxes have sharp corners. Thus, the number of points
that v can snap to is in the range [nVol(B,)/e"!, V2n Vol(B,)/e™ '], which is also the range of
IL(u, €’)|. To make the lines in L(u, €’) cover every e-box on the boundary of 4/nB, (so that it is
possible to sample all the points in K.), we need ¢’ < e/+/n.

Let L := |L(u, €")|. We label the lines in L(u, €’) as {{y,...,{} (ordered arbitrarily). For each
i € [L], let v; be the point after normalization. Intuitively, v; approximates a point on the “surface”
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Fig. 6. Constructing a hyperpyramid. The inner circle represents the unit ball and the outer circle represents
the ball of radius vn. The grids represents the ¢’-discretization of R"; each grid is an €’-box. The shaded
boxes are points where a direction “snaps” to after normalization, and the dashed edges of b/ (v;) is its
“outer face” The hyperpyramid P; is represented by a circular sector.

of the unit ball around u (see Figure 6). There are hyperfaces of b/ (v;) that are out-facing and not
adjacent to any €’-box in (Jy:p_ (v)nB, 2o be(v) (as an illustration, see dashed edges in Figure 6).
For all points v’ in these hyperfaces, the line segments from u through v’ of length v/n form
a set, which we refer to as a hyperpyramid, denoted by P;. The apex of each hyperpyramid is u,
and the base of each hyperpyramid is a subset of the hyperspherical surface. Intuitively, the bases
of Py,...,Py form a partition of the “surface” of the ball of radius yn around u, and therefore,
{P1,...,Pr} forms a partition of the ball of radius \/n around u.

5.2 Conductance Lower Bound on the Discretized Hit-and-run Walk

The discretized hit-and-run walk on K, described above can be summarized as Algorithm 5.

Note that we have used a two-level discretization of K, as illustrated in Figure 7. The first level
is a coarser discretization K\/Enl s+ and the second level is a finer discretization K.. We first choose
a temporary point v” in K z,,1/s. Then, we choose a point v uniformly at random in b ,,1/4(v"") N
(R™)¢ to jump to. The purpose of this two-level discretization is to avoid having a small change of
the original point u cause a huge difference in Luo(Ke) (when u is very close to the boundary).

We first compute the transition probability of the discretized hit-and-run walk. The following
lemma states a lower bound on the transition probability of the discretized hit-and-run walk, which
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Fig. 7. A demonstration of the two-level discretization of K. The thicker grid represents the coarser discretiza-
tion K z1/4 and the thinner grid represents the finer discretization Ke. When v”” is chosen from K eni/as
an actual point v to jump is chosen uniformly at random in b\Enl/“(vH) N (R™)e marked by the points in
the shaded region.

ALGORITHM 5: One step of the discretized hit-and-run walk.
Input: Current point u € Ke.
1 Uniformly sample a line ¢ € L(u, €) by independently sampling n coordinates around u according to the
standard normal distribution and then normalizing to unit length;

2 Sample a point v in £(Ke, u, €’) according to f;
3 Leto” € K\Enl/‘* that is closest to v”;
4 Output a uniform sample v in bﬁn”‘* @7y N R")e.

will be used to establish the relationship between the transition probabilities of discretized and
continuous hit-and-run walks as in Equation (5.17). This relationship eventually leads to a lower
bound on the conductance of the discretized hit-and-run walk as in Theorem 5.1.

LEMMA 5.1. The transition probabilities defined by Algorithm 5 satisfy

- > (VO F()

V2n1*n/4Vol(B,,) (V) fip (C(Ke, u, €')) 1

v’ el(Keu,€'),L€L(x,€):
(K, u,e’)ﬂb\/gnlﬂ (v)#£2

where for any S C R", we define

Ar(S) = ) f(). (52)

x€S
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Proor. First note that the probability of a line { € L(u,e) being sampled is at least
- Along ¢, the probability of sampling v is f(v’)/ﬁf(f(fe,u, €’)), and the prob-

€
Van Vol(B,) ()"
ability of choosing v in b,z,,1/4(v") N Ke is (\e)™/n"/%. |

According to the definition in Equation (2.1), the conductance of any subset S C K, is

_ ZuES Z‘UEKG\S Puvﬁf(u)
min{7;(5). 7, (K. \ S)}

(5.3)

where 77 is defined as 777 (A) = Y ca f(x). The conductance of the Markov chain is then
= mi . 4
¢ min $(S) (5.4)

Now, we prove the main theorem of this section, which shows that the conductance of the
discretized hit-and-run walk does not differ significantly from that of the continuous hit-and-run
walk.

THEOREM 5.1. Let K. be the discretization of convex body K that contains a unit ball and is con-

tained in a ball with radius R < «/n. Let the density function be f (x) = ea'x having support K where
a=(1,0,...,0). Lete’ < ~fen 3% ForS C K. such that 7r(S) < 1/2, we have
1
#(S) = —€. (5.5)
1016n\/ﬁln(2"‘/ﬁ)

r(S)

Proor. This proof closely follows that of Reference [52, Theorem 6.9]. We first consider the
transition probability for the continuous hit-and-run walk in K. For u, v € K| recall that

2 f(x)dx
nVol(B,) Jp, () (%)l — ufn=t

P (be(v)) = (5.6)

where 17 (u, x) is a shorthand for pf(fux(ﬁe)). We compare P, (b,z,1/4(v)) with Py, for u € Ke
and v € K z,,1/s. To this end, we use /iy to approximate y: for each £, we have

€ fir (((Ke,u,€) < e pp (LK) (5.7)
Consider each hyperpyramid P; defined in Section 5.1 whose associated line through its apex is ¢;
and {;(Ke,u,€’) N b ;z,14(v) # @. Note that the distance between each u € K, and the boundary

of K, is at least €/2. Inside each hyperpyramid, the length of the chords through u can differ by a
factor at most 2. For each £ C P;, fip(£;(Ke,u,€’)) < Zee/ﬁf(f(Ke, u,€’)). Together with Equation
(5.7), it follows that

€' fip(t;(Ke u€)) < 26 iy (LK) (5.8)

for all £ c P;. Define ¢; := |€;(Ke,u,€’) N b jeni/4(v)| (the number of points in this set) and d; :=

1€;(Ke) N byeni/4(v)| (the length of this line). Note that ¢; < d;/e’. We further partition P; into
ci sets Qi 1,...,Qi ., along the direction of ¢; so that the distance between the hyperplanes that
separate adjacent sets is at most €’. For each j € [¢;], we have

Enflf(l)’) _ Enflf(vl)ezwf _ ul”’l
nVol(B,,) (V)" iy (€;(Ke, us€’))  €’nVol(B,) (V)" fig (6;(Ke, u, €))0” — !
J (@) Vol(Qij N b4 (0))

Z — )
26/ Vol(B)jr (6 (K. u. €/) o/ — ul!
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where we have used the fact that the distance between adjacent Q; ; and Q; j4+; can be bounded
from below by |Qi,j N £,|/(1 + 6//2) > |Qi,j N €,|/2
Now, we consider the integration in Q; ; N b,/z,,1/+(v). We use f(v) to approximate f (v’), which

causes a relative error at most e\/g”w, and use [0’ — u|""! to approximate |x — u|""! for all x €
Qi,j N byzp/s(v), which causes a relative error at most e provided €’ < Ven3/* (noting that the

distance between x and u is at most ven'/4). We have

f f(x)dx
QuyNbyeyiya () 1 VOLBR ) pp (s ) b — uf" !

B ze\/gnl/4+_ze'+1f(v/) f & (5.10)
€/n Vol (B) iy (€ (Ko, w, )0 — a1 Sy o 1yso)
B ze\/?nl/4+25/+1f(v’) Vol(Qi,; Nbyzp/4(v)) (5.11)
€/n Vol (B iy (€ (R w, ) [0 — ufn)
where the inequality follows from Equation (5.8). Let iy, ...,i; be the indices such that P;, N

byeniia(v) # @ for j € [t]. We use e[ Pi; N byz,14(v) as a partition to approximate b, z,,1/4(v),
which causes a relative error at most (1 + €)" for Vol(b,z,,1/4(v)). We have

f f(x)dx oy Z f f(x)dx
byepya(o) M (W X)X —ufn=t = e )y, Ay (s X)bx =l

Jelt]

Hence,

(‘/,,E/l Py (byns (v))

g £ dx 612)
n+n/4Vol(B,,) Vol(B,,) b1/ (0) pip (u, x)|x — ul"!
W S 6515
nVol(B,) S @ne; oy (u, x)|x — ul"
2 (1 n d
2@+ fd 610
nVol(B,) & k&1 Py (00094 ¢ pg (u, x) |x —
Z Z 41+ e)”e\E””“ze'“(\/E)"f(U’)VOl(QiJ Nbepia(v)) (5.15)
— 5.15
jelt] ke CL 6’nV01(Bn)ﬁf(€ij (KEa u, 6’))'“ - U’|n_l
n—-1 n ’
<41+ e)nex/znl/4+26’+1 Z 2e (\/E)A f(l)_) (5.16)
jE[t] kE[Cij] nVOl(Bn)(\/ﬁ)nillu([l/ (Kea u, 6,))
= 4(1 + e)neVen"r2eHp < 52 p (5.17)

where the second inequality follows from Equation (5.11), and the last inequality holds when € <
1/n.

For u € K¢ and v € K fz,,1/4, we approximate fxeb W) P} (byeni/4(v)) drrg (x) by €"Pys. Note that
forallu’ € be(u), we have [u’—v|" < elu—v|". Also, the lengths of ¢,,,, and {,,/, can differ by at most
a factor of 2. As a result, 7 ({0 (Ke, u,€") < 277 (€u0(Ke, u’, €”). It follows that Py, > Pyro/(2e).
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Therefore,

285+26’nn/4
———— P, drs(x) (5.18)
fxebew) (Ve)n /

’
2€5+2€ +enn/4

< -
(Ve)

Next, for the relationship between 7y and ¢, we consider the sets Ke NK K¢ \ K, and K \ K¢
separately. Without loss of generality, assume 7¢(S) < 77 (K¢ \ S). We partition S as S; US,, where

Sy ={x€S:b(x) CK}andS, = S\ S;. We also define S; := Uxes, be(x) and S, := Uxes, be(x).
For S;, we use f(v) to approximate f(x) for all x € be(v); it follows that

f P; (b\/gnl/zl (U)) dﬂf(x)
x€ebe(u)

Pyoitp(u)e”. (5.19)

#p(S1) < €*mp(S1) and  7p(Sy) < ¥ 7p(S). (5.20)
For S,, we have
#p(S2) < 2% 14 (S NK). (5.21)
Combining the above inequalities, we have
#p(S) = 7p(S1) + 77(S2) < €2mp(S1) + 26* 77 (S; NK) < 37p(KNS). (5.22)

Now, we bound the numerator of the conductance: }., es 2\ ek, \s Puo7tr(u). For u € Sand v €
K\ S, we consider four cases. First, when b, (u), b (v) C K, we have

, (We)" ,
Puvﬂ.'f(u) > W b () Pu(b\/Enl/4(U)) dﬂ'f(x) (523)

Second, when b, (1) C K and b (v) € K, we have

(e ,
2e5+2e’repn/a | o (u) Fu (b\/EnIM @) d”f(x) (5.24)

(Ve)"

- 2e5+25'+5 nn/4

Puvﬁf(u)

f P; (b\/Enl/‘* (v) NK) d7l'f (x). (5.25)
x€be(u)

Third, when be (1) ¢ K and b (v) € K, we have

. (Ve)" ,
Pm,zrf(u) > W reb.(w Pu (b\/gnu«; (’U)) dnf(x) (5.26)
()" :
2 S osvacre i . P (byzps(v)) drp (x). (5.27)

Fourth, when be (1) ¢ K and be(v) € K, we have

R (Ve ,
Puor() 2 e | Pl () drr ) (5.28)
(Ve)" )
> W b (K Pu (b‘/EHIM (Z)) N K) df[f(x) (5.29)

We also need to consider the set K \ K. There exists a small subset E C K \ K such that 77 (E)

<
ey (S). We need to consider the transition from E to € K\ K. \ E: We have fer PL(K\ K.\

ACM Transactions on Quantum Computing, Vol. 4, No. 3, Article 20. Publication date: May 2023.



Quantum Algorithm for Estimating Volumes of Convex Bodies 20:49

E)drs(x) < 77 (E) < emp(S). Putting everything together, we have

D Puvitp(u) + f PL(K\Ke \ E) drr(x)

ues vek \S x€ENK

1 _
> P.(K\(SNKUE))d , 5.30
> s | PK\GOKU) dry () (530)

which further implies that

4

A 1 o =
Z Puoif(u) > Wf _ PLK\ (SNKUE))drs(x) - enr(S)
4ES VERS € x€SNKUE

1 —
> ———— P.(K\ (SNKUE))drr(x) — ee7r(S). 5.31
s | PUR\GAKUE) () - ey (531

By Proposition 2.3, we have

Puo7tr(u
po - St o
1 fxe§nKUEPJ’C(K\ (SNKUE)) dry (x) €
T Qedt2e’+e fo(S) - 2eit2e (5.33)
1 fxe§nKUE P (KA (SNKUE)) dry (x) € (5.34)
 Gedrierte nf (SNK) + 77 (E) 2e5+2€¢ '
1 €
2 - , (5.35)
14,5+2€ nyn 2e5t2e
1014g5+2€ *En\/ﬁln(—nf@m{))
1
2 B (5.36)

14 ,5+2¢’ nyn 2e5+2€"”
1014¢5+2€ +€n\/ﬁln((l—e’5/2)e‘frf(5))

where the second inequality follows from Equation (5.22), and the third inequality follows from
Proposition 2.3. The above inequality can then be simplified to

1
P(S) =
2n\n
10167’1\/511'1(%)

which is exactly the claim in Theorem 5.1. O

-, (5.37)

The mixing time for the discrete hit-and-run walk can be bounded by the following corollary.

COROLLARY 5.1. Let K¢ be the discretization of convex body K that contains a unit ball and is
contained in a ball with radius R < +/n. Let the density function be f(x) = ema'x having support K
where a = (1,0,...,0). Let €’ < \Jen™®/*. Let the initial distribution be o and the distribution after
m steps be ™. If 3’ v ek, %O’(X) < M, then after
Mnyn_ M

In— (5.38)
€ €

m > 10%n° In?

steps, we have dry(c™, 7if) < €.

o(x) . 2M)
X)) ~ e
0(S) < €/2. Then a random point in K, can be thought of as being generated with probability

Proor. First note that, since 3, ex_ %G(x) < M, thesetS = {x: has measure

ACM Transactions on Quantum Computing, Vol. 4, No. 3, Article 20. Publication date: May 2023.



20:50 S. Chakrabarti et al.

1—¢€/2 from a distribution ¢ satisfying ;fl(é,)) < 2M /e for any subset S’ C K, and with probability

€/2 from some other distribution. As a consequence of Theorem 5.1, for any such subset S with
7r(S") = p, the conductance of S’ is at least

1
= —€ (5.39)
1016n\/ﬁln(2n\/ﬁ/p)
For the purpose of analysis, we use p = 86—]‘21 When € is reasonably small (say, € <

l . . . g
IOy I (A ) ), the € term in the conductance bound can be ignored with an additional 1/2

1 ey A
factor. Then, we have &, > 10y In(2n VTP By the condition that ¢’(S") < (2M/e)#(S'), as
well as the way a random point in K, is generated, Proposition 2.2 implies that

€ e\[e 4M o5\
dry(c'™, 7 g—+(1——)—+—1——" . 5.40
V(™ ) < 2 S5t 5 (5.40)
Therefore, after the claimed number of steps, the total variation distance is at most €. O

As the uniform distribution is a special case of a log-concave distribution, the proof of Theo-
rem 5.1 also applies to this case. More specifically, we use Proposition 2.4 in Equation (5.35), which
yields the following stronger corollary.

COROLLARY 5.2. Let K be the discretization of a convex body K that contains a unit ball and is
contained in a ball with radius R < \/n. Let €’ < \en™3/*. The conductance of the hit-and-run walk
in K¢ with uniform distribution satisfies

1
— €
226n\/ﬁ

Note that Corollary 5.2 is stronger than Theorem 5.1, because Equation (5.41) is independent of
S € Ke. This corollary is informative and is not used in this article.

¢ > (5.41)

5.3 Implementing the Quantum Walk Operators

We now describe how to implement the discretized quantum walk. Following Equation (1.2), con-
sider a convex body K such that B,(0,7) € K C B,(0,R). Each stage of the volume estimation
algorithm involves a hit-and-run walk over the convex body with target density e “*. To use
techniques from Reference [74] to obtain a speedup in mixing time, we implement the quantum
walk operator W corresponding to an e-discretized version of this walk Algorithm 5.

Let |x) be the register for the state of the walk, and U be a unitary that satisfies U|x)|0) = |x)|px)
for all |x) (recall that |py) = ¥y ek, vPx—yly) Where py_,, is the probability of a transition from x
to y). Since the state of the hit-and-run walk is given by points on an e-grid that can be restricted
to B2(0, R), there are (%)" possible values of x and thus |x) can be represented using nlog(%)
qubits. In the rest of the section, we abuse notation by letting x refer to both a point on the grid
and its corresponding bit representation. Then the quantum walk operator [74] can be realized as

W’ = UTSURAU'SUR 4, (5.42)

where R4 is the reflection around the subspace A = span{|x)|0) | x € K¢} and S is the swap
operator. It thus remains to implement the operator U.
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Continuous case. We first explain a continuous version of the implementation before explaining
how it can be discretized. Given an input |x), consider n real ancilla registers, each in the state

fol |z) dz. Given a pair of uniformly distributed random variables &, &, the Box-Muller transform

1 = /282 In &) cos 2éy, (5.43)
$a = /282 In & sin2xE, (5.44)

yields two variables ¢y, ¢, that are distributed according to a univariate normal distribution with
mean 0 and variance §2. Thus, applying the unitary mapping

|ED1E2) - [V=4In & cos 218, )|\=4In & sin 27£,) (5.45)
to fol |z) dz®f01 |z) dz yields the state fR \/%e_zz/ﬂz) dz®fR \/%e_zz/ﬂz) dz. With n such registers,
we have the state

1 n 2
- _(Zi:1 zy /4)| >d (5 46)
e z)daz. .
fﬂ Var

We now compute the unit vector (direction) corresponding to each x in a different ancilla register,
/¥ is independent of the direction of the

n 2
i=1%;

and uncompute the Gaussian registers. Since te_(z

vector z, we obtain a uniform distribution over all the directions on the n-dimensional sphere S"
given by

n/2
T wde (5.47)
T (n+ %) Sn

Corresponding to each direction u, the line {x + tu : t € R} intersects the convex body K at two

points with parameters t;, t;. These points as well as the length I(u) = |t; — t;| can be determined

within error € using O(log %) calls to the membership oracle. We must now map each direction |u)

to a superposition proportional to fttz ea’ (HW/2|x 4 4y dt = ftltz e® o+ tw0) /2|5 4 ) dt. Since the
1

exponential distribution is efficiently integrable, this can be easily effected by making a variable

. 1 - .
change starting from the state fo |z) dz. The normalization factor is

_ ol
A= \/ e (oo — g (5.48)

Consider the variable change f: [0,1] — [t1,t2] such that df:i—lt(t) = Ae@ottw)/2 | £(0) = ¢,
f(1) = t,. Applying f to fol |z) dz produces ftfz Ae@G0*tu0)/2 |1y dt, which can be transformed to

fttz e@(0+tu0)/2)x 4 4y dt with an operation controlled on the input register x. This produces the
1

appropriate superposition over points corresponding to each direction.

Discrete case. The operator U can be implemented in a discrete setting using a similar process
to the continuous case with two main changes:

e Instead of a continuous uniform variable fol |z) dz, we use a discrete uniform distribution.
We can create a uniform distribution on a grid with spacing e as follows. We take n sets
of ancilla registers, each consisting of log(1/€) registers initialized to the state 0. We apply
Hadamard gates to each of these registers, giving the superposition )7, Ve Zil/ Sz

Each |z) can be mapped to |ze), producing the required uniform distribution over the grid.
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e Applying a bijective mapping to a discrete uniform distribution simply relabels the states, so
the change of variable methods used in the continuous setting cannot be used to construct
the Gaussian and exponential superpositions. We use instead the Grover-Rudolph method
[30] that prepares states with amplitudes corresponding to efficiently integrable probability
distributions. Exponential distributions can be analytically integrated, and an n-dimensional
Gaussian variable is a product of n univariate standard normal distributions, each of which
can be efficiently integrated by Monte Carlo methods.

Given a point u € K, and a line [(u, €) to be approximately uniformly sampled, we determine
the range of points in I(K,, u, €’) using binary search with the membership oracle and prepare an
exponential superposition as described above. We apply a unitary mapping to compute the closest
point v” € K z,1/s. Finally, corresponding to each point v”, we generate a uniform distribution

over an € grid in b ;z,,1/s N (Rp)e by applying the Hadamard transform to log(nl/ 4/ \/E) qubits.
Overall, this implementation of the discretized quantum hit-and-run walk operator gives the
following.

THEOREM 5.2. The gate complexity of implementing an operator U such that ||U — U|| = O(e)
where U[x)|0) = |x) Xyex. VPxoylY) is é(nlog(%)). The corresponding quantum walk operator W
can be implemented using a constant number of calls to U.

6 QUANTUM LOWER BOUNDS FOR VOLUME ESTIMATION
6.1 A Quantum Lower Bound in n

In this subsection, we prove the following quantum query lower bound in n for volume
estimation:

THEOREM 6.1. Suppose 0 < € < V2 — 1. Estimating the volume of K with multiplicative precision
€ requires Q(+/n) quantum queries to the membership oracle Ox defined in Equation (1.3).

Proor. We prove Theorem 6.1 by reduction from the Hamming weight problem. In Reference
[59] by Nayak and Wu, it is shown that if we are given an oracle Os: |i,b) — |i,b®s;) for an
input n-bit string s = (s1,...,8,) € {0,1}", and given the promise that the Hamming weight of s
is either 0 or 1, it takes Q(+/n) quantum queries to decide which is the case.

To establish an Q(+/n) lower bound for volume estimation, for an n-bit string s € {0, 1}"* with
Hamming weight |s|am < 1, we consider the convex body K = X, [0, 2°7]. The volume of K is
2lslam € {1, 2}, and membership in K is determined by the function

MEM, (x) = { 1 ifforeachie€ [n],0 < x; < 2%, 6.1)
0 otherwise.
The corresponding membership oracle Ok (defined in Equation (1.3)) can be simulated by querying
O; using Algorithm 6.

We now prove that for any positive integer k and s € {0, 1}" with |s|gam < 1, if there is a k-query
algorithm that computes the volume with access to MEM;, then there is a k-query algorithm for
deciding whether |s|g., > 0 with access to Os. We first show that Algorithm 6 simulates the oracle
MEM;. In the for loop of Line 1, we know that y; = 1 if and only if 1 < x; < 2, which is inside the
convex body if s; = 1. The case |y|gam > 1 implies that there exist two distinct coordinates i, j such
that x;, x; > 1, which implies that x lies outside the convex body. Now, we are left with the cases
|ylgam = 1 or 0. In Line 9, y; = 1 implies 1 < x; < 2, which lies in the convex body if and only if
s; = Os(i) = 1. Also, |y| = 0 implies that for every coordinate i, 0 < x; < 1, which lies in the body
for all s.
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ALGORITHM 6: Simulating MEMg with one query to Og.

Input: A vector x = (x1,...,x,) € R™
Output: MEM (x).

1 fori=1,...,ndo

2 if x; > 2 or x; < 0 then

3 L Return 0;

4 Set y; = 1if x; > 1 and 0 otherwise;

5 if |y|lgam > 1 then

6 ‘ Return 0;

7 else

8 if |y|gam = 1 then

9 ‘ Find i such that y; = 1. Return O, (i);
10 else

11 L Return 1.

Finally, if there is a k-query algorithm that computes an estimate Vol(K) of the volume of K up
to multiplicative precision 0 < € < V2 -1, thens = [log, Vol(K)], where [-] returns the nearest
integer. This immediately gives a k-query algorithm that decides whether |s|g.m = 0 or 1. Since
there is an Q(+/n) quantum query lower bound for this task, the Q(+/n) lower bound on volume
estimation follows. O

6.2 An Optimal Quantum Lower Bound in 1/¢

In this subsection, we prove:

THEOREM 6.2. Suppose 1/n < € < 1/3. Estimating the volume of K with multiplicative precision €
requires Q(1/€) quantum queries to the membership oracle Ox defined in Equation (1.3).

Comparing with Theorem 1.1, this shows that our quantum algorithm for volume estimation is
optimal in 1/€e up to poly-logarithmic factors.

The proof constructs a convex body whose volume encodes the Hamming weight of a string. A
membership oracle for this convex body can be implemented by querying the bits of the string.
Then the tight lower bound of Nayak and Wu on the quantum query complexity of approximating
the Hamming weight [59] implies a lower bound on the query complexity of volume estimation.

We construct the convex body by attaching hyperpyramids to the faces of the n-dimensional unit
hypercube. The axis of each hyperpyramid is aligned with the axis of the face of the hypercube it
corresponds to, and the height of the hyperpyramid is 1/2. More concretely, if the unit hypercube
is H, := [-1/2,1/2]", then the two hyperpyramids on the face perpendicular to the ith axis are

Prii={xix 2 12, ] + x| < 1Yk € [n]/{i}}, (6.2)
Pioi={xix < —1/2, Ixl + il < 1Yk € [n]/{i}}. (6.3)
We denote the convex body with all hyperpyramids attached by
n
Cpi= H, U (U(P,»,+ U Pi,_)). (6.4)

i=1
For illustration, the three-dimensional convex body Cs is shown in Figure 8.
We first prove:

LEmMMA 6.1. C,, is convex for alln € N.
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Fig. 8. The convex body Cs.

Proor. It suffices to show that if x,y € C,, and « € [0, 1], then ax + (1 — @)y € C,,. We consider
three cases:

Case 1: x,y € H,. This case is straightforward as H, is convex, hence ax + (1 - a)y € H, C C,,.

Case 2:x € | JI_(Pi,+ UP; _),y € Hy. Let i* € [n] such that x € P , UP;« _. Then by Equations
(6.2) and (6.3), |x;+| = 1/2 and |x;| + |x;+| < 1Vi € [n] \ {i*}, which implies |x;| < 1/2 Vi € [n]\ {i*}.
Also note that y € H, implies |y;| < 1/2 Vi € [n]. Therefore,

a l1—-a 1 .
lax; + (1 - a)y;| < alx;|+ (1 —a)|y;| < 5 + — =3 Yie [n]/{i*}. (6.5)

If axi + (1 — a)y;+| < 1/2,then ax + (1 — @)y € H, € Cp,. If |ax;» + (1 — a)y;«| > 1/2, then
loexis + (1= @)y | + lax; + (1 = a@)y;| < allx| + |xi]) + (1= a)(lyi| + |yil) (6.6)
<a+(1-a)=1 Vieln]\ (i) (6.7)

Therefore, by Equations (6.2) and (6.3), we have ax + (1 —a)y € P+ . UP;: _ C C,.In any case, we
always have ax + (1 — a)y € C,,.

Case 3: x,y € | J_;(P;,+ U P;_). Let i*, j* € [n] such that x € P;s . UP; _andy € Pjs + UPj _.
If i* = j*, then the proof is identical to that of Case 2, and we omit the details here. It remains to
consider the case i* # j*. Then, we have |x;|, |y;| < 1/2 Vi € [n] \ {i*,j*}. In addition,

laxi + (1= )y | + laxj + (1= a)yj| < allxi| + 1x]) + (1= ) (lyj-| + lyi-|)
<a+(l—-a)=1 (6.8)
by Equations (6.2) and (6.3). This means that at most one of |ax;- + (1 —a)y;+| and |axj + (1 —a)y;«|
can be more than 1/2. If neither of them is more than 1/2, then ax + (1-a)y € H, c C,.If exactly

one of them is more than 1/2, say |ax; + (1 — a)y;+| > 1/2 and |axj« + (1 — a)y;+| < 1/2, then
ax+ (1 —a)y € Pi: . UP _ C Cp. In any case, we always have ax + (1 — a)y € C,,. ]

We use the following lower bound on the quantum query complexity of approximating the
Hamming weight:

PROPOSITION 6.1 ([59]). Suppose we are given the quantum oracle Os|i)|0) = |i)|s;) Vi € [n] for
somes € {0,1}". Let0 < I <1’ < n be two integers, A = [l = I'|, and m € {I,1'} such that |5 — m| is
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maximized. Then the quantum query complexity of determining whether s has Hamming weight at
most [ or at least I’ is ©(\Vn/A + \Jm(n — m)/A).

Now, we can prove Theorem 6.2.

Proor. Given a binary string s € {0, 1}", we consider the convex body

C, := H, U ( U (P U P,-,_)). (6.9)
i:s;=1

By Lemma 6.1 and the fact that each hyperpyramid is the intersection of C, and the convex spaces
{x :x; > 1/2} or {x : x; > 1/2}, Cs is also convex. Furthermore, a query to the membership
oracle in Equation (1.3) for C; can be implemented using one query to the binary string oracle O:
queries to points outside C,, or inside H,, are trivially answered with 0 and 1, respectively, whereas
queries to points in P; . U P; _ should return s;. Also note that for each i € [n], the volume of the
hyperpyramid P; . is

1/2 1
Vol(P;,) = f (1—20)"'dt = —, (6.10)
0 2n

since the intersection of P; 4 and {x : x; = 1/2 + t} is an (n — 1)-dimensional hypercube with side-
length 1 — 2t and hence volume (1 — 2¢)"~!. By symmetry, we also have Vol(P; _) = ﬁ Therefore,

Vol(Cy) = Vol(H,) + Z (Vol(P;.+) + Vol(P; 1)) (6.11)
itsi=1

[ |f1am

e

2
=1+|[slHam - = =1+ (6.12)
2n

In other words, estimating the volume of C; with multiplicative error € is equivalent to the Ham-
ming distance problem with A = 4en. Taking m = % + A in Proposition 6.1, we find that the
quantum query complexity of estimating the volume of C; is at least

Q(\/Z+ M): Q(l) (6.13)
en en €

forany 1/n < e < 1/3. O

Remark 6.3. The same proof strategy implies a classical lower bound of Q(1/€?) for volume
estimation if we replace Proposition 6.1 by its folklore classical counterpart. In particular, this
shows that our quantum algorithm in Theorem 1.1 achieves a provable quadratic quantum speedup
in 1/e.

Remark 6.4. Although the proofs of both theorems consider well-rounded convex bodies, this
assumption can be simply waived by assuming known multiplicative rescaling factors ci, ..., ¢,
along all the n directions. The proofs follow from the same arguments.

APPENDIX
A PROOF DETAILS FOR THE THEORY OF CONTINUOUS-SPACE QUANTUM WALKS

In this Appendix, we prove Theorem 3.1, restated below:

THEOREM 3.1. Let

D := L L dx dy \/Px—>ypy—>x|x><y| (3.11)
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denote the discriminant operator of p. Let A be the set of eigenvalues of D, so that D = fA dAAIAY(AL

Then the eigenvalues of the quantum walk operator W in Equation (3.10) are £1 and A +iV1 — A? for
all A € A

We first prove the following lemma:

LEMMA A.1. Forany A € A, we have |1] < 1.

Proor. Since A is an eigenvalue of D, we have D|1) = A|A). As a result, we have

[A16(0) = |AIKAIA) (A1)
= [AIDIA)] (A.2)
:| fg fQ dxdy,/7py_,xpx_>y()n|x)(y|/1>' (A3)
< \/(ffdxdypy_mI(yM)lz)(ffdxdypx_,yl(/llx)lz) (by Cauchy-Schwarz)
QJQ QJQ
(A4)
=\/( f dylwine)( f dr 1) by f dy presy = 1) (A5)
Q Q Q
- fQ dx (M) (xl) (A.6)
=(A|( f dx Ix)(xl)l/l) (by Equation (3.5)) (A7)
Q
= 5(0). (A8)
Hence, the result follows. m]

PrOOF OF THEOREM 3.1. Define an isometry

T:=de|¢x)(x|=Ldedy.lpxﬁy|x,y)<x|. (A.9)
Then,
TT%zfdedy|¢x><x|y><¢y|=fdx|¢x><¢x|:Hv (A.10)
aJa Q
and
1= [ axdylotgaig, (A1)

B fg fg fg fQ dx dy da db (x|yXalb)y/px—aPy—b1)yl (A.12)

:ffdxdapx_)alx)(xl (A.13)
aJa

=deXIX><XI (A.14)
-1 (A.15)
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Furthermore,
T'ST = fQ fQ dx dy [x)(¢x|SIby )y (A.16)
=foQfQfQdxdydadb<x,a|S|y,b)m|xxy| (A.17)
= f f dx da VPxsaPasx|x)al (A.18)
=D€2 ’ (A.19)

As aresult, for any A € A, we have
WTIA) = S(2I1 = I)T|A) = (2STT'T — ST)|Ay = (25T — ST)|A) = STI|A). (A.20)
Similarly, we have
WST|Ay = S(2I1 — I)ST|A) (A.21)
= (2STT'ST - S*T)|Ay = (2STD — T)|A)y = (2AS — I)T| ).
By Lemma A.1, |A| < 1. As a result, we have
W (L= (A+iV1=22)S)T|A) = WTIA) - (A +iV1 - 22)WST|A) (
= STIA) — (A + iV1 — 22)(2AS - I)T|A) (
= (S= (A +iV1=212)(2AS - I))TIA) (A.24)
= (A+iVI=22)(I = (A+iV1=22)8)TIA); (

in other words, A + iV1 — A? is an eigenvalue of W with eigenvector (I — (A + iV1 = A2)S)T|A).
Similarly, we have

W (= (A= iNT=22)8)TIA) = (A - iV1 = 22)(I - (A - V1= 22)$)T|A), (A.26)

ie, A —iV1— A2 is an eigenvalue of W with eigenvector (I — (A —iV1 — A2)S)T|A).
Finally, note that for any vector |u) in the orthogonal complement of the space
span; A {T|A), ST|A)}, W simply acts as —S, since

N=TT" = f dATIAATT, (A.27)
A
which projects onto span; ., {T|4)}. In this orthogonal complement subspace, the eigenvalues are
+1, because S? = I. O
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