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Figure 1: Illustration of mmWave-based 3D Human Mesh Construction for Multiple Subjects.

ABSTRACT
The recent proliferation of various wireless sensing systems and
applications demonstrates the advantages of radio frequency (RF)
signals over traditional camera-based solutions that are faced with
various challenges, such as occlusions and poor lighting conditions.
Towards the ultimate goal of imaging human body using RF signals,
researchers have been exploring the possibility of constructing the
human mesh, a structure capturing not only the pose but also the
shape of the human body, from RF signals. In this paper, we in-
troduce M4esh, a novel system that utilizes commercial millimeter
wave (mmWave) radar for multi-subject 3D human mesh construc-
tion. Our M4esh system can detect and track the subjects on a 2D
energy map by predicting the subject bounding boxes on the map,
and tackle the subjects’ mutual occlusion through utilizing the loca-
tion, velocity and size information of the subjects’ bounding boxes
from the previous frames as a clue to estimate the bounding box in
the current frame. Through extensive experiments on a real-world
COTS millimeter-wave testbed, we show that our proposed M4esh
system can accurately localize the subjects and generate their hu-
man meshes, which demonstrate the superior effectiveness of the
proposed M4esh system.
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1 INTRODUCTION
In recent years, significant efforts have been put toward building
intelligent wireless sensing systems, with the goal of perceiving
and understanding human activities using pervasive wireless sig-
nals. Thus far, various wireless sensing systems and applications
have been proposed, demonstrating the advantages of RF signals
over traditional camera-based solutions that are faced with various
challenges, such as occlusions and poor lighting conditions.

Towards the ultimate goal of imaging human body using RF
signals, the pioneer work, RF-Avatar [86], demonstrated that RF
signals contain sufficient information to construct the human mesh,
a structure capturing not only the pose but also the shape of the
human body. However, the testbed [1] of RF-Avatar is built based
on a specialized RF device consisting of a carefully assembled bulky
antenna array and expensive USPRs, which limits its popularity
and applications in the real world.
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Figure 2: System Overview

Another seminal work, mmMesh [75], addresses this challenge
and uses a commercial mmWave radar to achieve accurate human
mesh estimation by transforming mmWave signals into 3D point
clouds. However, mmMesh can only construct the mesh of a single
subject. Two deficiencies in the design of mmMesh model restrict
its extendibility to more pervasive multi-subject scenarios. First,
due to the absence of a subject detection module, mmMesh is not
capable of estimating the number of subjects. Second, the point
cloud generation module of mmMesh may generate unevenly dis-
tributed points on multiple subjects, where the subjects far away
from the radar may have insufficient points.

In order to conduct multi-subject human mesh estimation us-
ing mmWave radar, two challenges need to be addressed. The first
challenge is to detect and locate all the subjects in the scenario
where the subject number is usually unknown a priori. The second
challenge is the mutual occlusion among multi-subjects when they
conduct activities in proximity to each other. Since the mmWave
signal cannot traverse the human body, short-term mutual occlu-
sions among subjects are inevitable. These short-term occlusions
damage the fluency of the constructed meshes.

To address these challenges, we proposeM4esh, an MMWave-
based 3D Multi-Subject Mesh Construction System. In the design
of M4esh, our model is able to detect and track the subjects on a 2D
energy map by predicting the subject bounding boxes on the map.
To tackle the challenge of mutual occlusion, the proposed M4esh
system is capable of utilizing the location, velocity, and size infor-
mation of the subjects’ bounding boxes from the previous frames
as a clue to estimate the bounding box in the current frame, even
if the subjects are occluded by others. Additionally, we propose
a coarse-to-fine mesh estimation strategy by carefully studying
the detailed local structure of the point cloud based on a coarsely
estimated human skeleton and further refining each joint repre-
sentation by learning the relations among the joints based on the
skeletal topology.

In order to evaluate the proposed M4esh framework, we build a
real-world testbed of our system using COTS millimeter wave de-
vices. The evaluation results show that our proposed M4esh system
can accurately localize the subjects and generate the corresponding
human meshes, which demonstrates the superior effectiveness of
the proposed M4esh system.

2 SYSTEM OVERVIEW
In this paper, we consider a real-world scenario where several hu-
man subjects are monitored by a mmWave radar whose emitted
signals are reflected back by both the human bodies and ambient
objects. Our proposed M4esh system is able to adaptively generate
the point clouds from the reflected signals of each subject based
on his/her location, and estimate accurate human meshes by care-
fully studying the local structure around each joint and learning
the relations among joints using the skeletal topology. As illus-
trated in Figure 2, our proposed M4esh system is mainly composed
of three components: data collection, location-based point clouds
generation, and mesh construction.

2.1 Data Collection
This component is designed to collect the mmWave signals and
corresponding ground truth human meshes when multiple subjects
conduct activities surrounding the mmWave radar. In this process,
the commercial mmWave radar keeps mixing the reflected signals
with its emitting FMCW signals into the IF (Intermediate Frequency)
signals. The IF signal will be utilized to generate point clouds in the
next step. Meanwhile, the VICON motion capture system records
high-precision dynamic pose information of these subjects which
can be leveraged to generate the ground truth human mesh.

2.2 Location-based Point Clouds Generation
This component is designed to generate the point cloud for each
subject as the input to the mesh estimation model. In our design,
instead of generating the point cloud from the whole energy map,
we generate the point clouds near each subject based on the location
of the subject. Specifically, we first generated the required energy
map from the IF signal, including Range-FFT heatmap, Doppler-FFT
heatmap and MVDR-based 2D locational energy map. Then, we
conduct subject detection and tracking on the 2D locational energy
map using a deep detector. Last, based on the obtained locations of
the subjects on the heatmap, we generate the point clouds for each
subject.

2.3 Mesh Construction
The goal of this component is to construct the humanmesh from the
point cloud of each subject. In this component, we propose a novel
deep learning model that can estimate accurate 3D human mesh by
using a coarse-to-fine strategy to carefully learn the local structure
information of the point cloud. Meanwhile, we also incorporate the
topology of the human skeleton as prior knowledge in our model
to learn the relations among the subject joints.

3 METHODOLOGY
To estimate 3D real-time humanmesh of multiple subjects using the
commercial mmWave radar, we first generate the point cloud for
each subject based on his/her location (section 3.1). Then, based on
the obtained point cloud for each subject, we estimate the human
mesh (section 3.2). In Section 3.3, we briefly summarize the designs
in our proposed framework to address the problem of short-term
subject occlusion.
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Figure 3: Point Clouds Generation using Method in [75]

3.1 Location-based Point Clouds Generation
To tackle the task of human mesh estimation using commercial
mmWave radar, the point cloud generated from mmWave signals
has been proved as an effective input for the mesh construction
models [75]. In [75], the pixels with top energy values (i.e., reflec-
tive signal strength) on the whole Doppler-FFT energy map will
are transformed into the points in 3D space. The point clouds are
generated based on these pixels by estimating their azimuths and
elevations. However, this point cloud generation method cannot be
directly applied in the multiple-subject scenarios. As we know, the
strength of the reflected signal is usually higher when the subject is
closer to the radar. When there are multiple subjects surrounding
the mmWave radar, the strength of the reflective signals from the
subjects who are close to the radar would dominate on the Doppler-
FFT energy map. Correspondingly, there will be very few points
generated from the reflective signal of the distant subjects.

In practice, the number of subjects is usually unknown a priori. In
this case, the human mesh estimation model may miss the subjects
far away from the radar. As illustrated in Figure 3 (a), there are
two subjects walking in front of the mmWave radar (annotated
as the red triangle) where the subject with blue mesh is far away
from the radar and the subject with red mesh is close to the radar.
And the point clouds generated by the method in [75] are shown
as orange points in Figure 3 (b). We can see that the distribution
of the generated points is biased to the subject close to the radar
(with red mesh). Without sufficient points generated, the mesh
estimation for the subject with blue mesh cannot be accurate (it
may not be even detected in some cases). This situation is inevitable
in the task of multiple subject mesh estimation since the distances
from the subjects to the radar vary a lot. What’s even worse is that
the generated point cloud are very sparse (i.e., dozens of points)
due to the low resolution of the commercial mmWave radar. The
problem of the biased point distribution is exacerbated. Thus, how
to generate sufficient number of points on the subjects who have
different distances to the mmWave radar is a challenging problem.

A naive solution is to transform more pixels on the Doppler-FFT
energy map into the 3D points despite their low-energy values.
However, these generated 3D points with low-energy values are
likely to have inaccurate estimations of locations or even to be
fake points. As a result, the points with high-energy values will be
overwhelmed, and hence the performance of the mesh estimation
model is impaired.

To tackle this problem, we propose a location-based point cloud
generation method. Instead of generating the point cloud from
the whole energy map, our location-based point cloud generation
method first localizes the subjects and then selects the pixels with
top energy values only in the proximity of each subject. In this way,
we can generate enough points for every subject, while reducing

the noisy points from the ambience. The result of our method is
illustrated in Figure 4 (g). Compared with the result of the method
from [75], our method not only generates sufficient number of
points on the subject far away from the mmWave radar, but also
suppresses the noise from the ambient objects.

The steps of the proposed location-based point cloud generation
framework are illustrated in the Figure 4. We first generate the
Range-FFT heatmap (b) from the IF signal (a). Then, we generate
a 2D locational energy map (c) using the MVDR [9] (Minimum
Variance Distortionless Response) algorithm which assigns higher
energy value to the subjects/objects with stronger reflective sig-
nal power in different ranges and angles (detailed in Section 3.1.1).
Next, a subject detection and tracking deep model is applied on
the locational energy map, and predicts the bounding box for each
subject (e) (detailed in Section 3.1.2). Note that, the locational en-
ergy map generated based on the MVDR algorithm cannot be used
to generate the point cloud, since the phase information among
different antennas is missing after applying the MVDR algorithm,
which is needed to estimate the elevation of each point. Instead,
based on the predicted bounding boxes of the subjects, we crop the
Doppler-FFT heatmap (d) into patches (f), each of which is cropped
based on the range scope of the corresponding bounding box (de-
tailed in Section 3.1.3). Then, the point cloud generation method
in [75] is utilized on each patch to generate the intermediate point
clouds (h) related to a subject. Lastly, the intermediate points are
filtered out if their x-axis values are out of the x-axis scope of the
corresponding bounding boxes, and obtain the final point cloud (g).

3.1.1 MVDR-based Locational Energy Map Generation. In order to
localize the subjects, our first step is to generate a 2D locational
energy map as the input of the detection model. In our design, we
utilize the MVDR [9] (Minimum Variance Distortionless Response)
algorithm, a data-adaptive beamforming solution, to generate the
2D locational energy map. The reasons are twofold. First, the MVDR
algorithm is able to estimate the energy power from any direction
by analyzing the information from the antenna array, which makes
it ideal to infer the locations of the moving subjects. Second, in
mmWave sensing scenarios, the noise and the desired mmWave
signals are usually uncorrelated. Based on this principle, the MVDR
algorithm is able to mitigate the effect of the noise and hence makes
the locations of the subject on the energy map prominent.

We calculate the 2D locational energy map by applying the
MVDR algorithm to calculate the reflective power of the signal from
different angles on different range slots. Specifically, as illustrated
in the Figure 4, we use a matrix 𝐴 ∈ R𝑁𝑝×𝑁𝑐×𝑁𝑠 to denote the
input IF signal, where 𝑁𝑝 is the number of transceiver pairs, 𝑁𝑐 is
the number of FMCW chirps in one frame and 𝑁𝑠 is the number of
ADC sampling points in each chirp. We first perform the Range-FFT
operation (i.e., FFT along the ADC sampling axis), and obtained
the matrix 𝐵 ∈ R𝑁𝑝×𝑁𝑐×𝑁𝑠 . Then, we apply MVDR algorithm to
calculate the energy distribution in different range bins and angles
to calculate the locational energy map as follows. We use (𝑥, 𝑟 )
to denote the locations where 𝑥 is its value on the 𝑥 axis and 𝑟 is
its distance to the mmWave transceivers (we assume the 1D radar
array is arranged on the 𝑥 axis). Then, the range bin index of the
location (𝑥, 𝑟 ) can be denoted as 𝑟 = ⌊ 𝑟Δ𝑟 ⌋ where we use Δ𝑟 to
denote the span of a range bin (i.e., the range resolution of the
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Figure 4: Point Clouds Generation. (a) IF signal; (b) Range-FFT Heatmaps; (c) 2D Locational Energy Map; (d) Doppler-FFT Heatmaps; (e) Predicted
Bounding Box of the Subjects; (f) Cropped Local Heatmap Patches; (g) Final Point Clouds; (h) Intermediate Point Clouds

Figure 5: Detection and Tracking Network

mmWave radar). Thus, the corresponding signal data of location
(𝑥, 𝑟 ) is the 𝑟 -th slicing of the matrix 𝐵 along the ADC sampling
axis (i.e., 𝐵𝑟 ). Thus, the signal power on the location (𝑥, 𝑟 ) can be
denoted as:

𝑃 (𝑥, 𝑟 ) = 1
𝑆𝐻(𝑥,𝑟 ) · (𝐵𝑟𝐵𝑟

𝐻 )−1 · 𝑆 (𝑥,𝑟 )
,

where 𝐻 denotes the conjugate transpose of the data, and 𝑆 (𝑥,𝑟 )
denotes the steering vector from the angle of the location (𝑥, 𝑟 ).
If we use 𝜃 (𝑥,𝑟 ) to denote the angle in the steering vector, in our
scenario, we have:
𝑆 (𝑥,𝑟 ) = [1, 𝑒𝑥𝑝 (− 𝑗𝜋𝑠𝑖𝑛𝜃 (𝑥,𝑟 ) ), ..., 𝑒𝑥𝑝 (− 𝑗𝜋 (𝑁𝑝 − 1)𝑠𝑖𝑛𝜃 (𝑥,𝑟 ) )]𝑇 ,

= [1, 𝑒𝑥𝑝 (− 𝑗𝜋 𝑥
𝑟
), ..., 𝑒𝑥𝑝 (− 𝑗𝜋 (𝑁𝑝 − 1) 𝑥

𝑟
)]𝑇 ,

where 𝑇 is the transpose of the vector. By calculating the power
on all the desired locations, we obtain the locational energy map
𝐶 ∈ R𝑁𝑥×𝑁𝑠 as illustrated in the Figure 4 (c), where 𝑁𝑥 is the
predefined number of bins on the x-axis. Note that the locations
where |𝑥 | > |𝑟 | have no values in the locational energy map (i.e.,
two triangular areas in dark blue of Figure 4 (c)).

3.1.2 Subjects Detection and Tracking. Existing localization meth-
ods only consider the subject as a single point. However, to generate
the points around the subject, we need to first specify the area of
the subject via a bounding box. In this part, we will introduce how
our proposed deep learning model detects and tracks the subjects
using bounding boxes on the generated 2D locational energy map.
As illustrated in Figure 5, our model takes the locational energy
map as input and leverages U-Net [53] as the backbone structure to

predict output maps. U-Net is a commonly used network structure
in the task of image-to-image translation. It has an encoder and
a decoder with skip connections between mirrored layers in the
encoder and decoder stacks. However, to best fit the U-Net struc-
ture in our problem setting, which needs a recurrent structure to
handle the energy map data along the time axis, we use ConvL-
STM [56] layers to replace the last several convolutional layers of
U-Net encoder in our design.

For the output, we employ the output format of the Center-
Track [92], which predicts the center maps, the size maps, the
velocity maps, and the visibility maps of the bounding boxes of all
subjects, simultaneously. To specify, each subject 𝑒𝑖 = (p, s, v, 𝑣𝑖𝑠)
in the 2D locational energy map is represented by its center p ∈ R2,
size s ∈ R2, velocity v ∈ R2 and visibility 𝑣𝑖𝑠 ∈ R, where center is
the bounding box center, size is the height and width of the bound-
ing box, velocity is the distance from the bounding box center in
the current frame to the corresponding bounding box center in the
next frame, and the visibility score indicates the percentage of the
bounding box is occluded by the bounding boxes of other subjects
from the view of the mmWave radar in the current frame.

Correspondingly, the deep model generates heatmaps to output
these values. The produced center map 𝑌𝑐 ∈ [0, 1]𝑁𝑥×𝑁𝑠 indicates
the location of the bounding box center, where a prediction ˆ𝑌𝑐

ℎ𝑤
= 1

corresponds to a detected bounding box center, while ˆ𝑌𝑐
ℎ𝑤

= 0 is
the background point, where ℎ and𝑤 are the indexes on along map
height and width. For the corresponding ground truth bounding box
center onto a heatmap 𝑌𝑐 ∈ [0, 1]𝑁𝑥×𝑁𝑠 , we use a Gaussian kernel
𝑌ℎ𝑤 = 𝑒𝑥𝑝 (− (ℎ−𝑝̃ℎ)2+(𝑤−𝑝̃𝑤 )2

2𝜎2
𝑝

), where 𝜎𝑝 is an object size-adaptive
standard deviation [31], 𝑝ℎ and 𝑝𝑤 are the ground truth bounding
box center indexes. Since there are multiple subjects, the Gaussians
of the subjects overlap. We take the element-wise maximum [8]
during the calculation of the ground truth map 𝑌𝑐 . The training
objective is a penalty-reduced pixel-wise logistic regression with
focal loss [33]:

𝐿𝑝 =
−1
𝑁

∑︁
ℎ𝑤

{
(1 − 𝑌ℎ𝑤)𝛼 𝑙𝑜𝑔(𝑌ℎ𝑤) if 𝑌ℎ𝑤 = 1
(1 − 𝑌ℎ𝑤)𝛽 (𝑌ℎ𝑤)𝛼 𝑙𝑜𝑔(1 − 𝑌ℎ𝑤) Otherwise

where 𝛼 and 𝛽 are hyper-parameters of the focal loss, and 𝑁 is the
number of the subjects in the energy map. For the produced size
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map 𝑌 𝑠 ∈ 𝑅2×𝑁𝑥×𝑁𝑠 , we use L1 loss to regress the bounding box
size:

𝐿𝑠 =
1
𝑁

𝑁∑︁
𝑘=1

|𝑌 𝑠𝑝𝑖 − 𝑌
𝑠
𝑝𝑖
|

where 𝑌 𝑠 is the ground truth size map, and the supervision acts
only at the bounding box center locations 𝑝𝑖 . Similarly, for the
produced velocity map 𝑌 𝑣 ∈ 𝑅2×𝑁𝑥×𝑁𝑠 and the visibility map[63]
𝑌 𝑣𝑖𝑠 ∈ 𝑅𝑁𝑥×𝑁𝑠 , we also use L1 loss the regress them:

𝐿𝑣 =
1
𝑁

𝑁∑︁
𝑘=1

|𝑌 𝑣𝑝𝑖 − 𝑌
𝑣
𝑝𝑖
|, 𝐿𝑣𝑖𝑠 =

1
𝑁

𝑁∑︁
𝑘=1

|𝑌 𝑣𝑖𝑠𝑝𝑖 − 𝑌 𝑣𝑖𝑠𝑝𝑖 |,

where𝑌 𝑣 and𝑌 𝑣𝑖𝑠 are the ground truth velocitymap and the ground
truth visibility map. The model loss is the summation of four losses:

𝐿𝑜𝑠𝑠 = 𝛾𝑝 ∗ 𝐿𝑝 + 𝛾𝑠 ∗ 𝐿𝑠 + 𝛾𝑣 ∗ 𝐿𝑣 + 𝛾𝑣𝑖𝑠 ∗ 𝐿𝑣𝑖𝑠 , (1)

where 𝛾𝑝 , 𝛾𝑠 , 𝛾𝑣 and 𝛾𝑣𝑖𝑠 are hyperparameters.
At inference time, we extract the peaks in the center map whose

value is greater than a detection threshold 0.3 as well as all the
other values of the pixels from its 15 local area. Let 𝑝𝑖 denote the
locations of the 𝑖-th bounding box center, then the size, the velocity
and the visibility score of this bounding box are 𝑌 𝑠

𝑝𝑖
, 𝑌 𝑣
𝑝𝑖

and 𝑌 𝑣𝑖𝑠
𝑝𝑖

.
As we can see in Figure 4 (e), the bounding boxes of two subjects
on the locational energy map are detected.

To track the subject among different frames, for each detection at
position 𝑝𝑡 on the frame 𝑡 , we greedily associate it with the closest
position 𝑝𝑡−1 + 𝑣𝑡−1 within the bounding box of 𝑝𝑡 , where 𝑣𝑡−1 is
the predicted speed of 𝑝𝑡−1. Then, we can obtain the trajectory of
each subject. If the closest position 𝑝𝑡−1 + 𝑣𝑡−1 is not found within
the bounding box of 𝑝𝑡 , and this subject is detected on the energy
map for over 3 frames, we spawn a new tracklet for this new subject.
If there is no position 𝑝𝑡 found which can be associated with the
position 𝑝𝑡−1 + 𝑣𝑡−1, we hallucinate the position 𝑝𝑡−1 + 𝑣𝑡−1. If the
associated positions are not found for 7 frames, we end this tracklet.

3.1.3 Point Clouds Generation. Having the bounding box on the
locational energy map, we can generate point clouds based on the
predicted bounding boxes of the subjects. Note that, the locational
energy map generated based on the MVDR algorithm cannot be
used to generate the point cloud. This is because the phase infor-
mation among different antennas, which is needed to estimate the
elevation of each point, will be missing after the MVDR algorithm
is employed. Instead, we use the range scope information of the
bounding boxes to extract local patches from Doppler-FFT energy
maps (Figure 4 (d)) for the generation of the point cloud. Also, we
leverage the x-axis scope information of the bounding boxes to
filter out the points which are far away from the subjects.

Specifically, as illustrated in Figure 4 (d), we first conduct
Doppler-FFT on the matrix 𝐵 from section 3.1.1. Then, we extract
the local patch based on the range scope of each bounding box as
shown in Figure 4 (f). Based on the extracted local patch, we extract
the pixels with top energy values, and estimate their elevation and
azimuth based on their phase among different antennas [75]. The
generated point cloud is shown in Figure 4 (h). The points in red
are generated based on the bounding box of the red skeleton, while
The points in blue are generated based on the bounding box of the
blue skeleton. Lastly, based on the x-axis scope of the bounding

box, we filter out the points whose values on the x-axis are out of
the corresponding x-axis scope as shown in Figure 4 (g). Compared
with the holistic point cloud generation method in Figure 3 (b),
our proposed location-based point cloud generation method not
only produces sufficient points for each subject, but also suppresses
the noise points from the ambient objects. What’s more, since the
points are generated based on the subjects’ bounding box, we don’t
need to use another algorithm to assign point clouds to different
subjects.

3.2 Coarse-to-Fine Human Mesh Estimation
After obtaining the point cloud for each subject, we then feed the
point cloud data of each subject into the proposed mesh estimation
model to predict the subject’s mesh. However, the estimation result
may be inaccurate if we simply infer the mesh from the holistic
points without considering the local structure of the point cloud.
Specifically, to better estimate the human mesh from the point
clouds, the local structure of the point clouds near the joints of
the subject should be precisely captured. However, it is difficult
to directly tell which point is associated with which part of the
human body. To address this problem, we propose a coarse-to-fine
mesh estimation framework where a coarse human skeleton is
predicted using the whole point clouds. Then, based on the joint
locations of the coarse skeleton, the local structure of the point
cloud near each joint is learned by utilizing attention-based point
feature aggregation to predict a fine-grained human mesh. As we
know, the local structure of the point cloud is highly related to the
current pose of the subject, since a point cloud represents the set
of reflective points on a subject. Learning the point cloud structure
based on coarsely estimated pose of the subject can help the model
exploit the local information. In addition, we also notice that the
location and angle of adjacent joints are highly correlated. Thus, we
proposed to incorporate the human skeletal topology information
as prior knowledge for accurate mesh estimation by modeling the
human skeleton as a graph.

As illustrated in Figure 6, the mesh estimation model is basically
composed of four modules. The base module is used to extract
features from each point, the Coarse Skeleton Estimator aims to
estimate a coarse skeleton of the subject based on the information
of holistic points, the pose-aware Joint Estimator refines the joint
representations by carefully studying the local structure around
each joint and learning the relations among joints using the skeletal
topology (graph), and Mesh Estimator reconstructs the human
mesh by taking the joint representation from the Pose-aware Joint
Estimator and the global representation from the Coarse Skeleton
Estimator as input.

3.2.1 Base Module. As illustrated in Figure 6, the input of this
module consists of the feature vectors of all the 3D points in the
point cloud, including the x,y,z coordinates, the range value, the
radius velocity value and the energy value (on Doppler-FFT energy
map) of the points. The feature vectors of all the points are stacked
into a 2D matrix as input for the Base Module. Then, the output
of this module is obtained by feeding each feature vector into a
share-weighted MLP [48, 49] (Multi-Layer Perceptron) to generate
a higher level representation for each point.
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Figure 6: Mesh Estimation Model
3.2.2 Coarse Skeleton Estimator. In this part, we coarsely estimate
the skeleton of the subject based on the information of the holistic
point cloud. Similar to the feature extraction operation in the Base
Module, we also use a MLP to extract higher-level feature represen-
tation for each point. Then, we use the Attention block to aggregate
the representations of all points in the current frame:

𝑓 𝑡 =
∑︁
𝑖∈𝑁 𝑡

𝐿(𝑐𝑡𝑖 ) · 𝑐
𝑡
𝑖 , (2)

where 𝑡 is the index of the current frame, 𝑓 𝑡 is the aggregated rep-
resentation, 𝑐𝑡

𝑖
is the representation of each point, 𝑁 𝑡 is the number

of points in current frame and 𝐿 is a linear mapping function. The
function of the attention block is the weighted sum of all point fea-
tures without information loss and it allows us to dynamically learn
relative contribution of each point [20]. It is worth noting that the
attention operation is invariant to point permutation, and it can be
used to aggregate 3D point cloud features [79]. Then, a three-layer
LSTM [18] block is applied to generate the global representation
𝑔𝑡 .

To generate the human skeleton, we leverage the 3D human body
model SMPL [38] (Skinned Multi-Person Linear model) in our paper.
SMPL is a widely used parametric human model that estimates both
3D human mesh and skeleton by factoring human body into shape
and pose parameters. Shape parameters ®𝛽 ∈ R10 can be utilized to
control how individuals vary in height, weight, body proportions,
etc. Pose parameters ®𝜃 ∈ R72 is used for the 3D surface deformation
with articulation, which can be represented by 1 global 3D rotation
vector of the human mesh and relative 3D rotation of 23 joints. The
output of SMPL is a triangulated mesh with 6890 vertices, which is
obtained by shaping the template body vertices conditioned on ®𝛽
and ®𝜃 , then articulating the bones according to the joint rotations
®𝜃 via forward kinematics, and finally deforming the surface with

linear blend skinning. The key advantage of SMPL model is that
it can output the locations of 6890 human mesh vertices and 24
human skeleton joints by taking 10 shape parameters and 72 pose
parameters as input. By feeding the global representation 𝑔𝑡 into
the SMPL module, we obtained the coarse skeleton of the subject.
3.2.3 Pose-aware Joint Estimator. After obtaining the coarse skele-
ton of the subject, in this part, we aim to learn a more accurate
human pose and shape representation by learning the local struc-
ture of the point cloud based on the coarsely estimated pose of the
subject and incorporating the topological structure of the human
skeleton. Traditionally, to learn the local structures of the point
cloud, a sampling method is first used to sample some points from
the point cloud as grouping center. Then, the points are grouped
into several subsets based on the grouping center. Finally, the rep-
resentations of all the points in each subset are aggregated together
as the local structure representation [75].

In our design, since we have coarsely estimated the subject’s
skeleton, we can regard the joints of the skeleton as the group-
ing centers. As we know, the point clouds are generated when the
subject is conducting the pose as estimated by the coarse skele-
ton. Associating the human pose and the distribution of the point
cloud helps the network to better extract the information from the
point cloud. What’s more, using the joints as grouping centers can
help the model analyze the local point structure around each joint.
Thus, it helps the model learn more accurate joint representations.
Then we feed each group of the local point clouds, which are con-
catenated with their high-level representation obtained from the
Base Module, into the share-weighted MLP block and the Attention
blocks to generate the pose-aware representation for each joint.
We concatenate the global representation from the Coarse Skeleton
Estimator with each pose-aware joint representation to encode the
relationship among local joints and the global skeleton as the input
of the next step.
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Then, the proposed model learns the inherent topological struc-
ture of the human skeleton by utilizing the GCN on the skeletal
graph as illustrated in the Figure 6. GCN [26] is a special variant of
Convolutional Graph Neural Networks (ConvGNNs). It has demon-
strated powerful ability to learn node representations by jointly
encoding graph structures and node features by generalizing the
operation of convolution from grid data to graph data [83]. To spec-
ify, for the skeletal graph 𝐺 (𝑉 , 𝐸) where 𝑉 is the set of nodes (i.e.,
joints) and 𝐸 is the set of edges (i.e., the connections between joints
by limbs or torso). For each node 𝑣𝑖 , 𝑒𝑖 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ) ∈ 𝐸 denotes
an edge pointing from 𝑣 𝑗 to 𝑣𝑖 and its neighborhood is defined as
𝑁 (𝑣𝑖 ) = {𝑢 ∈ 𝑉 | (𝑣𝑖 , 𝑢) ∈ 𝐸}. The adjacency matrix 𝐴 is a 𝑛 × 𝑛
matrix with 𝐴𝑖 𝑗 = 1 if 𝑒𝑖 𝑗 ∈ 𝐸 and 𝐴𝑖 𝑗 = 0 if 𝑒𝑖 𝑗 ∉ 𝐸. The node
attributes of the skeleton graph is denoted as 𝑋 , where 𝑋 ∈ 𝑅𝑛×𝑑
is a node feature matrix with 𝑥𝑣 ∈ R𝑑 representing the node repre-
sentation vector of a node 𝑣 . The main idea of GCN is to generate
a node 𝑣 ’s representation by aggregating its own features 𝑥𝑣 and
neighbors’ features 𝑥𝑢 , where 𝑢 ∈ 𝑁 (𝑣). It defines a simplified
convolution layer as:

𝐻 = 𝑓 (𝐴𝑋Θ) (3)
where 𝐴 = 𝐷−1/2𝐴𝐷−1/2. 𝐴 = 𝐴 + 𝐼 denotes the adjacency matrix
with inserted self-loops and 𝐷 is the diagonal degree matrix of 𝐴
with 𝐷𝑖𝑖 =

∑
𝑗 𝐴𝑖 𝑗 . Θ is a learn-able parameter matrix and 𝑓 is

an activation function. In our model design, we apply the GCN
three times on the skeletal graph and obtained the pose-aware joint
representations.

3.2.4 Mesh Estimator. In this part, we use the global information
to predict the global rotations, translations and shape parameters of
the subject, and use the local joint information to predict the pose
of the subject. Specifically, to obtain the final global representation,
we use another Attention block to fuse all the pose-aware joint
representations and feed the aggregated representation into an
LSTM block. Then we concatenate the obtained vector and the
global representation from the Coarse Skeleton Estimator. We used
the concatenated vector to predict the global information of the
subject, including the translation, the shape and the global rotation
of the subject using an FC block (i.e., linear mapping). For each
joint rotation of the subject, we first feed each pose-aware joint
representation into an LSTM block, respectively. Then, the output of
the LSTM is fed into the FC block to generate 6D representation [93]
to represent the rotation of each joint. After obtaining both the
global parameter and the joint parameter of the subject, we can
feed the parameters into the SMPL module to generate the final
human mesh.

3.2.5 Model Loss. The model loss of this pose-aware human mesh
estimator is the summation of six components as follows:

𝐿𝑜𝑠𝑠 =
∑︁

𝐾 ∈{𝑉 ,𝑆,𝐵,𝑉𝑐 ,𝑆𝑐 ,𝐵𝑐 ,}
𝛼𝐾 ∗

𝑇∑︁
𝑡

∥𝐾𝑡 − GT (𝐾𝑡 )∥𝐿1 (4)

Here we use 𝑉 ,𝑆 ,𝐵 to denote the vertex matrix, the skeleton matrix
and the shape matrix obtained from the Pose-aware Mesh Estimator.
Similarly, 𝑉𝑐 , 𝑆𝑐 , 𝐵𝑐 denote the vertex matrix, the skeleton matrix
and the shape matrix obtained from the Coarse Skeleton Estimator.
We use 𝐺𝑇 (𝐾) to denote the corresponding ground truth of the
generated matrix 𝐾 . 𝛼𝐾 denotes the hyper-parameters.

3.3 Summary of Designs to Address the
Short-term Subject Occlusion Problem

In this section, we briefly summarize the designs in our proposed
framework to address the problem of short-term subject occlusion,
where the distant subject may be occluded by the other subjects in
the multiple subject mesh estimation scenarios:
(1) We add a recurrent structure in the model design in both the
detection and tracking model and the mesh estimation model. The
recurrent structure allows the model to conduct inference based on
the prior knowledge from previous frames, even when the subjects
are occluded by other subjects. In the detection and tracking model,
the bounding boxes can be hallucinated with the support of the
ConvLSTM in the occluded scenario. And in the mesh estimation
model, we leverage LSTM blocks in both Coarse Skeleton Estimator
and Mesh Estimator to tackle the occlusion problem.
(2)We force the detection and trackingmodel to predict the visibility
for the bounding box of each subject, where visibility is a score
to indicate the percentage of the bounding box is occluded by the
bounding boxes of other subjects from the view of the mmWave
radar in the current frame. With the supervision of the visibility
score, the deep learningmodel can learn the geometric relationships
among the subjects.
(3) The detection and tracking model outputs the velocity of each
bounding box in addition to its location and size. When the model
fails to predict of the bounding box when the subject is occluded
even with the aforementioned first and the second schemes, we
use the velocity and the bounding box position from the previous
frame to infer the positions of the missing bounding boxes in the
current frame.
(4) The SMPL block in our mesh estimation model guarantees to
produce a complete human mesh when the subject is partly oc-
cluded or even fully occluded, as long as the bounding box of the
subject is detected.
(5) During the training process, we feed the ground truth label to
the models no matter whether the subject is occluded or not. In
this way, potentially, the detection and tracking model learns to
correctly predict the bounding box and the mesh estimation model
learns to accurately generate the mesh even when the subject is
occluded.

4 EXPERIMENTS
4.1 Testbeds
4.1.1 VICON System. We use VICON system [65] to collect high-
precision 3D human pose ground truth formodel training. As shown
in Figure 7 (c), the VICON system consists of 21 VICON Vantage
cameras that can emit and receive infrared light. The emitted in-
frared light will be reflected by the markers covered with highly
reflective materials, and then be captured by the VICON Vantage
cameras. Totally, 27 high-precision pearl makers are placed on each
human subject near his/her joints, so that the VICON acquires the
positions of the joints and generates precise human skeletons based
on the locations of markers. Figure 7 (a) shows the positions of
these markers on a subject. According to [42], the errors caused
by the location of each marker is less than 2 millimeters which is
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Figure 7: The Testbeds and the Experimental Scenario
accurate enough in our scenario. Besides, the sampling rate of the
VICON system is set to 10 frames per second.

4.1.2 mmWave Testbed. As illustrated in Figure 7 (b), we use TI
AWR1843BOOST mmWave radar [61] to collect mmWave data and
an additional TI DCA1000EVM data-capture adapter to stream the
data from the mmWave radar. The mmWave radar consists of 3
transmitting antennas and 4 receiving antennas. The transmitting
antennas successively emit FMCW chirps, and the receiving anten-
nas capture the signals reflected by the human bodies and ambient
objects. In our experiments, we set the bandwidth of the transmitted
FMCW chirp to 3.9GHZ, which ranges from 77GHZ to 80.9GHZ.
Here each frame is composed of 128 chirps, and each chirp is com-
posed of 256 sampling points. Based on our device setting, our
mmWave device can reach up to 11 m sensing range, 4.3 cm range
resolution, 4.5m/s maximum sensing velocity and 7.1 cm/s velocity
resolution. Besides, to align with the setting of the VICON system,
the mmWave radar is also set to send 10 frames per second. In the
experiment, we place the mmWave testbed on a table whose height
is 92 cm, and the distance between the mmWave testbed and the
activity area is about 1.5 m, where the activity area is a rectangle
with a length of 4.6 m and a width of 3.0 m.

4.2 Data Collection and Prepossessing
4.2.1 Data Collection. We invite 18 volunteers to perform multi-
person daily activities within the activity area that can be captured
by the VICON system. To simulate real-world scenarios, the par-
ticipants can freely conduct and change their activities from the
following activities: walking in circles, walking back and forth in
straight, picking up the phone from the desk, putting down the
phone on the desk, answering phone calls while walking, playing
with the cell phone while sitting on the chair, sitting on the chair
and standing up from the chair. The activities will be performed
by either two or three volunteers simultaneously. The total time
length of the data is 510 mins.

4.2.2 Ground Truth Mesh Construction. We use Skinned Multi-
Person Linear Model (SMPL) model to produce the ground truth

human mesh for model training. Note that we utilize the neutral
SMPL model in our paper, where the gender information of the
subject is no longer required. The SMPL model takes the pose in-
formation, shape information, and translation information of the
subject as input and outputs 3D human skeleton as well as 3D hu-
man mesh. The pose and translation information can be directly
obtained from the VICON system. Specifically, We calculate the
3D position of human joints by averaging the locations of two
corresponding markers which are stuck on the back and front of
the subject near the corresponding joints. Note that the calculated
VICON joints and SMPL pose vectors are not one-on-one mappings,
the SMPL model requires more pose vectors than that can be calcu-
lated from our setting. Since the missing joints have little effect on
the designed daily activities, we simply set those pose vectors to
constant values. The ground truth shape vector can be obtained us-
ing the approach in [3]. To best match the human mesh model with
the ground truth height of the subject, we also manually adjust the
shape vector values. Note that the ground truth bounding box on
the 2D locational energy map is generated based on the bounding
box of the ground truth human mesh.

4.3 Model Settings and Model Training
We describe the implementation details for both the detection and
tracking model and the mesh estimation model in this section. For
the detection and tracking model, we employ 6 down-sampling
layers in the encoder, where the sampling rate is 1

2 . Before the
first three down-sampling layers, we add 2 layers of convolution
operation, and before the last three down-sampling layers, we add 1
convolutional layer and 1 ConvLSTM layer. Correspondingly, there
are also 6 deconvolutional layers, whose up-sampling rate is 2. And
after each deconvolutional layer, we employ 2 layers of convolution
operation. During the model training, the batch size is set to 16 and
the sequence length in each batch is set to 16. The parameters 𝛼 and
𝛽 in the focal loss are set to 2 and 4, respectively. The parameter 𝛾𝑝 ,
𝛾𝑠 , 𝛾𝑣 and 𝛾𝑣𝑖𝑠 in equation 1 are set to 1, 5, 1 and 5, respectively. For
the mesh estimationmodel, all theMPL blocks and the LSTM blocks,
GCN blocks have 3 layers. The number of grouped points around
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each joint in the Pose-aware Joint Estimator is set to 16. During the
model training, the hyperparameter 𝛼𝐾 is set to 0.001 for 𝑉 and 𝑉𝑐 ,
1 for 𝑆 and 𝑆𝑐 , 0.1 for 𝐵 and 𝐵𝑐 . The initial learning rates for both
models are set to 0.001, which decays during the training process.
In the model training, we also randomly move the ground truth
bounding boxes for a small distance in each batch during the point
cloud generation step to train a robust mesh estimator. Besides, we
use PyTorch [45] to implement both deep learning models and train
the model on NVIDIA A6000 GPU. For basic settings, we train both
models with the first 2200 frames of the data and use the rest 500
frames for evaluation. Additionally, we also conducted cross-trial
experiments in Section 4.5.6.

4.4 Baselines and Metrics
4.4.1 Baselines. In this paper, we compare our model with the
following baselines:
RF-Avatar [86] is one of the pioneering works to reconstruct hu-
man mesh using wireless signals. The model proposed in RF-Avatar
takes as input 3D RF energy map from a specialized RF device [1]
in each frame and generates human meshes in two stages. In the
first stage, it detects and tracks each subject using the Trajectory
Proposal Network (TPN) based on MaskRCNN [17], and crops the
located regions in the energy map. The second stage of the model in
RF-Avatar receives the cropped features and uses a Trajectory-CNN
(TCNN) to produce the SMPL parameters. However, different from
the layout of antennas in [1] where both the transmitting and the
receiving antennas are arranged on a T-shaped holder, the receiv-
ing antennas of the commercial mmWave radar are arranged in a
straight line. Hence, we can only generate 2D energy maps from
the commercial mmWave radar, and modify the input interface of
RF-Avatar correspondingly for 2D energy maps.
mmMesh [75] has demonstrated its superior performance in the
task of single-person mesh reconstruction using the point clouds
generated by commercial mmWave radar. In this baseline, we feed
the point cloud for each subject generated by our model as input to
the original mmMesh model.
Holistic PC. This baseline uses exactly the same models in our
framework except that the input point clouds are generated using
the method in [75]. The generated point clouds will be filtered based
on the ground truth bounding box of each subject.

4.4.2 Metrics. We use the following metrics to evaluate the per-
formance of our proposed framework:
Average Vertex Error (V) [7, 86]. We compute the average vertex
error by averaging the Euclidean distance between all the vertices
located on the predicted human mesh and the corresponding ver-
tices on the ground truth mesh for all the subjects and activities.
This metric can evaluate the overall performance of the location
error, pose error, shape error, and gender error.
Average Joint Localization Error (S) [22, 86]. This metric is de-
fined as the average Euclidean distance between the joint locations
of the predicted human mesh and the ground truths for all the
subjects and activities.
Procrustes-Aligned Mean Per Joint Position Error (PA-S) [27].
In this metric, we first align the predicted 3D poses to the ground
truth poses using Procrustes [13], where the errors from both the
translation and the orientation are eliminated. Then, the average

Figure 8: Results for 2 and 3 Subjects Scenarios without Oc-
clusion. (a) 2 Subjects (b) 3 Subjects
Euclidean distance between the joint locations of the predicted
humanmesh and the ground truths for all the subjects and activities
is measured.
Average Joint Rotation Error (Q) [75]. Besides the joint position,
joint rotation is also critical when generating the pose. This metric
is reported as an additional metric to evaluate the accuracy of the
constructed pose. It is defined as the average differences between
predicted joint rotations and ground truth rotations. In this metric,
we only consider the rotations of shoulder joints, elbow joints, hip
joints, and knee joints from both sides of the subject, since these
are the most relevant joints to the human pose.
Mesh Localization Error (T) [75]. We also use mesh localization
error to assess the precision of subject localization. This metric is
defined as the average Euclidean distance between the root joint
location of the predicted human mesh skeleton and the ground
truths for all the subjects and activities.

4.5 Experiment Results
4.5.1 Qualitative Results for the Scenarios without Mutual Occlu-
sion. In this part, we present the qualitative results when multiple
subjects are conducting the activities without occluding each other.
As illustrated in Figure 8, the first row of the figure presents the
video frames where the subjects with different shapes are con-
ducting activities. As we can see, in column (a), two subjects are
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Model V(cm) S(cm) PA-S(cm) Q(°) T(cm)
RF-Avatar 9.76 9.35 3.22 8.33 6.74
Holistic PC 4.53 4.31 1.96 4.66 3.17
mmMesh 4.54 4.32 1.93 4.50 3.21

M4esh 3.74 3.54 1.67 3.87 2.61

M4esh + GT Bbox 3.72 3.52 1.66 3.86 2.60

Table 1: Results for 2 Subjects Scenario without Occlusion

Model V(cm) S(cm) PA-S(cm) Q(°) T(cm)
RF-Avatar 10.51 9.70 3.62 10.43 6.41
Holistic PC 6.83 6.24 2.62 6.58 4.64
mmMesh 6.51 5.90 2.71 6.72 4.49

M4esh 4.97 4.64 2.04 4.84 3.54

M4esh + GT Bbox 4.90 4.50 2.02 4.91 3.42

Table 2: Results for 3 Subjects Scenario without Occlusion

walking in the same direction. While, in column (b), there are two
subjects walking in the opposite direction, and the third subject just
puts down the phone on the table and starts to walk. The second
and third rows show the ground truth meshes generated based on
the VICON motion capture system. The only difference is that the
meshes in the second row are rendered from the perspective of the
camera in the first row, while the meshes in the third row are ren-
dered from the perspective of the mmWave radar. From the mesh
rendering results, we know that there are no occlusions among
the subjects. The fourth row presents the results of the RF-Avatar
model. As we can see, in column (a) RF-Avatar model has a wrong
prediction for the orientation of the left subject. In column (b), the
poses of three estimated meshes by RF-Avatar model are not ac-
curate. One possible reason is that the information contained in
the 2D energy map may be ambiguous and inaccurate, since the
information of one dimension is missing on the 2D energy map.
The last row shows the results of our proposed M4esh. We can
see that the meshes produced by our model look very similar to
the ground truth meshes. This is because our location-based point
cloud generation method can generate sound and complete point
clouds for each subject, which provides sufficient information to
the mesh estimation model. What’s more, the coarse-to-fine mesh
estimation strategy also helps the model generate more accurate
meshes.

4.5.2 Quantitative Results for Scenarios without Mutual Occlusion.
In this section, we quantitatively evaluate the performance of our
proposed model compared with the baselines based on the metrics
described in section 4.4.2. As shown in Table 1 and Table 2, M4esh
outperforms all baselines in all of the metrics which demonstrates
the effectiveness of our proposed model to produce accurate human
meshes in the multiple subject scenarios.

To prove the effectiveness of our proposed location-based point
cloud generation method, we can compare our results with the base-
line Holistic PC. As we can see, the mesh estimation performance
increases when we use the proposed location-based point cloud
generation method to address the biased point cloud distribution
problem in the multi-subject human mesh estimation task.

As illustrated in the two tables, our proposed model outperforms
the baseline mmMesh. It demonstrates the effectiveness of our
design in the mesh estimation model where our model carefully
studies the local structure of the point cloud based on a coarsely
estimated human skeleton and incorporates the skeletal information
by treating the skeleton structure as a graph.

Comparing the results of our proposed model and RF-Avatar,
we achieve much better mesh estimation results. There are mainly
two reasons. First, we design the Pose-aware Joint Estimator in
our model, where the joint representations are carefully refined by
learning the local point structure around each joint and encoding
the relationship among subject joints. However, RF-Avatar outputs
all the joint representations at one time without refining them or
considering the relationships among joints. Second, our model takes
the point cloud with 3D information as input, while the input of
RF-Avatar is 2D energy map. Originally, RF-Avatar takes 3D energy
map from a specialized RF device [1] as input. However, we can only
obtain 2D energy map due to the antenna layout on the commercial
mmWave radar. Additionally, as we can see in the two tables, the
average vertex error only increases within 0.1 cm when we use
the bounding boxes predicted by our model. This demonstrates
the effectiveness of our detection and tracking network and the
robustness of our mesh estimation model.

Comparing the results in Table 1 and Table 2, we can find that
the performances of all the models decrease when the number of
subjects is increased from two to three. The reasons behind are
twofold. First, the accuracy of predicted bounding boxes from the
subject localization models drops when the subject number in-
creases, since the locational relationships among three subjects are
more complicated than that among two subjects. And the increased
localization errors are passed to the mesh estimation stage. Second,
the multi-path effect among the subjects and the ambient objects
is aggravated when there are more subjects in the scenario, which
results in the lower quality of the generated point clouds and the
heatmap. Hence, the performance of the mesh estimation model is
impaired. Although the performance drop is inevitable when the
subject number increases, our model has the least decrease (1.2 cm)
among all the models which demonstrates the robustness of our
model when the number of subjects varies.

4.5.3 Qualitative Results for the Scenarios with Mutual Occlusion.
In this section, we consider the challenging scenarios where the
subjects are occluded by each other from the view of the mmWave.
As illustrated in Figure 9, the first three rows show the video frames,
ground truth meshes from the camera view, and the ground truth
meshes from themmWave radar viewwhen subjects are conducting
daily activities. As we can see, in column (a), two subjects are walk-
ing in front of the radar, while one subject is completely occluded
by the other subject. In column (b), two subjects are walking and
the third subject is sitting on a chair and making a phone call. In this
scenario, one walking subject is also occluded by the other walking
subject. The last three rows show ground truth bounding boxes, the
bounding boxes generated by RF-Avatar, and the bounding boxes
generated by our proposed model on the 2D locational energy map.
As we can see, the RF-Avatar algorithm fails to generate the bound-
ing boxes of the occluded subjects, while our model successfully
estimates the bounding boxes with accurate locations and sizes for
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Figure 9: Results for 2 and 3 Subjects Scenarios with Occlu-
sion. (a) 2 Subjects (b) 3 Subjects
all the subjects. This is because the reflective energy of the occluded
subject is similar to the energy in the background, which is hard to
be detected using the mask-rcnn-based algorithm in the RF-Avatar.
In contrast, our model is capable to utilize the location, velocity, and
size information of the bounding boxes from the previous frames
as a clue to estimate the bounding box in the current frame, even
if the reflective pattern of the subject on the energy map is not
distinct. Correspondingly, the human meshes are predicted in the
fourth row and the fifth row by the RF-Avatar model and our model,
respectively. As we can see, RF-Avatar cannot construct the oc-
cluded subject in both scenarios, since the subject is not detected
during the localization. Meanwhile, our mesh estimation model still

Model V(cm) S(cm) PA-S(cm) Q(°) T(cm)
RF-Avatar 10.27 9.76 2.52 9.59 6.29
mmMesh 6.24 6.01 2.07 5.10 4.94

M4esh 4.77 4.48 1.93 4.49 3.42

M4esh + GT Bbox 4.74 4.45 1.90 4.42 3.45

Table 3: Results for 2 Subjects Scenario with Occlusion

Model V(cm) S(cm) PA-S(cm) Q(°) T(cm)
RF-Avatar 11.57 10.71 4.07 10.69 7.73
mmMesh 7.78 7.12 2.85 8.32 5.64

M4esh 5.64 5.10 2.64 6.96 3.61

M4esh + GT Bbox 5.32 4.48 2.51 6.56 3.36

Table 4: Results for 3 Subjects Scenario with Occlusion

Model 2-wo 3-wo 2-w 3-w
RF-Avatar (AP@70) 0.921 0.859 0.868 0.854

M4esh (AP@70) 0.960 0.925 0.916 0.865

RF-Avatar (AP) 0.631 0.609 0.593 0.565

M4esh (AP) 0.681 0.650 0.630 0.586

Table 5: Detection Results for Different Scenarios

predicts complete and accurate human meshes compared with the
ground truth mesh. This is achieved by incorporating the SMPL
block and the recurrent structure in the design of the mesh estima-
tion model. To demonstrate the smoothness of the predicted human
mesh results in the time dimension, we illustrate consecutive video
frames as well as corresponding ground truth and predicted meshes
in Figure 10 for 3 subject scenario with occlusion. To cover longer
activity interval, we show a frame every 0.4s. In the figure, the
three subjects are conducting ‘putting down the phone’, ‘walking’,
and ‘standing up from the stool’, respectively. And the sitting sub-
ject is briefly occluded by the walking subject. By comparing our
predicted results with the ground truth and video frames, we can
see that our model is capable of constructing smooth and realistic
human meshes for multiple subjects, as well as handling short-time
occlusions among subjects.

4.5.4 Quantitative Results for Scenario with Mutual Occlusion. In
this section, we quantitatively evaluate the results of our model in
the scenarios with subject occlusions. As shown in Table 3 and Table
4, M4esh can still achieve better results than all the baselines on
all metrics, which demonstrates the robustness of our model even
when there are occlusions among the subjects. Compared to the
results in Table 1 and Table 2 where there is no occlusion among the
subjects, we can see the performance of all the models has dropped.
Since the subjects are occluded, there is little information about the
occluded subjects. The mesh estimation models have to rely only
on the historical pose and shape information to estimate the mesh
in the current frame. Hence, the results of the model estimation
can be very inaccurate in these scenarios.

4.5.5 Results of Bounding Box Prediction. As illustrated in table 5,
we measure the performance of the bounding box prediction results
of RF-Avatar and our proposed M4esh model using both AP [34]
and AP@70 (the higher the better). AP measures the performance
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Figure 10: Consecutive Frames for 3 Subject Scenario with Occlusion The first row shows the video frames. The second and third rows show
the ground truth meshes and the predicted meshes, respectively. We illustrate every fourth frame for a better illustration of the scenario.

Scenario V(cm) S(cm) PA-S(cm) Q(°) T(cm)
Cross-trial (2-wo) 4.51 4.14 2.13 4.69 2.75
Cross-trial (3-w) 7.24 6.47 3.08 8.49 4.71

Cross-obstacle (2-wo) 7.28 6.85 2.96 7.09 5.45
Cross-obstacle (3-w) 9.50 8.76 3.65 9.28 7.29

Table 6: Results for Cross-trial and Cross-obstacle Settings

of the subject detection performance by considering both precision
and recall rates between the predicted bounding boxes and the
ground truth bounding boxes under certain Intersection over Union
(IoU) thresholds. Specifically, it calculates the average area under
the Precision-Recall Curve with the IoU threshold from 0.5 (i.e.,
AP@50) to 0.95 (i.e., AP@95) with a step size of 0.05. Especially,
AP@70 is calculated with the IoU threshold at 0.7 where a predicted
bounding box should have a large overlapping ratio with the ground
truth bounding box to be considered as a correct prediction. As we
can see in the table, our model outperforms the baseline for all the
scenarios on both criteria, which demonstrates the effectiveness of
the proposed detection and tracking network.

4.5.6 Results of the Cross-trial Experiment. We also conduct a cross-
trial experiment where the subject combinations or the activities
of subjects are different among different trials. In this experiment,
the training data and the evaluation data are collected in differ-
ent trials. We report the results of both 2-subject scenario without
occlusion (the simplest scenario) and 3-subject scenario with occlu-
sion (the most complex scenario) in the first and second rows of
Table 6, respectively. By comparing them with the corresponding
results in Table 1 and Table 4, we can find that the performances
of our proposed model drop by small margins (0.77 cm and 1.60
cm), which demonstrate our model is robust enough for different
training settings.

4.5.7 Results of Experiment with Blockage. To demonstrate the
robustness of the proposed model, we use a bamboo panel as the
obstacle between the radar and the subjects. The results are re-
ported in the third and fourth rows of Table 6. Similarly, we report
the results of both the 2-subject scenario without occlusion (the
simplest scenario) and the 3-subject scenario with occlusion (the
most complex scenario), respectively. By comparing them with the
results in Table 1 and Table 4, the performance of the proposed
model decreases when there are obstacles between the radar and
subjects. This is because the signal patterns are affected by the
blockage.

Figure 11: Cross-environment Experiments

4.5.8 Results of Cross-environment Experiment. To study the ro-
bustness of our proposed model in unseen environments, we con-
ducted human mesh inference experiments in the hallway and the
student lounge, which are different from the environment where
the training data are collected. The qualitative results are illustrated
in figure 11. As we can see in the figure, our model correctly esti-
mates the meshes of the subjects in different environments, which
proves the robustness of the proposed M4esh in new environments.

4.5.9 System Complexity and Latency. In this section, we analyze
the computational complexity and the latency of the proposed sys-
tem. For the complexity of our proposed M4esh model, we report
the number of trainable parameters in our deep model. The overall
number of trainable parameters is 2.29𝑀 , where our detection and
tracking module has 0.39M parameters and our mesh estimator
has 1.90M parameters. We can see that our proposed M4esh is a
lightweight mesh estimation model, compared with the baseline
RF-Avatar (53M parameters) and VIBE (a state-of-the-art real-time
mesh estimation model in computer vision which has 48M param-
eters). For the latency of the proposed system, we conducted the
inference on a desktop (NVIDIA A6000 GPU, Intel Xeon Gold 6254
CPU), and report the average latency. The whole inference process
is divided into six steps: collection of radar data (including data
capturing and transferring), calculation of heatmap, localization of
subjects (including the bounding box prediction using velocity in-
formation), generation of point clouds, estimation of humanmeshes,
visualization of human meshes. Their latencies are 115.0ms, 22.9ms,
6.0ms, 8.9ms, 6.0ms and 43.3ms. In total, the inference latency of
the whole system is 202.1ms, which demonstrates our proposed
system can work in real-time.

4.5.10 Limitations. Although we have utilized several designs to
address the short-term subject occlusion problem, the proposed
model still has some limitations. For example, our model can only
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handle short-term occlusion, where the bounding box of the oc-
cluded subject can be estimated within certain frames after occlu-
sion. We also assume the occluded subject keeps performing the
same activity and moving in a straight line, which is not always
true. When the subject changes their directions or activities during
the occlusion, the model prediction can be incorrect.

5 RELATED WORK
mmWave-based Localization: Compared with WiFi-based and
acoustic-based localization techniques, mmWave signal could im-
prove the localization resolution to millimeter-level thanks to
its small wavelength [70]. Generally, mmWave-based localization
needs two parameters that are range and Angle of Arrival (AOA).
Range can be obtained from Channel Impulse Response (CIR)
[51, 71], phase changes [70], and frequency changes with FMCW
[2, 75, 84, 90]. AoAs are usually estimated by beamforming tech-
niques such as MUSIC and MVDR [35, 43, 51, 71]. Beam steering
[70] could also be utilized to estimate the AoA of mmWave signals.
Joint estimation of Received Signal Strength (RSS) and AoA can also
enable 3D indoor localization in [35]. All above mmWave-based
localization techniques consider the human body as a single point.
In this paper, to determine where to generate the point cloud for
each subject, we need to infer the area of each subject in space.
It requires the model to enclose the human body by a bounding
box instead of treating it as a single point. Thus, in this paper, we
modify the object detection algorithm in computer vision and apply
it to the generated 2D locational energy map to detect and localize
the subjects by bounding boxes. Recently, there are also works
that apply point cloud techniques to track human bodies [2, 90].
However, in these works, cloud points are utilized to calculate the
centroid to represent the position of human body.
mmWave-based Sensing: Millimeter Wave (mmWave) radar has
recently become popular for versatile sensing applications includ-
ing vibration measurement [15, 16, 19], motion estimation and
capture [4, 40, 89], imaging [82], Fruit Quality Assessment [77],
indoor mapping [39], material sensing [72] and voice related
sensing [32, 37, 94]. In the domain of human sensing, mmWave
radar is also applied to conduct human tracking and identifica-
tion/authentication [36, 51, 76, 90, 91], human activity recogni-
tion [30], vital sign monitoring [25, 67, 69, 73, 88], subject detec-
tion [57]. Different from these applications, our work focuses on
the task of human mesh estimation using mmWave radar.
Human Pose Estimation fromWireless Signals: In recent years,
many wireless sensing systems have been developed to estimate
human pose [1, 22, 52, 54, 55, 66, 68, 85, 87]. Among them, [66, 68,
85] focus on 2D pose estimation, and [22, 29, 54, 55, 87] are capable
of estimating 3D human pose. Different from these works, our work
aims to estimate 3D human mesh, which contains both pose and
shape information of the subjects.
3D Human Mesh Construction from Wireless Signals: As far
as we know, there are limited works that have explored 3D human
mesh construction task using wireless signals. RF-Avatar [86] is
a pioneering work that demonstrates the RF signals contain suffi-
cient information for the human mesh estimation. What’s more,
[86] also justifies the effectiveness of the RF signal to tackle the
technical challenges faced by the traditional camera-based solu-
tions, such as occlusions and poor lighting conditions. However,

the testbed [1] of RF-Avatar is built based on the specialized RF
device consisting of a carefully assembled bulky antenna array and
expensive USPRs, which limits its popularity and real-world ap-
plications. In contrast, our proposed M4esh utilizes a commercial
portable mmWave radar and achieves superior performance on the
task of multiple subject human mesh estimation. mmMesh [75] is
another seminal work that uses the commercial mmWave radar
to achieve accurate single-subject human mesh estimations. The
success of the mmMesh demonstrates the great potential of com-
mercial mmWave devices on the fine-grained human sensing tasks.
However, the framework of mmMesh cannot be directly applied
in the multiple subject scenario for two reasons. First, due to the
absence of a subject detection module in the design of mmMesh
framework, mmMesh is not capable of estimating the number of the
subjects which is required before the mesh estimation step in the
multi-subject scenario. Second, the point cloud generation method
in the mmMesh is not adaptable in the multi-subject scenario, since
the biased point clouds can be generated where the distant subjects
may have no sufficient numbers of points for mesh estimations as
detailed in 3.1.
3D Human Mesh Estimation in Computer Vision: Since the
release of statistical body models such as SCAPE [5] and SMPL [38],
3D human mesh recovery has been drawing broader attention [62].
Substantial methods have been proposed for the task of human
mesh estimation based on images [11, 12, 14, 21, 23, 28, 44, 47, 58,
59, 74, 80, 81] and videos [6, 10, 24, 27, 41, 46, 50, 60, 64, 78]. Despite
the great success achieved by image/video based approaches, the
performance of these methods can be severely impaired by bad
illumination, occlusion, and blur. More importantly, privacy issues
occur when cameras are deployed to monitor the human subjects.
In contrast, our mmWave-signal-based solutions are immune to
poor lighting and occlusion conditions, as well as, alleviating the
privacy issue.

6 CONCLUSIONS
In this paper, we investigate the possibility of using commercial
mmWave radar to conduct 3D human mesh construction for mul-
tiple subjects. Specifically, we propose M4esh, a novel mmWave-
based sensing system that can detect and track the subjects on a 2D
energy map by predicting the bounding boxes of the subjects on the
map, and tackle the subjects’ mutual occlusion through utilizing the
location, velocity and size information of the subjects’ bounding
boxes from the previous frames as a clue to estimate the bound-
ing box in the current frame, even if the subjects are occluded by
others. Additionally, we propose a coarse-to-fine mesh estimation
strategy by carefully studying the detailed local structure of the
point cloud based on a coarsely estimated human skeleton and
further refining each joint representation by learning the relations
among the joints based on the skeletal topology. The accurate sub-
ject localization and mesh estimation results based on a real-world
commercial mmWave sensing testbed demonstrate the effectiveness
of the proposed M4esh system.
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