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Abstract. We study the mathematical structure of the solution set (and its

tangent space) to the matrix equation G∗JG = J for a given square matrix
J . In the language of pure mathematics, this is a Lie group which is the

isometry group for a bilinear (or a sesquilinear) form. Generally these groups
are described as intersections of a few special groups.

The tangent space to {G : G∗JG = J} consists of solutions to the linear

matrix equation X∗J + JX = 0. For the complex case, the solution set of this
linear equation was computed by De Terán and Dopico.

We found that on its own, the equation X∗J + JX = 0 is hard to solve.

By throwing into the mix the complementary linear equation X∗J − JX = 0,
we find that the direct sum of the two solution sets is an easier to compute

linear space. Thus, we obtain the two solution sets from projection maps. Not

only is it possible to now solve the original problem, but we can approach the
broader algebraic and geometric structure. One implication is that the two

equations form an h and m pair familiar in the study of pseudo-Riemannian

symmetric spaces.
We explicitly demonstrate the computation of the solutions to the equa-

tion X∗J ± XJ = 0 for real and complex matrices. However, real, complex
or quaternionic case with an arbitrary involution (e.g., transpose, conjugate

transpose, and the various quaternion transposes) can be effectively solved

with the same strategy. We provide numerical examples and visualizations.

1. Introduction

We study the structure of the matrix group {G : G invertible1, G∗JG = J} and
its tangent space at the identity {X : X∗J+JX = 0}. We assume J is a given square
matrix and the “star” superscript, G∗, is either GT (the usual matrix transposition)
or GH (conjugate transposition). Previous work related to this question may be
found in [10, 11, 16, 34, 35, 38, 43].

The group {G : G∗JG = J} is often called the automorphism group or the
isometry group (of a bilinear/sesquilinear form) [27, 32, 34]. Given a bilinear form
〈x, y〉J = xTJy or a sesquilinear form 〈x, y〉J = xHJy, the automorphism group is
the collection of linear operators that preserve this form, i.e., 〈x, y〉J = 〈Gx,Gy〉J .
Representing the linear operators as matrices, they are the solutions G to the matrix
quadratic equation G∗JG = J . For some special J ’s, the automorphism groups are
well known as classical Lie groups [50].

Three closely related questions are the strict equivalence of pencils of the form
J + λJT [16, 17, 40], the orbits of matrices under the congruence transformation

2010 Mathematics Subject Classification. Primary 15A24, 22E70 ; Secondary 15A22, 11E57.

Key words and phrases. Automorphism group, Lie group, Matrix Congruence.
1In the following we will always assume invertibility of G.
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J 7→ KJK∗ where K is invertible [26, 46], and the question of similar automorphism
groups (the focus of this paper).

The familiar example from elementary linear algebra would be J = In, where
the automorphism group (of the real bilinear form) is the orthogonal group O(n)

(all orthogonal matrices). Another key example is J =
[

0 In
−In 0

]
, namely the skew-

symmetric bilinear form, where the automorphism group is the symplectic group
Sp(2n,R) that appears in symplectic geometry and classical mechanics. Let us
define notations which come up frequently for real and complex cases.

Definition 1.1. For a complex J ∈ Cn×n, define groups GJ and GHJ as follows:

GJ := {G : GTJG = J,G ∈ Cn×n}, GHJ := {G : GHJG = J,G ∈ Cn×n}.
Also for real J ∈ Rn×n, define GR

J := {G : GTJG = J,G ∈ Rn×n}.

Visualizations for GR
J , generic J ∈ R4×4

<latexit sha1_base64="pcXT8m1O476evklI+8W/EpsHTTI=">AAACsXicbVHbbhMxEPUutxJuAZ4QLxZRpVSCaBci4AVRwUvJU0FNWxSnweudTax4L7JnEZHrr+Jr+AJ+A2+yXNIykqWjMzPnjI6TSkmDUfQjCK9cvXb9xs7Nzq3bd+7e695/cGzKWgsYi1KV+jThBpQsYIwSFZxWGnieKDhJlu+b/slX0EaWxRGuKpjmfF7ITAqOnpp1v7OcL0GAUpaytZzVkDpmGVfVgj+lrPTrjXrLOE8pr582vUxzYWNnW8YxRxnrn28mz9/Ef2aZLLwRLpLEfnJ7rrP715YhfEMLcu76ozP77MiN9rwIHW2tnNkhQ5mDoUPnZt1eNIjWRS+DuAU90tbhrPuTpaWocyhQKG7MJI4qnFquUQoFrsNqAxUXSz6HiYcF90ZTu07D0V3PpDQrtX8F0jX774bluTGrPPGTzbnmYq8h/9eb1Ji9nlpZVDVCITZGWa0olrT5KZpKDQLVygMutPS3UrHgPnH0/7nl8jvLJpn4Yg6XwfHzQfxyEH8c9vbftRntkMfkCemTmLwi++SAHJIxEcGj4G1wEHwIX4Sfwy9hshkNg3bnIdmqcPkLLqDW1Q==</latexit>
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<latexit sha1_base64="5jkNnyEFFuOYppeku9sPuAEcuio=">AAACsnicbVHbahsxENVub6l7c9q39kXUBBxIza4xSV4KJn1p/ZSWOAm1HKOVx7aw9oI0W2Jk/VV/pl/Q36jWl7a5DAgO58zMGY6SQkmDUfQrCB88fPT4yc7T2rPnL16+qu++Pjd5qQX0Ra5yfZlwA0pm0EeJCi4LDTxNFFwk80+VfvEDtJF5doaLAoYpn2ZyIgVHT43qP1nK5yBAKUvZap3VMHbMMq6KGR/FB5TlfkG1/y/nPLmG7XvktmOOMtZcbtuXB3SL20v6kcb7rrb3z5chXKMFOXXN3pX9cOZ6+36c9pjMfBPOksR+c1e2w1CmYGjHuVG9EbWiVdG7IN6ABtnU6aj+m41zUaaQoVDcmEEcFTi0XKMUClyNlQYKLuZ8CgMPM+6NhnYVh6N7nhnTSa79y5Cu2P8nLE+NWaSJ76zONbe1irxPG5Q4OR5amRUlQibWRpNSUcxp9VV0LDUIVAsPuNDS30rFjGsu0H/oDZdtllUy8e0c7oLzdis+bMVfO43uySajHfKOvCdNEpMj0iWfySnpExG8DbrBl6AXdsLvIQ/FujUMNjNvyI0K1R9V8NXB</latexit>{↵1,↵1,↵2,↵2}
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eig(J�TJ)
J 2 R4⇥4

Figure 1. Four types of generic 4 × 4 real J ’s classified by the
eigenvalue characteristic of J−TJ and the visualizations of corre-
sponding GR

J . Plots are three dimensional projections (from 16
dimensions) of the identity component of the surface GR

J . See Sec-
tion 2.4.1 for more details.

Remark 1. For a 4× 4 real J , the case J=I4 which leads to the orthogonal group
O(4) is not at all a generic case.2 The reader would do well to wonder what the
generic cases look like. There are four possible generic cases whose solution in each
case is a two dimensional surface in 16 dimensions as illustrated in Figure 1, with

2Note that J is generic if it is nonsingular and J−TJ has no double eigenvalues, which is
essentially excluding the “special” cases we will describe in Sections 2 to 5.
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details following in Section 2.4.1. The following Example 1.2 considers one of these
generic cases.

For an arbitrary J the group {G : G∗JG = J} is known to be the intersection
of the groups determined by the symmetric and skew-symmetric (Hermitian and
skew-Hermitian if ∗ = H) parts of J [39, p.92]. For example if J is real 2n × 2n,
decompose J into its symmetric/skew-symmetric parts J = S+A and assume S,A
nonsingular. Let (p, q) be the signature of S. We obtain the two groups GR

S and GR
A

each isomorphic (not necessarily identical) to O(p, q) and Sp(2n,R), such that the
intersection equals GR

J . Correspondingly, the tangent space {X : XTJ + JX = 0}
is the intersection of the tangent spaces of the two groups.

Though it is known that the groups are intersections of two other groups, it seems
if one wants to find the intersection computationally one might have to perform
linear algebra operations such as the SVD on n2 × n2 matrices with a prohibitive
dense complexity of O(n6). In this paper, we demonstrate an approach using the
generalized eigenstructure that directly provides a basis for the intersection.

Example 1.2. In this example we define a J ∈ R4×4 where the symmetric part of
J is positive definite. The group GR

J is the intersection of groups similar to O(4)
and Sp(4,R). Let

J =


1 1 −1 −1
−1 1 · −1

1 · 1 −1
1 1 1 1

 =


1 · · ·
· 1 · ·
· · 1 ·
· · · 1

︸ ︷︷ ︸
symmetric part I4

+


· 1 −1 −1

−1 · · −1
1 · · −1
1 1 1 ·

︸ ︷︷ ︸
skew-symmetric part A

,

A = KT


· · 1 ·
· · · 1

−1 · · ·
· −1 · ·

K, where K =


· 1 1 1
2 · · ·
1 1 1 ·
· 1 · ·

.
Then, the group GR

J and its Lie algebra gRJ are defined as,

GR
J = O(4) ∩

(
K−1Sp(4,R)K

)
, gRJ = o(4) ∩

(
K−1sp(4,R)K

)
.

o(4) = {All skew-symmetric matrices} is 6 dimensional and sp(4,R) is a 10 dimen-
sional linear subspace with the following standard basis:

sp(4,R) :

{[
1 · · ·
· · · ·
· ·−1 ·
· · · ·

]
,

[ · · · ·
1 · · ·
· · ·−1
· · · ·

]
,

[ · 1 · ·
· · · ·
· · · ·
· · −1 ·

]
,

[ · · · ·
· 1 · ·
· · · ·
· · ·−1

]
,

[ · · 1 ·
· · · ·
· · · ·
· · · ·

]
,[ · · · ·

· · · 1
· · · ·
· · · ·

]
,

[ · · · 1
· · 1 ·
· · · ·
· · · ·

]
,

[ · · · ·
· · · ·
1 · · ·
· · · ·

]
,

[ · · · ·
· · · ·
· · · ·
· 1 · ·

]
,

[ · · · ·
· · · ·
· 1 · ·
1 · · ·

]}
.

Writing down a basis of o(4) and K−1sp(4,R)K:

o(4) :

{[ · 1 · ·
−1 · · ·
· · · ·
· · · ·

]
,

[ · · 1 ·
· · · ·
−1 · · ·
· · · ·

]
,

[ · · · ·
· · 1 ·
·−1 · ·
· · · ·

]
,

[ · · · 1
· · · ·
· · · ·
−1 · · ·

]
,

[ · · · ·
· · · 1
· · · ·
·−1 · ·

]
,

[ · · · ·
· · · ·
· · · 1
· ·−1 ·

]}
,

K−1sp(4,R)K :

{[ · · · ·
· · · ·
−1−1−1 ·
1 2 2 1

]
, 1

2

[ · 1 1 1
· · · ·
·−3−1−1
· 3 1 1

]
,

[ · · · ·
−1−1−1 ·
1 1 1 ·
2 · · ·

]
,

[
1 · · ·
· −1 · ·
−1 1 · ·
1 · · ·

]
,

[ · · · ·
· · · ·
· · · ·
1 1 1 ·

]
,

1
2

[ · 1 · ·
· · · ·
·−1 · ·
· 1 · ·

]
, 1

2

[
1 1 1 ·
· · · ·
−1−1−1 ·
1 3 1 ·

]
,

[ · · · ·
· · · ·
· 1 1 1
·−1−1−1

]
,

[ · · · ·
2 · · ·
−2 · · ·
· · · ·

]
,

[ · · · ·
· 1 1 1
2 −1−1−1
−2 · · ·

]}
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Computing the intersection of o(4) and K−1sp(4,R)K, we finally obtain a basis:

gRJ = o(4) ∩ (K−1sp(4,R)K) = Span

( · 1 −1 −2
−1 · −1 −1

1 1 · −1
2 1 1 ·

,

· −1 1 −1
1 · −2 1
−1 2 · 1

1 −1 −1 ·


)
.

As one can see in the above example, working with the tangent space is less
complicated as it is linear. In practice, the matrices in the tangent space could be
mapped to GR

J by the exponential map. For details on the exponential map, see
Section 2.7. One of our main focuses is the outline of a computation of a basis of the
tangent space {X : X∗J+JX = 0}. A key observation is that the direct sum of the
two solution sets {X : X∗J±JX = 0} is a well-known and easier to compute linear
spaces. In particular if J is nonsingular the direct sum is the centralizer of J−∗J
(Corollary 2.6.1). The bases for the solution sets could be computed by projection
maps. Additionally we obtain a basis of {X : X∗J − JX = 0} as a byproduct.

With a more direct strategy, De Terán and Dopico [10, 11] computed the solu-
tions of XJ +JXT =0 and XJ +JXH =0 for complex matrices3 using the congru-
ence canonical form4 studied by Horn and Sergeichuk [26]. One needs only to com-
pute the solutions for canonical J ’s of the congruence transformation J 7→ K∗JK
since the groups {G : G∗JG = J} are similar for congruent J ’s. They carefully
worked out case-by-case solutions for each canonical form and their interactions.5

Some complicated cases were later brought to the explicit expressions in [6, 21].
Our approach solves the equation X∗J + JX = 0 in a more general setting

(regardless of real, complex, and quaternion) by directly exploring structure. In
particular, we point out that the relationship between solutions of XTJ ± JX = 0
brings to mind the structure of symmetric spaces [23]. For a nonsingular J we have

{g : g(J−TJ) = (J−TJ)g} = {h : hTJ + Jh = 0} ⊕ {m : mTJ − Jm = 0},
which is the Lie algebra decomposition of a pseudo-Riemannian symmetric space
g = h ⊕ m. Furthermore the centralizer of the cosquare J−TJ has a well-known
structure we can adapt to solve the equations XTJ ± JX = 0 at hand.

The situation gets complicated when it comes to a singular J since the cosquare
J−TJ is no longer well defined. However the theory of matrix pencils is broad
enough to cover such cases. The Kronecker structure [20, 29, 30, 47] of the matrix
pencil J − λJT provides a generalization of the eigenstructure of the cosquare,
enabling one to compute the solution set of XTJ + JX = 0 in a similar manner.
By revealing the structure, our approach is advantageous since it is not limited to
the complex case. Moreover it can be applied to the situation when we have an
involution other than the complex conjugation.

The outline of the paper is the following: In Section 2 we provide background
for solving the equations X∗J ± JX = 0 and investigate some small sized groups
{G : G∗JG = J}. The main tools developed are Theorems 2.8, 2.9, and 2.12 which
provide an explicit way to construct a basis of the solution set of X∗J ± JX =
0. We also demonstrate the analysis on structures of 2 × 2 matrix groups GR

J in
Section 2.4.2. In Sections 3 to 5 we determine precise bases of the solution sets to

3Obviously, the transposed solution sets of [11, 10] are equivalent to our solution sets.
4We refer to De Terán’s clear summary [9] for different types of congruence canonical forms.
5The canonical forms of the congruence transformation is related to the ∗-palindromic matrix

pencil J − λJ∗. The results in [10, 11] are further extended using this idea in [12], where the
authors use the Kronecker structure of general matrix pencils.
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X∗J ± JX = 0. In Section 6 we discuss numerical details of the computation and
visualization of automorphism groups and their tangent spaces.

2. Background

2.1. Warm up : Centralizer and Jordan (generalized eigenvector) chains.
Given an n × n matrix A, the set of all matrices that commute with A is the
centralizer (in operator theory, commutant) of A, denoted by cent(A). Typically
cent(A) can be obtained directly from the Jordan canonical form of A [1, 20].

One way of describing cent(A) is using Jordan chains (i.e., generalized eigenvector
chains) of A. Fix an eigenvalue λ and let r1, . . . , rk be the sizes of the Jordan
blocks. Select matrices W1, . . . ,Wk with their columns filled with Jordan chains so
that AWj = WjJ

λ
rj holds for the rj × rj Jordan block Jλrj . Similarly, choose Jordan

chain matrices P1, . . . , Pk of AT . Then, cent(A) is constructed as follows.

Definition 2.1. Denote the n × n backwards identity matrix by En. For j ≤
min(s, t) define Es,tj , the s × t matrix with zeros except for its upper left j × j
corner being Ej .

Lemma 2.2. Let W ∈ Fn×a, P ∈ Fn×b be Jordan chain matrices corresponding to
the eigenvalue λ of A and AT , respectively. (They may not correspond to the same
Jordan block.) Then the collection of the matrices (m = min(a, b))

(1) WEa,b1 PT ,WEa,b2 PT , . . . ,WEa,bm PT ,

for all λ (and all combinations of W,P ) span cent(A).

Proof. This is a simple variant of the description in Chapter VIII of [20]. �

Counting the total number of matrices of the form (1) we obtain the dimension
of the centralizer. (See, for instance, [1, 20, 22, 33].)

Corollary 2.2.1. Let A be a square matrix with the Jordan form A =
⊕n

j=1 J
λj
rj .

dim(cent(A)) =
n∑
j=1

rj +
∑
λj=λk

min(2rj , 2rk).

2.2. Basics : solution and cosolution. We start by defining some basic notation.
We label the solution sets to the equations X∗J ± JX = 0 as follows.

Definition 2.3. For a given square matrix J define four solution sets,

sol(J) := {X : XTJ + JX = 0}, cosol(J) := {X : XTJ − JX = 0}
solH(J) := {X : XHJ + JX = 0}, cosolH(J) := {X : XHJ − JX = 0}.

We call sol(J) the solution and cosol(J) the cosolution.

Remark 2. At first glance, one might believe all four of these sets are complex
vector spaces (implying, for example, that multiplying by a complex scalar is a
closed operation) given that J is complex, since they seem to be the homogeneous
solutions of linear equations. But a closer inspection reveals that the “H” spaces
are not complex vector spaces since, for example, if X is a solution, iX need not
be. They are, however, real vector spaces. The matrix transposition is an analytic
map and sol(J) is a complex vector space just like the Lie group GJ is a complex
manifold. On the other hand, the Lie group GHJ is not a complex group since the
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conjugate transposition is not analytic. As a consequence, solH(J) and cosolH(J)
are real (but not complex) vector spaces. For example, U(n) is a real Lie group
and u(n) (skew-Hermitian matrices) is a real vector space. O(n,C) is a complex Lie
group and o(n,C) (complex skew-symmetric matrices) is a complex vector space.

2.3. Nonsingular J and the cosquare. Assume for a moment that our J is
complex nonsingular, because many key intuitions arise when we study nonsingular
J . Singular J will be discussed later in Section 2.6. One can also consider real or
quaternionic J with a simple modification of what we describe in this section.

An important matrix related to sol(J) and cosol(J) is the cosquare6 J−TJ of J .

Definition 2.4. Given a square nonsingular matrix A, the matrix A−TA is called
the cosquare of A and denote it by cosq(A). If A is a complex or quaternionic
matrix define the H-cosquare of A by A−HA and denoted it by cosqH(A).

Obviously C = J−TJ ∼ JJ−T (∼ stands for matrix similarity) since AB ∼ BA
for any invertible A,B. (A−1(AB)A = BA.) Using that any matrix is similar to its
transpose (e.g., see [25, Thm 3.2.3.1]), JJ−T ∼ J−1JT = C−1. Lemma 2.5 follows.

Lemma 2.5. For a given nonsingular J , the cosquare C is similar to its inverse.
Thus, C,CT , C−1, C−T are all similar to each other. Moreover, the H-cosquare D
is similar to its conjugate inverse, D̄−1.

From Lemma 2.5 the eigenstructures (sizes and numbers of Jordan blocks) of
C,CT , C−1, C−T are all identical. Let us select four Jordan chain7 matricesW,U, P,Q
of C,C−1, CT , C−T , respectively, all corresponding to the same Jordan block with
eigenvalue λ. The columns of W , for example, w1, . . . , wr satisfy the relationships
(C − λI)wj = wj−1 with w0 = 0, namely, C

 | |
w1 · · · wr
| |

 =

 | |
w1 · · · wr
| |


λ 1 0

. . . 1
λ

 .
By definition, the four Jordan chains satisfy (with the Jordan block Jλ)

(2) CW = WJλ, C−1U = UJλ, CTP = PJλ, C−TQ = QJλ.

Interestingly, J−TJW = WJλ is equivalent to JJ−T
(
JW

)
=
(
JW

)
Jλ, which

makes the matrix JW eligible as a choice of Q. Moreover, J−TJW = WJλ is
equivalent to JJ−T

(
JTW

)
=
(
JTW

)
Jλ, which makes JTW eligible as a choice of

Q. We deduce the following relationships. (Denote the set of all possible choices of
a Jordan chain W by {W}, and similarly the other chains.)

(3)
JW, JTW ∈ {Q}, JU, JTU ∈ {P},
J−1P, J−TP ∈ {U}, J−1Q, J−TQ ∈ {W}.

Then, sol(J), cosol(J) and cent(cosq(J)) have the following important property.

6The definition of the cosquare of J is sometimes different. In fact, the four matrices JJ−∗,
J∗J−1, J−1J∗, J−∗J are all very much alike. Authors usually select one of them for their own

needs. For example in [25] the cosquare is given as J−∗J and in [44] it is defined as J−1J∗.
7We state only the results for the regular transpose but the cases XHJ ± JX = 0 are similar.
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Theorem 2.6. Let Z ∈ cent(cosq(J)). Then the following holds:

Z − J−1ZTJ = Z − J−TZTJT ∈ sol(J),(4)

Z + J−1ZTJ = Z + J−TZTJT ∈ cosol(J).(5)

Similarly, we have Z − J−1ZHJ = Z − J−HZHJH ∈ solH(J) and Z + J−1ZHJ =

Z + J−HZHJH ∈ cosolH(J) for Z ∈ cent(cosqH(J)).

Proof. One needs only a simple algebraic manipulation to see this. Since Z ∈
cent(cosq(J)), we have ZJ−TJ = J−TJZ. Then, for X := Z − J−1ZTJ ,

XTJ + JX = ZTJ−JTZJ−TJ + JZ − ZTJ
= −JTJ−TJZ + JZ = −JZ + JZ = 0.

Similarly one can obtain all other results. �

Any X in sol(J) ∩ cosol(J) satisfies XTJ = JX = 0 and the invertibility of
J implies X = 0. Since the intersection is trivial, one can compute for any Z ∈
cent(cosq(J)) unique X ∈ sol(J), Y ∈ cosol(J) such that Z = X + Y .

Corollary 2.6.1. For a nonsingular J we have

sol(J)⊕ cosol(J) = cent(cosq(J)).

For the conjugate transpose we have solH(J)⊕ cosolH(J) = cent(cosqH(J)).

The two maps Z 7→ (Z − J−1ZTJ)/2 and Z 7→ (Z + J−1ZTJ)/2 serve as
projections of cent(cosq(J)) down to sol(J) and cosol(J). Thinking of J−1ZTJ as
a special transpose, one can treat sol(J) and cosol(J) as analogs of skew-symmetric
and symmetric matrices, respectively. (In fact, for J = I this is exactly the case.)

2.4. The automorphism group when J is a small matrix.

2.4.1. Generic 4× 4 real J . It is certainly helpful to work out some small cases to
get a grasp on the structures of the automorphism groups. For small sized matrices,
Lemma 2.5 can be directly applied to determine the eigenvalue characteristic of the
cosquare. Figure 1 in the introduction contains one such example. The four generic
eigenvalue profiles (in red) in Figure 1 are the four possible scenarios by applying
Lemma 2.5 to the real 4× 4 cosquare J−TJ .

If there are no double eigenvalues as in these cases, we have a simpler situation.
Using Theorem 2.1.(d) of [26] it follows that a given generic J ∈ R4×4 is congruent
to a block combination of 2×2 type (ii) matrices, 4×4 type (ii′) matrices, and 2×2
type (iii′) matrices in the Theorem. Type (ii) matrices have their cosquares with
two real eigenvalues (λ, 1/λ), type (ii′) matrices’ cosquares contain four eigenvalues
(λ, λ̄, 1/λ, 1/λ̄), λ ∈ C\R, and type (iii′) matrices have their cosquares with pairs of
unit eigenvalues (α, ᾱ), |α| = 1. For example, a matrix J with the top left eigenvalue
profile of Figure 1 is congruent to a combination of two (iii′) blocks with distinct
unit complex eigenvalues.

Then by computing the block solutions (since there are no interactions be-
tween blocks) as in [11] but with real matrices, one realizes that the solution sets
have log-level eigenvalue profiles. Namely, for type (ii) J block with the cosquare

X
[
λ

1/λ

]
X−1, we have the solution set {X

[
t
−t
]
X−1 : t ∈ R}. Similarly for a type

(ii′) J block we have sol(J) similar to the collection of diag(t,−t, t̄,−t̄), t ∈ C\R,
and for a type (iii′) J block we have sol(J) similar to all diag(it,−it), t ∈ R.
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Then we use the exponential map (see Section 2.7) to obtain GR
J . The eigenvalue

profiles of the matrices in GR
J become the eigenvalue profile of cosq(J). This could

already be seen from the fact that cosq(J) = J−TJ itself belongs to GR
J . For

instance, in the top left case of Figure 1 we have a J such that the eigenvalues of
cosq(J) are (α1, ᾱ1, α2, ᾱ2) with α1, α2 both in the unit complex circle. The group
GR
J then is similar to the collection of all (β, β̄, γ, γ̄) where β, γ are on the complex

unit circle. Thus, GR
J is diffeomorphic to S1 × S1.

Figure 1 is the visualizations of the identity components of GR
J for the four pos-

sible cases: circle × circle (top left), C\{0} (top right), hyperbola × circle (bottom
left) and hyperbola × hyperbola (bottom right). They are also the eigenstructure
of the cosquare in each case. Furthermore, since the set of real eigenpairs (λ, 1/λ)
are disconnected for positive and negative λ’s, there are two such components for
the bottom left case. Similarly for the bottom right case the group GR

J contains
four isomorphic copies of the identity component.

2.4.2. 2 × 2 real J . We consider J ∈ R2×2. For a given J , let J = S + A be the
decomposition of J into its symmetric part S and skew-symmetric part A. It is
useful that the signature of S and the rank of A are both invariant under congruence
transformations on J . Carefully classifying the group structure for all real 2 × 2
cases we obtain the following Table 1.

Groups GR
J = {G : GTJG = J} up to similarity transformation, J ∈ R2×2

J up to
congruence

Eigenvalues
of cosq(J)

Signature(S),
rank(A)

Group structure
(up to conjugation)

Dim

1
Generic

Sign(S)=(1, 1)
λ, 1

λ

λ ∈ R (1, 1), 2

{[
x 0
0 1
x

]
: x ∈ R\{0}

}
(Hyperbola)

1

2
Generic

Sign(S)=(2, 0)
λ, λ̄
|λ| = 1

(2, 0), 2
{[ c s−s c ] : c2 + s2 = 1}

(Circle)
1

3 I2 J1
1 ⊕ J1

1 (2, 0), 0
O(2)

(Two circles)
1

4 I1,1 =
[
1 0
0 −1

]
J1
1 ⊕ J1

1 (1, 1), 0
O(1, 1)

(Two hyperbolae)
1

5
[

0 1
−1 0

]
J−1
1 ⊕ J−1

1 (0, 0), 2 SL(2,R) = Sp(2,R) 3

6
[
0 −1
1 1

]
J−1
2 (1, 0), 2

{±[ 1 x0 1 ] : x ∈ R}
(Two Real lines)

1

7
[
0 1
0 0

]
- (1, 1), 2

{[
x 0
0 1
x

]
: x ∈ R\{0}

}
(Hyperbola)

1

8
[
1 0
0 0

]
- (1, 0), 0

{
[±1 0
x y

]
: x, y ∈ R, y 6= 0}

{−1, 1} ×Aff(1,R)
2

9 Zero matrix - (0, 0), 0 GL(2,R) 4

Table 1. Nine types of the real group GR
J for a 2× 2 real J (and

their dimensions). Note that the signature (a, b) represents both
(a, b) and (b, a).
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The nine cases also have the closure graph (sometimes called bundle stratification
or closure hierarchy) as illustrated in Figure 2. In short, a closure graph is a Hasse
diagram with a partial order �, where x � y if x is contained in the closure of y.
See [16, 19] for more on the closure graphs of matrix groups. After working out the
real case for 2 × 2 and 3 × 3 matrices (for 3 × 3 case, see [28]), we were happy to
find that the slightly simpler complex cases can already be found in [16]. Figure 2
is analogous to the relationships (e.g., Figures 1 and 2) in [16] since congruent J ’s
deduce similar automorphism groups.
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<latexit sha1_base64="0im5+/FuPHye8IYAuBe1mpHOFsw=">AAAED3icbVPLbtNAFHUTHiW8WhArNiPiVCkKwanEm0iVoEqbBYLSl5QJ0XgyTkadh5kZl0SWP4IfYcsOseUT+BuuHSORlpEsX985Z86dc6/DWHDrguD3SqV66fKVq6vXatdv3Lx1e239zpHViaHskGqhzUlILBNcsUPHnWAnsWFEhoIdh6dv8v3jM2Ys1+rAzWM2lGSieMQpcZAara98a/g4TIRgzkfNnRmRsWB2E/lYsMjhFIdswlVKjCHzLBUZwo7NXLoXIb/f3Rspv4Xw1MaEsjRov3hCZebjtPey92m33+v2cYa6JeMwa6pNH/gYLZ1RCoRWEiEkcYbPANTCrQBtIBDICY/y9wYKEGZqvAwF/VLw4JzgxzhrbikoD5DTMEz3s0I+P2FxG2z4ZOrafq2BleZqzJRDPX7GFJQFx7opQxOjk/ivwMOFgI+4RRQqYOMCU6hxl5LEaalNPOVWLogZlK4jRFDI8/YQ89gy+zkpP1Ckjcx9JmoiGJq10BxhU3yM+t0ZyM39mr+4y5jLrNkb9Tf90Vo9aAfFQheDThnUvXK9hw7v4rGmiYTrUUGsHXSC2A3BA8epYFkNJ5ZB/07JhA0gVEQyO0yLycpQAzLjvFJ4wJ4i+y8jJdLauQwBmdtsz+/lyf/tDRIXPR+mXMWJY4ouhKJEIKdRPqZozA2jTswhINRwqBXRKTGEOhjmZZWimUupXM5pLSykFftCtZQE2o7332WDzjBt1MoRTOIUJ3HMDIU/CLNZDCgSgUKKjQaKAtcMEfVOljVqWQ2875x3+mJwtNXuPG13PmzVt1+XXVj17nsPvKbX8Z55296u99479GjlXuVV5W1lp/q1+r36o/pzAa2slJy73tKq/voDrehN2Q==</latexit>

dim(GJ)

<latexit sha1_base64="0lxF3uKuC6XRl4G1USEEd5/LHHQ=">AAAEHnicbVNbb9MwFM5aLiPcNnjkxaLp1KFSkklcRaVJCHXrAxrbuiHVpXJcp7VmO8F2Rqso/4U/witviFf4N5ykQdANS1GOj7/j7zsXh4ngxvr+r7Va/crVa9fXb7g3b92+c3dj896JiVNN2YDGItYfQmKY4IoNLLeCfUg0IzIU7DQ8e1Ocn54zbXisju0iYSNJpopHnBILrvHm2temh8NUCGY91Ho7JzIRzGwjDwsWWZzhkE25yojWZJFnIkfYsrnN9iPk9bv7Y+W1EZ6ZhFCW+Z2XT6nMPZz1XvU+7vV73T7OUbeKGOQtte1BPEYrd1QEoZFECEms5nMAtXHbR1sICIqAx8V/C/kIMzVZhQJ/RXh8gfAoyVs7CuQBchaG2WFe0hc3LLPBmk9ntuO5TaxiriZMWdTj50yBLLjWzhia6jhN/hA8WhJ4iBtEQQGblJiSjduMpDaWsU5m3MhlYA7S4wgRFPKiPUQ/Mcx8SqsNimItizoTNRUMzdtogbAuN+N+dw50C891oTtlNhMu81Zv3N/2XO9vRt54o+F3/HKhy0ZQGQ2nWgfQ8D08iWkqIVsqiDHDwE/sCEpiORUsd3FqGLTzjEzZEExFJDOjrBy0HDXBMymEwwfVKr3/RmREGrOQISALjebiWeH839kwtdGLUcZVklqm6JIoSgWyMSqmFk24ZtSKBRiEag5aEZ0RTaiF2V5lKXu74irobBwLA27FPtNYSgJTgA/f5cNglDXdaiLTJMNpkjBN4UFhNk8ARSJgyLCOIURB1TQRjSDPm27uQu2Di5W+bJzsdIJnneD9TmP3ddWFdeeB89BpOYHz3Nl19pwDZ+DQmlfr145qx/Uv9W/17/UfS2htrYq576ys+s/f0lpTBA==</latexit>

R
<latexit sha1_base64="0lxF3uKuC6XRl4G1USEEd5/LHHQ=">AAAEHnicbVNbb9MwFM5aLiPcNnjkxaLp1KFSkklcRaVJCHXrAxrbuiHVpXJcp7VmO8F2Rqso/4U/witviFf4N5ykQdANS1GOj7/j7zsXh4ngxvr+r7Va/crVa9fXb7g3b92+c3dj896JiVNN2YDGItYfQmKY4IoNLLeCfUg0IzIU7DQ8e1Ocn54zbXisju0iYSNJpopHnBILrvHm2temh8NUCGY91Ho7JzIRzGwjDwsWWZzhkE25yojWZJFnIkfYsrnN9iPk9bv7Y+W1EZ6ZhFCW+Z2XT6nMPZz1XvU+7vV73T7OUbeKGOQtte1BPEYrd1QEoZFECEms5nMAtXHbR1sICIqAx8V/C/kIMzVZhQJ/RXh8gfAoyVs7CuQBchaG2WFe0hc3LLPBmk9ntuO5TaxiriZMWdTj50yBLLjWzhia6jhN/hA8WhJ4iBtEQQGblJiSjduMpDaWsU5m3MhlYA7S4wgRFPKiPUQ/Mcx8SqsNimItizoTNRUMzdtogbAuN+N+dw50C891oTtlNhMu81Zv3N/2XO9vRt54o+F3/HKhy0ZQGQ2nWgfQ8D08iWkqIVsqiDHDwE/sCEpiORUsd3FqGLTzjEzZEExFJDOjrBy0HDXBMymEwwfVKr3/RmREGrOQISALjebiWeH839kwtdGLUcZVklqm6JIoSgWyMSqmFk24ZtSKBRiEag5aEZ0RTaiF2V5lKXu74irobBwLA27FPtNYSgJTgA/f5cNglDXdaiLTJMNpkjBN4UFhNk8ARSJgyLCOIURB1TQRjSDPm27uQu2Di5W+bJzsdIJnneD9TmP3ddWFdeeB89BpOYHz3Nl19pwDZ+DQmlfr145qx/Uv9W/17/UfS2htrYq576ys+s/f0lpTBA==</latexit>

R

<latexit sha1_base64="oaz8QBrkIeXREgrLnQ1DW+zZN4M=">AAAELXicbVNbb9MwFM5aLiPcNnjkxaLp1KFRkiGuotIQQt36gMZYt6G6VI7rtNYcO9jOaBXlN/FHeOUBCfHK3+AkDRLdsBTl+PN3/J2bw0RwY33/x0qtfunylaur19zrN27eur22fufIqFRT1qdKKH0SEsMEl6xvuRXsJNGMxKFgx+Hpm+L8+Ixpw5U8tPOEDWMykTzilFiARusr35oeDlMhmPVQ6+2MxIlgZhN5WLDI4gyHbMJlRrQm8zwTOcKWzWy2FyGv19kbSW8L4alJCGWZ337xhMa5h7Puy+6n3V6308M56lQe/bwlNz3wx2jpjkogNDERIiZW8xmQtvCWjzYQCBQOD4v/BvIRZnK8TAX9SvDwnOCHJG9tSwgPmNMwzA7yUr64YZEN1nwytW3PbWKpuBwzaVGXnzEJYcG1dsrQRKs0+SvwYCHgIW4QhQjYuOSUatxmJLUqVjqZchMvHHMIXUWIoJAX7SH6kWHmc1ptUKR0XNSZyIlgaLaF5gjrcjPqdWYgN/dcF7pTZjPmcd7qjnqbnlshr6MobwXL+Y3WGn7bLxe6aASV0XCqtQ/938VjRdMYkqeCGDMI/MQOoUKWU8FyF6eGQXdPyYQNwJQkZmaYlXOXoyYg4yIP+KB4JfqvR0ZiY+ZxCMwiSHP+rAD/dzZIbfR8mHGZpJZJuhCKUoGsQsUQozHXjFoxB4NQzSFWRKdEE2ph1JdVylYvQYWcVUoYgCX7QlUcExgKfPAuHwTDrOlWA5omGU6ThGkK7wuzWQIsEoFChrUCFwlV00Q0gjxvurkLtQ/OV/qicbTdDp62g/fbjZ1XVRdWnXvOfaflBM4zZ8fZdfadvkNrj2sfa2GN1r/Wv9d/1n8tqLWVyueus7Tqv/8ACkpYjg==</latexit>

A↵(1,R)

<latexit sha1_base64="8PE59YTqPVfUgllT4XDDf6PQMzM=">AAAELHicbVNbb9MwFM5aLiPcNnjkxaLp1KFSkkrcJlWahFC3CqGxrdukuVSO67TWbCfYzmgV5S/xR3jlBSFe+R2cpEGiA0tRjj+fz9+5OUwEN9b3v6/V6teu37i5fsu9fefuvfsbmw9OTJxqyoY0FrE+C4lhgis2tNwKdpZoRmQo2Gl48aY4P71k2vBYHdtFwkaSTBWPOCUWoPHm2temh8NUCGY91Ho7JzIRzGwjDwsWWZzhkE25yojWZJFnIkfYsrnN9iPkDXr7Y+W1EZ6ZhFCW+Z3Xz6nMPZz1d/of9wb93gDnqFcxhnlLbXvAx2jljkogNJIIIYnVfA5Obdz20RYCgYLwtPhvIR9hpiarrqBfCR5fETxK8lZXQXjgOQvD7DAv5Ysbltlgzacz2/HcJlYxVxOmLOrzS6YgLLjWzhia6jhN/gg8WQp4iBtEIQI2KX1KNW4zktpYxjqZcSOXxBxCjyNEUMiL9hD9zDDzKa02KIq1LOpM1FQwNG+jBcK63IwHvTnILTzXhe6U2Uy4zFv98WDbcyvk6B3kt5reeKPhd/xyoX+NoDIaTrUOoP17eBLTVELuVBBjzgM/sSMokOVUsNzFqWHQ3AsyZedgKiKZGWXl2OWoCcikSAM+qF2J/s3IiDRmIUPwLII0V88K8H9n56mNXo0yrpLUMkWXQlEqkI1RMcNowjWjVizAIFRziBXRGdGEWpj0VZWy0ytQIWfjWBiAFftMYykJzAQ+fJ+fB6Os6VbzmSYZTpOEaQrPC7N5Al4kAoUM6xgoCqqmiWgEed50cxdqH1yt9L/GSbcTvOgEH7qN3Z2qC+vOI+ex03IC56Wz6+w5B87QobVu7axGamH9S/1b/Uf959K1tlZxHjorq/7rN2sbWBU=</latexit>

SL(2,R)

<latexit sha1_base64="qzZWYlkXQ6hyDJlAlb8IJN50ZUA=">AAAELHicbVNbb9MwFM5aLiPcNnjkxaLp1KFSkkrcJlWahFC3CqEx1m3SXCrHdVprjh1sZ7SK8pf4I7zyghCv/A5O0iDRDUtRjj+fz9+5OUwEN9b3f6zV6teu37i5fsu9fefuvfsbmw+OjUo1ZUOqhNKnITFMcMmGllvBThPNSBwKdhKevynOTy6YNlzJI7tI2CgmU8kjTokFaLy59q3p4TAVglkPtd7OSZwIZraRhwWLLM5wyKZcZkRrssgzkSNs2dxm+xHyBr39sfTaCM9MQijL/M7r5zTOPZz1d/qf9gb93gDnqFcxhnlLbnvAx2jljkogNDERIiZW8zk4tXHbR1sIBArC0+K/hXyEmZysuoJ+JXh0SfBjkre6EsIDz1kYZod5KV/csMwGaz6d2Y7nNrFUXE6YtKjPL5iEsOBaO2NoqlWa/BV4shTwEDeIQgRsUvqUatxmJLUqVjqZcRMviTmEriJEUMiL9hD9zDDzOa02KFI6LupM5FQwNG+jBcK63IwHvTnILTzXhe6U2Ux4nLf648G251ZI/x3kt5reeKPhd/xyoatGUBkNp1oH0P49PFE0jSF3KogxZ4Gf2BEUyHIqWO7i1DBo7jmZsjMwJYmZGWXl2OWoCcikSAM+qF2J/svISGzMIg7BswjSXD4rwP+dnaU2ejXKuExSyyRdCkWpQFahYobRhGtGrViAQajmECuiM6IJtTDpqyplp1egQs4qJQzAkn2hKo4JzAQ+fJ+fBaOs6VbzmSYZTpOEaQrPC7N5Al4kAoUMawUUCVXTRDSCPG+6uQu1Dy5X+qpx3O0ELzrBh25jd6fqwrrzyHnstJzAeensOnvOgTN0aK1bO62RWlj/Wv9e/1n/tXStrVWch87Kqv/+A1J/WAk=</latexit>

GL(2,R)

Figure 2. The closure relationship of real 2×2 matrices classified
by the structure of GR

J . Details of each cell can be found in Table 1.
Each cell contains a simple illustration of the group structure such
as circle, hyperbola and more. A○→ B○ means that “the closure of
A contains B”.

2.5. Main results. By Theorem 2.6, it is possible to construct a basis and compute
the dimension of sol(J). Begin with a basis of cent(cosq(J)) and use the maps (4),
(5) to obtain the sets that contain bases of sol(J) and cosol(J). More explicitly,

if we select a basis ∪{WEa,bk PT } of cent(C) and apply (4) with a substitution of

J−1P = U , we obtain ∪{WEa,bk UTJT − UEb,ak WTJ}. This is the projection of
a basis of cent(cosq(J)) onto sol(J). In Sections 3 to 5 we will rule out linearly
dependent matrices from the projections to determine precise bases of sol(J) and
cosol(J).
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Definition 2.7. For matrices J ∈ Cn×n, W ∈ Cn×a, U ∈ Cn×b define four matrices
XT , YT , XH , YH as follows: (k = 1, . . . ,min(a, b))

XT (k, J,W,U) = WEa,bk UTJT − UEb,ak WTJ,(6)

YT (k, J,W,U) = WEa,bk UTJT + UEb,ak WTJ,(7)

XH(k, J,W,U) = WEa,bk UHJH − UEb,ak WHJ,(8)

YH(k, J,W,U) = WEa,bk UHJH + UEb,ak WHJ.(9)

Theorem 2.8 (Computing sol(J), cosol(J) for a complex J). Given a nonsingular
J ∈ Cn×n, let Λ(C) be the set of eigenvalues of C = cosq(J). Let r1, . . . , rm be the
sizes of the Jordan blocks of C corresponding to λ ∈ Λ(C). For j = 1, . . . ,m, select

the Jordan chain matrices W
(j)
λ , U

(j)
λ ∈ Cn×rj of C,C−1 respectively, corresponding

to the eigenvalue λ. Then, the sets

B+
T (J) =

⋃
λ∈Λ(C)

( ⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{
XT (k, J,W

(s)
λ , U

(t)
λ )
})

,(10)

B−T (J) =
⋃

λ∈Λ(C)

( ⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{
YT (k, J,W

(s)
λ , U

(t)
λ )
})

,(11)

span the complex vector spaces sol(J) and cosol(J), respectively.

Proof. From Lemma 2.2 and (3) we have a basis of cent(C),

⋃
λ∈Λ(C)

( ⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{
W

(s)
λ Ers,rtk U

(t)
λ

T
JT
})

.

Since sol(J) ⊕ cosol(J) = cent(C) we apply the projection map cent(C) → sol(J)
in Theorem 2.6 to the above basis and obtain the set

⋃
λ∈Λ(C)

( ⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{
W

(s)
λ Ers,rtk U

(t)
λ

T
JT − U (t)

λ Ert,rsk W
(s)
λ J

})
,

which is exactly B+
T (J). Note that B+

T (J) spans sol(J) since it is a projected basis

of cent(C). (Nonetheless, B+
T (J) may not be a linearly independent.) The set

B−T (J) could also be obtained and it spans cosol(J). �

For the equation XHJ + JX = 0, the solution set solH(J) is similarly obtained.
However as discussed in Remark 2, the solution and the cosolution sets are real
vector spaces. Then solH(J) and cosolH(J) are spanned by the following matrices.

Theorem 2.9 (Computing solH(J), cosolH(J) for a complex J). Given a nonsin-
gular J ∈ Cn×n, let Λ(C) be the set of eigenvalues of C = cosqH(J). Let r1, . . . , rm
be the sizes of the Jordan blocks of C corresponding to λ ∈ Λ(C). For j = 1, . . . ,m,

select Jordan chain matrices W
(j)
λ , U

(j)

λ̄
∈ Cn×rj of C,C−1, corresponding to the
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eigenvalues λ and λ̄, respectively. Then, the sets

B+
H(J) =

⋃
λ∈Λ(C)

⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{
XH(k, J,W

(s)
λ , U

(t)

λ̄
), iYH(k, J,W

(s)
λ , U

(t)

λ̄
)
}
,(12)

B−H(J) =
⋃

λ∈Λ(C)

⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{
iXH(k, J,W

(s)
λ , U

(t)

λ̄
), YH(k, J,W

(s)
λ , U

(t)

λ̄
)
}
,(13)

span the real vector spaces solH(J) and cosolH(J), respectively.

Proof. The proof is nearly identical to the proof of Theorem 2.8, except for that
one has to consider a real basis of cent(C) by separating WEPT and iWEPT in
Lemma 2.2. �

Now we consider the real case.8 Define auxiliary matrices as in Definition 2.7.

Definition 2.10 (The “realify” map). Let A be an n×m complex matrix. Define
the realify map [ · ]R : Cn×m → R2n×2m as the following block matrices:

[A]R =

[
re(A) im(A)

−im(A) re(A)

]
.

Definition 2.11. Let J be a nonsingular real n × n matrix. For W ∈ Rn×2a,
U ∈ Rn×2b, and an integer k ≤ min(a, b) we define the following matrices XR, YR:

XR(k, J,W,U) = W (E2 ⊗ Ea,bk )UTJT − U(E2 ⊗ Eb,ak )WTJ,

YR(k, J,W,U) = W (E2 ⊗ Ea,bk )UTJT + U(E2 ⊗ Eb,ak )WTJ.

The solution and cosolution sets sol(J), cosol(J) ⊂ Rn×n for the real case follows.

Theorem 2.12 (Computing real sol(J), cosol(J) for a real J). Given a nonsingular
J ∈ Rn×n, let Λ(C) be the eigenvalues of C = cosq(J). For all real eigenvalues
in Λ(C), proceed as in Theorem 2.8 with real Jordan chain matrices. Denote the
resulting sets (10), (11) by B+

T (J,R), B−T (J,R). For all other λ ∈ Λ(C)\R, let
r1, . . . , rm be the sizes of Jordan blocks of C corresponding to λ. For j = 1, . . . ,m,

select real Jordan chain matrices W
(j)
λ , U

(j)
λ ∈ Rn×2rj corresponding to the pair λ, λ̄

such that CW
(j)
λ = W

(j)
λ [Jλrj ]R and C−1U

(j)
λ = U

(j)
λ [Jλrj ]R. Then, the sets

(14) B+
R (J) = B+

T (J,R) ∪
⋃

λ∈Λ(C)\R

( ⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{XR(k, J,W
(s)
λ , U

(t)
λ )}

)
,

(15) B−R (J) = B−T (J,R) ∪
⋃

λ∈Λ(C)\R

( ⋃
1≤s,t≤m

min(rs,rt)⋃
k=1

{YR(k, J,W
(s)
λ , U

(t)
λ )}

)
,

span the real vector spaces sol(J) and cosol(J), respectively.

Proof. This time we need a basis of cent(C) that lies inside Rn×n, which is a
modification of Lemma 2.2. Instead of using a complex Jordan matrix to derive a
centralizer basis, we use a real modified Jordan form of C. Since eigenvalues λ, λ̄
exist together (with the same sized Jordan blocks) the two Jordan blocks Jλrj and

8The quaternionic version of sol(J), cosol(J) can be obtained in a similar manner but in this
work we will not discuss the details.
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J λ̄rj together could be expressed as [Jλrj ]R. Then, with real Jordan chain matrices

W ∈ Rn×2rs , P ∈ Rn×2rt such that CW = W [Jλrs ]R and CTP = P [Jλrt ]R (one can
obtain such W,P by realifying complex Jordan chain matrices of λ) it could be
deduced that the collection of W (E2 ⊗ Ers,rtk )PT is a basis of cent(C). Then, we

proceed as in Theorems 2.8 to obtain the sets B+
R (J), B−R (J). �

The following proposition states that the selection of the Jordan chains in The-
orems 2.8, 2.9, and 2.12 does not affect the resulting vector spaces.

Proposition 2.13 (equivalence of Jordan chains). In Theorems 2.8, 2.9, and 2.12,

the choices of the Jordan chains W
(j)
λ , U

(j)
λ do not change the spanned vector spaces.

Proof. See Appendix B. �

Remark 3 (Different expressions for basis elements). The matrices XT , YT , XH ,
YH , XR, YR could be expressed in several different ways. Using the relationships
(3), one obtains some equivalent expressions. For example, if we substitute J−1P
for U and J−TQ for W , we obtain an equivalent definition of (6),

(16) XT (k, J, P,Q) = J−TQEa,bk PT − J−1PEb,ak QT .

Moreover, another equivalent expression could also be obtained from the second
terms of (4), (5). For example, applying the map Z − J−TZTJT on Z = WEPT ∈
cent(cosq(J)) and substituting P for JTU we obtain,

(17) XT (k, J,W,U) = WEa,bk UTJ − UEb,ak WTJT .

Also setting Z = UEQT (∈ cent(C−1) = cent(C)) one obtains similar expressions.

Proposition 2.14. For a given complex nonsingular J and C = cosq(J), let λ, λ−1

be eigenvalues of C with the sizes of the Jordan blocks being r1, . . . , rm. For j =

1, . . . ,m, select the jth Jordan chain matrices W
(j)
λ , U

(j)
λ ∈ Cn×rj of C,C−1 corre-

sponding to λ. Similarly select Jordan chains W
(j)
1
λ

, U
(j)
1
λ

. Then, for 1 ≤ s, t ≤ m,

the sets
⋃k
j=1

{
XT (j, J,W

(s)
λ , U

(t)
λ )
}

and
⋃k
j=1

{
XT (j, J,W

(t)
1
λ

, U
(s)
1
λ

)
}

span the same

vector space. The same results are obtained for the matrices YT , XH , YH . For a

complex eigenvalue λ of the real cosq(J) of a real J , the sets
⋃k
j=1

{
XR(j, J,W

(s)
λ , U

(t)
λ )
}

and
⋃k
j=1

{
XR(j, J,W

(s)

λ
, U

(t)

λ
)
}

(also true for YR) span the same vector space.

Proof. See Appendix B. �

Now let us discuss a few examples.

Example 2.15. Let J and cosq(J) be

J =


5 6 −9 −9
1 0 −1 1
−3 −6 7 7
−6 2 2 0

, cosq(J) =
1

2


0 2 0 −3
−5 8 −3 −6
−1 2 1 −3
−2 0 2 1

.
The Jordan form of C = cosq(J) is J2

2 ⊕ J1/2
2 . Computing generalized eigenvector

chains of C,C−1 for the eigenvalue λ = 2, we get two Jordan chain matrices

W
(1)
2 =


6 1

12 8
6 1
0 0

, U (1)
2 =


−4 7
−8 15
−4 8
−4 7

.
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From Proposition 2.14 we only need
∑2
j=1{XT (j, J,W

(1)
2 , U

(1)
2 )},

W
(1)
2 E2,2

1 (U
(1)
2 )TJT − U (1)

2 E2,2
1 (W

(1)
2 )TJ = 24


5 −1 −3 0

10 −2 −6 0
5 −1 −3 0
4 0 −4 0

,

W
(1)
2 E2,2

2 (U
(1)
2 )TJT − U (1)

2 E2,2
2 (W

(1)
2 )TJ = 8


−23 4 12 6
−46 5 30 12
−26 4 15 6
−16 0 16 3

.
These two matrices form a basis of the complex vector space sol(J).

Example 2.16. We discuss the case of a real J (and real solution set sol(J)) where
its cosquare has complex eigenvalues. Let J and C = cosq(J) be given as

J =


−1 0 −3 −2

1 0 1 0
−2 2 4 −1

0 −1 −1 −2

, cosq(J) =
1

6


6 −2 −6 1
0 2 −12 −7
0 2 6 2
−6 4 6 4

.
The four eigenvalues λ, λ, 1/λ, 1/λ are 1+i, 1−i, 0.5+0.5i, 0.5−0.5i. Proceeding as
described in Theorem 2.12 and using Proposition 2.14, we obtain four (real) Jordan

chain matrices W
(1)
λ , U

(1)
λ ,W

(1)
1
λ

, U
(1)
1
λ

:
2 3

13 0
−2 −3
−4 −6

 ,

−5 0
−4 3
−1 −3

1 3

 ,

−5 0
−4 3
−1 −3

1 3

 ,


2 3
13 0
−2 −3
−4 −6

,
satisfying CW

(1)
λ = W

(1)
λ [ 1 1

−1 1 ], C−1U
(1)
λ = U

(1)
λ [ 1 1

−1 1 ] and similar identities for 1
λ .

The two basis elements XR(1, J,W
(1)
λ , U

(1)
λ ), XR(1, J,W

(1)
1
λ

, U
(1)
1
λ

) are

1

3


13 −8 −34 14
2 −13 −62 −20
8 8 7 10

−32 16 20 −7

, 1

3


−39 9 22 −32
−51 39 86 −10
−9 −9 −16 5
36 −18 10 16

,
which form a real basis of the two dimensional linear subspace sol(J ).

Remark 4 (Symmetric space). For a given square matrix J and C=cosq(J) let U
be the Lie group {G : G invertible, GC = CG} with its Lie algebra u = cent(C).
The decomposition u = {X : XTJ + JX = 0} + {X : XTJ − JX = 0} can be
obtained by the eigenspaces of the involution X 7→ −J−1XTJ . This becomes
the tangent space of a (not necessarily Riemannian) symmetric space U/K where
K is the automorphism group {G : GTJG = J}. For example, if J = In we
have a Riemannian symmetric space GL(n,R)/O(n). Another example would be
J = Ip,q where Ip,q = diag(1, . . . , 1︸ ︷︷ ︸

p

,−1, . . . ,−1︸ ︷︷ ︸
q

). We obtain the pseudo-Riemannian

symmetric space GL(n,R)/O(p, q).

2.6. Singular J . For a nonsingular J the eigenstructure (Jordan form) of the
cosquare plays a central role. However, if J is singular the cosquare no longer
exists. Rather, we can work with the Kronecker structure of the matrix pencil
J − λJT . The Kronecker structure of A − λB reveals the usual eigenstructure of
B−1A (for invertible B), as well as the generalized eigenstructure (∞, 0

0 situations)

when B−1A is not well defined. In this section λ is always the indeterminate.
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The structured matrix pencil J − λJT is called a T -palindromic pencil and the
Kronecker forms of the palindromic pencils are studied in [40, 41]. The Kronecker
structure of J − λJT is consisting of (i) Jordan blocks of nonzero eigenvalues, (ii)
(0,∞) Jordan block pairs and (iii) pairs of singular blocks.

Define the set ZJ ⊂ Cn×n × Cn×n consisted of pairs of matrices Z1, Z2

ZJ := {(Z1, Z2) : Z1(J − λJT )− (J − λJT )Z2 = 0}.
To have Z1(J −λJT )− (J −λJT )Z2 = 0 for all λ it reduces down to two equations

(18) Z1J = JZ2 and Z1J
T = JTZ2.

The set ZJ is a linear subspace whose dimension can be computed by the outline
suggested in [13], under the name of the codimension of the orbits.

Recall from Corollary 2.6.1 that sol(J) ⊕ cosol(J) = cent(J−TJ). When J
is singular, sol(J) ∩ cosol(J) is nontrivial. Thus we define the product sol(J) ×
cosol(J) = {(X,Y ) : X ∈ sol(J), Y ∈ cosol(J)} which plays the role of sol(J) ⊕
cosol(J) in previous sections. The following lemma describes what might be called
a “higher order 45 degree rotation” between pairs (Z1, Z2) that satisfy equations
(18) and pairs (X,Y ) that consist of solutions and cosolutions:

Lemma 2.17. For a given J , ZJ and sol(J)× cosol(J) are diffeomorphic.

Proof. The map (Z1, Z2) 7→ (ZT1 − Z2, Z
T
1 + Z2) is a diffeomorphism from ZJ to

sol(J)× cosol(J) with the inverse map (X,Y ) 7→ ((XT + Y T )/2, (Y −X)/2). �

As a result, it suffices to compute ZJ to obtain sol(J). To see the analogy
to Section 2.3, let us assume that J is nonsingular. Explicitly solving (18) we
obtain ZJ = {(ZT , J−1ZTJ) : Z ∈ cent(J−TJ)} with ZT = Z1 in (18). The map
(Z1, Z2) 7→ ZT1 − Z2 is exactly the map Z 7→ Z − J−1ZTJ in Theorem 2.6.

Recall we began with the explicit expression of a basis of cent(cosq(J)) to com-
pute sol(J) for a nonsingular J . For singular J , on the other hand, a basis of ZJ
is less well known but still computable. In particular, we need to compute a pair
(E,F ) such that E ·K1(λ)T −K2(λ) · F = 0 for two Kronecker blocks K1 and K2,

which play the role of Ea,bk matrix when J is nonsingular. As discussed in Section 5
of [13], (or similarly in [10, 11]) computing a basis of the collection of all (E,F ) can
be broken down into computing (E,F ) of each component and interaction between
components. In Appendix A we give a full basis of the collection of (E,F ) pairs
for each Kronecker block and interaction.

Furthermore, we define an extension of Jordan chain matrices for matrix pencils.
Let K(λ) be an r× r canonical block in the Kronecker structure of an n×n pencil
J − λJT . (Since singular blocks Lj , L

T
j always come in pairs we group them to

make a single square canonical block.) Select n×r matrices W,U, P,Q that satisfy9

(19) (J − λJT )W = Q ·K(λ) and (JT − λJ)U = P ·K(λ).

If K(λ) is the usual Jordan block, i.e., K(λ) = Jαr − λIr, (19) agrees with the
definition of the ordinary Jordan chain matrices W,U, P,Q in (2).

The union of all (QEUT ,WFPT ) for W,U, P,Q that satisfy (JT − λJ)U =
P · K1(λ), (J − λJT )W = Q · K2(λ), form a basis of ZJ . Using the mapping in
Lemma 2.17 on ZJ and collecting UETQT −WFPT one obtains a basis of sol(J).

9These are bases of the deflating spaces and in particular for singular pencils they are bases of
the reducing spaces. Recall that Jordan chains are often thought as a basis of invariant subspaces.

Deflating and reducing subspaces [48] are extension of the invariant subspace for matrix pencils.
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Theorem 2.18. Given J ∈ Cn×n let K1(λ), . . . ,Km(λ) be the (square) Kronecker
blocks of J − λJT with the block sizes r1, . . . , rm. Select for all k = 1, . . . ,m the
matrices W (k), U (k), P (k), Q(k) ∈ Cn×rk such that (J − λJT )W (k) = Q(k)Kk(λ)

and (JT − λJ)U (k) = P (k)Kk(λ). For s 6= t let {(Es,tj , F s,tj )}j=1,...,2d be the basis

of the collection of (E,F ) for the interaction of Ks(λ) and Kt(λ), listed in Ap-

pendix A. Denote the union of all {U (s)(Es,tj )T (Q(t))T −W (t)F s,tj (P (s))T }j=1,...,d

and {U (t)(Es,tj )T (Q(s))T −W (s)F s,tj (P (t))T }j=d+1,...,2d for all 1 ≤ s 6= t ≤ m by

Binter. Denote the collection of all matrices U (s)(Es,sj )T (Q(s))T −W (s)F s,sj (P (s))T ,

for s = 1, . . . ,m, by Bdiag. The set Binter ∪Bdiag spans sol(J).

Alike previous theorems, Theorem 2.18 can also be extended to cosol(J) with

U (s)(Es,tj )T (Q(t))T +W (t)F s,tj (P (s))T and U (t)(Es,tj )T (Q(s))T +W (s)F s,tj (P (t))T .

2.7. The exponential map and the Lie algebra. In Section 2 we have mostly
discussed the tangent space of the group {G : G∗JG = J}. An important tool that
connects the Lie group {G : G∗JG = J} to its tangent space (Lie algebra) is the
exponential map, exp : {X : X∗J + JX = 0} → {G : G∗JG = J}.

A natural question arises: Will the exponential map recover the whole Lie group
{G : G∗JG = J}? The answer to this surjectivity problem is rather complicated,
but it has been studied for classical Lie groups, e.g., see [31, 37]. To begin with,
a classical result states that any connected, compact Lie group G has a surjective
exponential map exp : Lie(G)→ G [37]. However this is not enough.

Nonetheless, there are helpful results that help us understand the exponential
map, and, further assist us when using the exponential map numerically. In the
real case G = GR

J , a result by Sibuya [42] is practical: For any matrix Y ∈ GR
J ,

J ∈ Rn×n there exists a matrix X in the tangent space, X ∈ {X : XTJ +JX = 0},
such that exp(X) = Y or exp(X) = Y 2. Furthermore if Y has no real negative
eigenvalues we can always find X such that exp(X) = Y .

Numerically, we could take all possible square roots of all exp(X), X ∈ {X :
XTJ + JX = 0} to obtain the whole group. If the eigenstructure of exp(X)
has m Jordan blocks, there exist 2m matrix square roots (counting non-principal
branches). From [35, Theorem 7.2] it is known that the Jordan blocks of matri-
ces in G always have their counterparts (either (λ, 1/λ) or (λ, 1/λ̄) pair), and one
could take non-principal branches of each paired Jordan blocks together to reduce
complexity. (So that a matrix square root again has the correct Jordan block pairs.)

Chu extends the result of Sibuya to the complex case, as Theorem 7 of [7] states
the following: For a complex J , the exponential map of GHJ is surjective, which
means every matrix Y in GHJ could be obtained by exponentiating a matrix X in

solH(J). Also for any matrix Y ∈ GJ we have X in the tangent space sol(J) such
that exp(X) = Y or exp(X) = Y 2. Again, if Y has no real negative eigenvalue we
always have X such that exp(X) = Y as in the real case.

3. Dimension count, complex XTJ + JX = 0

In Sections 3 to 5 we compute the bases of the solution and cosolution by elim-
inating the overlapping elements. We define few useful direct sums of Kronecker
blocks that appear in the Kronecker structure of J − λJT .

Definition 3.1. Define three paired Kronecker blocks (pencils) as follows:

Ln := Ln ⊕ LTn , Zn := J0
n ⊕ J∞n , J λn := Jλn ⊕ J

1
λ
n ,
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with sizes (2n+ 1)× (2n+ 1), 2n× 2n, and 2n× 2n, respectively.

A simple modification of Theorem 2.1.(a) of [26] is the following lemma.

Lemma 3.2. For J ∈ Cn×n, the Kronecker structure of the pencil J − λJT could
be divided into four parts as follows.

KJ =
(
Ls1 ⊕ · · · ⊕ Lsa

)
(singular L block pairs)

⊕ (Zt1 ⊕ · · · ⊕ Ztb
)

(0, ∞ Jordan pairs)

⊕
(
J1
m1
⊕ · · · ⊕ J1

mc

)
⊕
(
J−1
n1
⊕ · · · ⊕ J−1

nd

)
(± 1 Jordan blocks)

⊕
e⊕
j=1

(λj 6=±1,0,∞)

J λjpj (λj , λ
−1
j Jordan pairs).

In the following theorem, we will say λj ∼ λk when {λj , λ−1
j } = {λk, λ−1

k }, i.e.,

when J λjpj and J λkpk represent the same Kronecker structure.

Theorem 3.3. Let J be an n×n complex matrix with the Kronecker structure
KJ of the pencil J − λJT given as Lemma 3.2. Then, the complex dimension
of the solution of XTJ + JX = 0 is the sum of:

(a) Dimension DL from the singular blocks Lsj

DL =

a∑
j=1

(sj + 1) +
∑
j<k

max(2sj + 1, 2sk + 1) + (# of sj = sk).

(b) Dimension DZ from 0 and ∞ block pairs Ztj

DZ =

b∑
j=1

tj +
∑
j<k

min(2tj , 2tk).

(c) Dimensions D1 and D−1 from ±1 Jordan blocks

D1 =
c∑
j=1

⌊mj

2

⌋
+
∑
j<k

min(mj ,mk), D−1 =
d∑
j=1

⌈nj
2

⌉
+
∑
j<k

min(nj , nk).

(d) Dimension DP from all other paired Jordan blocks J λjpj

DP =
e∑
j=1

pj +
∑
λj∼λk

min(2pj , 2pk).

(e) Dimension DI from the interaction of L blocks and the others

DI =
a∑
j=1

(
n−

a∑
k=1

(2sk + 1)
)

= a(n−
a∑
k=1

(2sk + 1)).

Proof. (d) Blocks J λjpj with eigenvalue pairs {λj , 1/λj}: We begin with the most
generic case. Recall that the blocks of the centralizer do not interact if they have
different eigenvalues [1]. Since the solutions are projected from the centralizer of
the cosquare of the nonsingular part of J , we also have that the solutions of different
eigenvalues do not interact. Thus we focus on a fixed λ. Using the same setting

as Theorem 2.8, abbreviate the matrix XT (k, J,W
(s)
λ , U

(t)
λ ) by Xλ,k,s,t (and YT by
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Yλ,k,s,t). By Proposition 2.14 we can eliminate linearly dependent elements in B+
T

of (10), reducing
⋃
k,s,t{Xλ,k,s,t, X 1

λ ,k,s,t
} to

⋃
k,s,t{Xλ,k,s,t}. Similarly for B−T of

(11) we reduce the set
⋃
k,s,t{Yλ,k,s,t, Y 1

λ ,k,s,t
} to

⋃
k,s,t{Yλ,k,s,t}. So far we have the

maximum sum of the solution and cosolution dimensions equal to the dimension of
the subset of the centralizer corresponding to the λ, 1/λ Jordan structures of the
cosquare. Thus we conclude {Xλ,k,s,t : ∀k, s, t} and {Yλ,k,s,t : ∀k, s, t} are both
already linearly independent basis sets. The dimension DP follows as

DP =
e∑
j=1

pj︸ ︷︷ ︸
All Xλ,k,j,j

+
∑
λj=λk

min(2pj , 2pk)

︸ ︷︷ ︸
Xλ,k,j,k with j 6= k

.

(c) Jordan blocks with ±1 eigenvalues : The Jordan blocks with λ = ±1 have
a special property that W 1

λ
and U 1

λ
coincide with Wλ and Uλ respectively for all

Jordan chain matrices. By Proposition 2.14 the sets
⋃
k{XT (k, J,W

(s)
λ , U

(t)
λ )} and⋃

k{XT (k, J,W
(t)
λ , U

(s)
λ )} span the same vector space (similarly for YT ) if s 6= t.

Using the same logic in the proof of (d), the maximum dimension sum of the
two sets is the dimension of the (s, t), (t, s) interaction of the centralizer. Thus

we obtain the off-diagonal basis
⋃
s<t

⋃
k{XT (k, J,W

(s)
λ , U

(t)
λ )}. We are left to

determine the basis in the set
⋃
k{XT (k, J,W

(s)
λ , U

(s)
λ }. Let us first consider λ = 1.

Since JTU1 = JU1 we have XT equal to (let us drop the superscript (s) for a
moment) W1EkU

T
1 J − U1E

T
kW

T
1 J . Using the K = Ks in the proof of Proposition

2.14 there exist U ′1,W
′
1 such that U ′1K = W1 and W ′1K = U1. Moreover from the

proof of Proposition 2.13 we have Tu, Tw such that U ′1 = U1Tu and W ′1 = W1Tw
holds. Observe that TuKEkK

TTTw =
∑k
j=1 cjEk with ck = (−1)k−1. If k = 1 we

have

XT (1, J,W1, U1) = W1E1U
T
1 J − U1E

T
1 W

T
1 J

= U1TuKE1K
TTTwW

T
1 J −W1TwKE

T
1 K

TTTu U
T
1 J,

which becomes XT (1, J,W1, U1) = −XT (1, J,W1, U1) and thus equals zero. Sim-

ilarly for an odd k XT (k, J,W1, U1) and
⋃k−1
j=1{XT (j, J,W1, U1)} are linearly de-

pendent and for an even k YT (k, J,W1, U1) and
⋃k−1
j=1{YT (j, J,W1, U1)} are linearly

dependent. Since the dimension of span({XT (k, J,W1, U1), YT (k, J,W1, U1)}) is
1 we deduce that the dimensions of the solution and cosolution are bms/2c and
dms/2e, respectively. For λ = −1 it is similar except that −JTUλ = JUλ, which
leads to the opposite; For λ = −1, XT does not add dimension if k is even and YT
does not add dimension if k is odd. Combining these two results we have

D1=
c∑
j=1

bmj

2
c︸ ︷︷ ︸

From X1,k,j,j

+
∑
λj=λk

min(mj ,mk)

︸ ︷︷ ︸
X1,k,j,k with j 6= k

and D−1=
c∑
j=1

dmj

2
e︸ ︷︷ ︸

From X−1,k,j,j

+
∑
λj=λk

min(mj ,mk)

︸ ︷︷ ︸
X−1,k,j,k with j 6= k

.

(b) 0 and ∞ Jordan pair blocks Ztj : The 0,∞ Jordan pair Ztj = J0
tj ⊕ J∞tj in

KJ corresponds to the even sized 2tj × 2tj Jordan block of eigenvalue 0 in terms of
the congruence canonical form. Although they contain zero and ∞ eigenvalues, we
can treat them as a pair of eigenvalues λ, 1/λ and proceed as above. The dimension
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count and the linearly independent basis elements are identical to the situation of
(d).

(a) Left-right singular pairs Lsj : The Kronecker block Lsj corresponds to the

congruence canonical matrix J0
2sj+1 and this cannot be made into a nonsingular

block by the Möbius transformation. In this case we use Theorem 2.18 and the
given basis of all (E,F ) blocks in Appendix A. Fix Lsj and denote the canonical
blocks provided in Appendix A.1 by (E1, F1), . . . , (E2sj+2, F2sj+2). We outline

a similar technique to the proof of (d) to deduce that UETk Q
T − WFkP

T and
UETk+sj+1Q

T − WFk+sj+1P
T are linearly dependent. (We drop the superscript

(j) of W,U, P,Q.) Since we have a T -palindromic Kronecker structure [40] the
canonical block S2sj+1 (defined in Appendix A) is used instead of Lsj . From the

construction AT (J−λJT )A = S2sj+1⊕· · · of S2sj+1 block, the first 2sj+1 columns

of A and A−T eligilble for W and Q, as defined in (19). Observe that U can
be selected as the matrix with the permuted columns of W in the order of sj +
1, sj , . . . , 1, 2sj + 1, 2sj , . . . , sj + 1. (Select P similarly with the same permuted
columns of Q.) Then from the shapes of (Ek, Fk) and (E2sj+2−k, F2sj+2−k) we

find UETk Q
T = WF2sj+2−kPT and WFkP

T = UET2sj+2−kQ
T . The dimensions of

sol(J) and cosol(J) are at most sj + 1 each and the maximum dimension sum is

2sj+2, obtaining a basis
⋃sj+1
k=1 {UETk QT−PFkWT } of sol(J) corresponding to Lsj .

For the interaction between Lsj and Lsk , (assume sj ≤ sk and let the dimension of

(E,F ) from appendices A.1 or A.2 be 2d) the set
⋃d
k=1{UETk QT − PFkWT } and⋃2d

k=d+1{UETk QT − PFTk WT } are linearly dependent as in Proposition 2.14.
(e) Interaction between Lsj and all other blocks : As we discuss in Appendix A,

only the interactions between the singular pairs Lsj and the Jordan blocks are left.

Let us fix a singular pair Lsj and a Jordan block Jλkpk . From Appendix A.3 the
dimension of the collection of all (E,F ) is 2pk and it is independent of sj . Since
(Es, Fs) = (F Ts+pk,t+pk , E

T
s+pk,t+pk

) from the derivation, it is easily verified that only
the first pk elements of the given basis of the collection of (E,F ) create independent
elements to UETs Q

T − PFsWT . Thus we have the dimension of the solution and
cosolution both equal to pk. Adding the dimension for all possible choice of Jordan
block we have the dimension of the interaction (Size of all Jordan blocks) = n −
(size of all L blocks) = n−∑(2sl + 1). Summing for all j we obtain DI . �

In the course of the proof of Theorem 3.3 we have also identified the linearly
dependent elements in B−T (J). A reader can obtain a basis of cosol(J) in the same
manner. We briefly state the dimension of the cosolution set as follows.

Corollary 3.3.1. For a given complex J with the Kronecker structure of J − λJT
in Lemma 3.2, the complex dimension of the solution of XTJ − JX = 0 is

DL +DZ +DP +DI +
c∑
j=1

⌈mj

2

⌉
+
∑
j<k

min(mj ,mk) +
d∑
j=1

⌊nj
2

⌋
+
∑
j<k

min(nj , nk)︸ ︷︷ ︸
dim(cent(±1 blocks))−D1−D−1

,

where DL, DZ , DP , DI are identical to the ones defined in Theorem 3.3.
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4. Dimension count for complex XHJ + JX = 0

Recall that dim(solH(J)) is equal to dim(cosolH(J)) since sol(J) = i cosol(J).

The dimension of solH(J) (and also cosolH(J)) is just half of the codimension of
the orbit of J − λJH , which could be computed by [13, Theorem 2.2].

On the other hand, the following Theorem 4.3 computes the dimension (which

gives the same result as above) by providing the precise basis set of solH(J). The
Kronecker structure of the pencil J − λJH always has (λ, 1/λ̄) pair [40]. We begin
by defining a paired Kronecker block as in Definition 3.1.

Definition 4.1. Define the paired 2n× 2n Kronecker block Jλ,∗n for a pair λ, 1/λ̄

J λ,∗n := Jλn ⊕ J1/λ̄
n .

Again modifying Theorem 2.1.(c) of [26], we obtain the following lemma.

Lemma 4.2. The Kronecker structure of the pencil J − λJH for J ∈ Cn×n is

KJ =
(
Ls1 ⊕ · · · ⊕ Lsa

)
(singular L block pairs)

⊕ (Zt1 ⊕ · · · ⊕ Ztb
)

(0 and ∞ Jordan pairs)

⊕
(
Jα1
m1
⊕ · · · ⊕ Jαcmc

)
(|αj | = 1 Jordan blocks)

⊕
d⊕
j=1

(|λj |6=0,1,∞)

J λj ,∗pj (λj , 1/λ̄j Jordan pairs).

In the following theorem, we will say λj ∼ λk when {λj , 1/λ̄j} = {λk, 1/λ̄k}, i.e.,

when J λj ,∗pj and J λk,∗pk
represent the same Kronecker structure.

Theorem 4.3. Let J be an n×n complex matrix with the Kronecker structure
KJ of the pencil J − λJH given as Lemma 4.2. Then, the real dimension of
the solution set of XHJ + JX = 0 is the sum of:

(a) Dimension DL from the singular blocks Lsj

DL =
a∑
j=1

(2sj + 2) +
∑
j<k

2 max(2sj + 1, 2sk + 1) + 2(# of sj = sk).

(b) Dimension DZ from 0 and ∞ block pairs Ztj

DZ =
b∑
j=1

2tj +
∑
j<k

min(4tj , 4tk).

(c) Dimension Dα Jordan blocks J
αj
mj with eigenvalues |αj | = 1

Dα =
c∑
j=1

mj +
∑
αj=αk

min(2mj , 2mk).

(d) Dimension DP from all other paired Jordan blocks J λjpj

DP =
d∑
j=1

2pj +
∑
λj∼λk

min(4pj , 4pk).
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(e) Dimension DI from the interaction of L blocks and the others

DI =
a∑
j=1

(
2n−

a∑
k=1

(4sk + 2)
)

= a(2n−
a∑
k=1

(4sk + 2)).

Proof. The basis elements corresponding to (a), (b), (d), and (e) could be deter-
mined similarly as in the proof of Theorem 3.3, except that in this case we are
computing the real dimensions. The real dimensions are 2 times the complex di-
mensions in Theorem 2.8.

(c) Jordan blocks with eigenvalues |αj | = 1: For eigenvalues αj such that |αj | = 1
we have αj = 1/αj which means we are in a same situation as in (c) of Theorem
3.3. Using the same technique it can be proved that for each k, iYH(k, J,Wλ, Uλ̄)

is linearly dependent to
⋃k
j=1XH(k, J,Wλ, Uλ̄) and iXH(k, J,Wλ, Uλ̄) is linearly

dependent to
⋃k
j=1 YH(k, J,Wλ, Uλ̄). With a similar argument used in the proof of

Theorem 3.3, by examining the maximum sum of the dimensions, we deduce that

the sets
⋃k
j=1XH(k, J,Wλ, Uλ̄) and

⋃k
j=1 YH(k, J,Wλ, Uλ̄) for all Jordan blocks

(and their interactions) are linearly independent bases of the solution set and the
cosolution set. �

Corollary 4.3.1. For a given complex J with the Kronecker structure of J − λJH
given as in Theorem 4.3, the real dimension of the solution to XHJ −JX = 0, i.e.,
dim(cosolH(J)), is the same as dim(solH(J)) described in Theorem 4.3.

5. Dimension count for real XTJ + JX = 0

The dimension and a basis of the real solution of XTJ + JX = 0 when J is real
is determined. We define another canonical block that appears in the Kronecker
structure of real J − λJT as follows.

Definition 5.1. For λ ∈ C\R, define a block diagonal matrix,

(20) J λ,Rn := [Jλn ]R ⊕ [J1/λ
n ]R ∈ R4n×4n.

The matrix J λ,Rn represents the four Jordan blocks Jλn , J λ̄n , J
1/λ
n , J

1/λ̄
n of the Kro-

necker structure at once.

From Theorem 2.1.(d) of [26] we obtain the following lemma for the real case.

Lemma 5.2. Let Ω be the union of R and the complex unit circle minus the points
{−1, 0, 1}. The Kronecker structure of the real pencil J − λJT for J ∈ Rn×n is

KJ =
(
Ls1 ⊕ · · · ⊕ Lsa

)
(singular L block pairs)

⊕ (Zt1 ⊕ · · · ⊕ Ztb
)

(0 and ∞ Jordan pairs)

⊕
(
J1
m1
⊕ · · · ⊕ J1

mc

)
⊕
(
J−1
n1
⊕ · · · ⊕ J−1

nd

)
(± 1 Jordan blocks)

⊕
(
J α1
p1 ⊕ · · · ⊕ J αepe

)
(αj , α

−1
j ∈ Ω Jordan pairs)

⊕
f⊕
j=1

(λj∈C\R)

J λj ,Rqj (λj, λ̄j, λ
−1
j , λ̄−1

j blocks).
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In the following theorem, we will say αj ∼ αj (resp. λj ∼ λk) when {αj , 1
αj
} =

{αk, 1
αk
} (resp. {λj , λ̄j , 1

λj
, 1
λj
} = {λk, λ̄k, 1

λk
, 1
λk
}), i.e., when J

αj
pj and Jαkpk (resp.

J λj ,Rqj and J λj ,Rqj ) represent the same Kronecker structure.

Theorem 5.3. Let J be an n× n real matrix with Kronecker structure KJ of
the pencil J − λJT given as Lemma 5.2. Then, the real dimension of the real
solution set of XTJ + JX = 0 is the sum of:

(a) Dimension DL from the singular blocks Lsj

DL =
a∑
j=1

(sj + 1) +
∑
j<k

max(2sj + 1, 2sk + 1) + (# of sj = sk).

(b) Dimension DZ from 0 and ∞ block pairs Ztj

DZ =
b∑
j=1

tj +
∑
j<k

min(2tj , 2tk).

(c) Dimensions D1 and D−1 from ±1 Jordan blocks

D1 =

c∑
j=1

⌊mj

2

⌋
+
∑
j<k

min(mj ,mk), D−1 =
d∑
j=1

⌈nj
2

⌉
+
∑
j<k

min(nj , nk).

(d) Dimension Dα from Jordan block pairs J αjpj

Dα =
e∑
j=1

pj +
∑
αj∼αk

min(2pj , 2pk).

(e) Dimension DP from blocks J λj ,Rqj with all other λj, λ̄j, λ
−1
j , λ̄−1

j

DP =

f∑
j=1

2qj +
∑
λj∼λk

min(4qj , 4qk).

(f) Dimension DI from the interaction of L blocks and the rest

DI = a(n−
a∑
i=1

si).

Proof. The basis elements corresponding to (a), (b), (c) and (f) are computed
identically as in the proof of Theorem 3.3. (The proofs of (a), (b), (c), (f) in
Theorem 3.3 does not assume a complex J .)

(d) Jordan block pairs J αjpj with αj ∈ Ω: If αj ∈ R, the corresponding basis
elements are determined as in (d) of Theorem 3.3. If αj is on the unit circle, the
basis elements are determined by applying Proposition 2.14 (deleting XR and YR
matrices corresponding to 1

αj
) and using the maximum dimension argument.

(e) Jordan blocks of λj, λ̄j, λ
−1
j , λ̄−1

j : Proposition 2.14 is used to delete the

elements corresponding to the eigenvalues λ̄j and λ̄−1
j . �
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6. Computing the solutions numerically and generating plots

In this section we discuss numerical applications related to the group {G :
G∗JG = J} and its tangent space {X : X∗J + JX = 0}.

6.1. Sampling random matrices from {G : G∗JG = J} for a given J . Al-

though the main focus of Sections 3 to 5 is the tangent space sol(J) (and solH(J))
of the group GJ , the computed basis of sol(J) could be used to sample and plot
the identity component of GJ by the exponential map. The surjectivity of the
exponential map is addressed in Section 2.7. The following simple algorithm is
one way to sample N random elements from the identity component of the group
{G : G∗JG = J}.

Algorithm 1 Sampling N random points from {G : G∗JG = J}
Input: Square matrix J , number of samples N
G ← Empty vector of N matrices
S ← Vector of basis elements of sol(J) obtained from Theorems 3.3, 4.3, or 5.3
m← size(S)
for i ≤ N do

r ← Length m random vector
G[i]← exp(

∑
j r[j] · S[j])

end for
Output: G

In the case of GHJ , Algorithm 1 samples the whole Lie group, and for GJ and GR
J

it samples all elements except for the matrices that have real negative eigenvalues,
as discussed in Section 2.7.

A possible application of Algorithm 1 is sampling test points for structured
matrix computations [3, 5, 18].

6.2. Plotting 3D projections of the group {G : G∗JG = J}. Using Algorithm
1 one can sample points of {G : G∗JG = J} but generally they lie inside higher
dimensional manifolds which cannot be visualized directly. Algorithm 2 is one
obvious way to visualize such a manifold (in particular the group GR

J) using a
random three dimensional projection. Plotting functions such as scatter are useful
for creating the projected images.

Algorithm 2 Plotting a 3D projection of GR
J

Input: n× n real matrix J , number of samples N
G ← N random points of {G : GTJG = J} from Algorithm 1
X ←Empty N × 3 matrix
Q← n2 × 3 “tall skinny” orthogonal matrix
for i ≤ N do

X[i, :]← vec(G[i])T ·Q
end for
scatter(X[1, :], X[2, :], X[3, :])
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Figure 3. Scatter plots of the automorphism groups of two ran-
domly selected J ∈ R8×8, created with the programming language
Julia [4]. Each plot is 50000 sample points from the four dimen-
sional manifold GR

J projected onto the column space of a randomly
selected Q in Algorithm 2 and scattered in R3.

Figure 3 provides some examples of randomly projected three dimensional scatter
plots. Figure 3 is two sets of 50000 randomly sampled points of the group GR

J for
J ∈ R8×8, scattered in R3 using the programming language Julia.

Additionally if the group is a two dimensional surface so that the basis set S has
two matrices, one can use the plotting function surface instead of scatter, by
substituting r[1], r[2] values in Algorithm 1 by grid vertices. Examples of the visu-
alization created from the plotting function surface are used in Figure 1 (using the
package Makie.jl [8]) where the plotting function scatter creates visualizations
as the following Figure 4.

6.3. Numerical implementation of the computation. It is well known that
computing Jordan chain matrices of a given matrix is not a numerically stable
procedure. Therefore, the above derivation of bases of sol(J) and cosol(J) is often
unstable since it depends on a computation of the Jordan chain matrices. For
a stable implementation, the staircase format [30] is preferred for revealing the
eigenstructure.

For a given J , let J−TJ = WDW−1 and JTJ−1 = PDP−1 be the Jordan
decompositions of cosq(J) and cosq(J)T . We have J−TJW = WD and JTJ−1P =
PD where D is the Jordan canonical form of J−TJ . A basis of cent(cosq(J))
discussed in Section 2.1 can also be derived by the following. Let WEPT be
an ansatz of a basis. Then J−TJWEPT = WEPTJ−TJ becomes WDEPT =
WEDTPT and E has to satisfy DE = EDT . When D is a Jordan form, a basis of
matrices E satisfying DE = EDT is the set of block matrices each having a single
block with its upper left corner having the backwards identity (the collection of Es,tj
matrices). This block nature of the E matrices corresponding to the Jordan form
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Figure 4. Scatter plot visualizations of two dimensional surfaces.
Left: random points from the Bohemian dome (top left of Figure
1) are plotted. Right: direct product of a circle and a hyperbola
(bottom left surface of Figure 1).

D allows us to isolate the corresponding columns of W and P matrices. (Lemma
2.2.)

Instead of the Jordan canonical form, let us consider the case where we use a
numerically stable staircase form. We obtain two (unitary) matrices W,P such that
J−TJW = WTW , JTJ−1P = PTP where TW and TP are staircase forms. What is
left to us is the similar equation TWE = ETTP , which is a Sylvester equation. (See
[24, Chapter 16] for a thorough discussion on the Sylvester’s equation.) To solve
a Sylvester equation, one can use various software implementations most of which
are based on the Bartels-Stewart algorithm [2] and its variants.

For a similar reason, the Kronecker canonical form of J − λJT is also not pre-
ferred. Instead, the generalized Schur staircase format computed by the GUPTRI
algorithm [14, 15] (or any other preferred algorithm to obtain a stable staircase
format, e.g., the generalized Brunovsky canonical form [36, 45] or the Kronecker-
like form [49]) is preferred for computing the Kronecker structure of a given pencil.
For a given J the staircase formats of the two pencils J − λJT and JT − λJ are
QH(J − λJT )W = KW (λ) and PH(J − λJT )U = KU (λ) with all W,U, P,Q being
unitary matrices. With two staircase forms KW (λ) and KU (λ) one needs to find a
solution for E ·KW (λ)T −KU (λ)F = 0, and construct (Z1, Z2) = (QEUT ,WFPT )
which satisfies Z1(J − λJT ) − (J − λJT )Z2 = 0. Then, we can again collect all
ZT1 − Z2 to obtain the solution set.
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Appendix A. Canonical blocks (E,F )

In this section we introduce a basis of the collection of pairs (E,F ) (discussed
in Section 2.6) for each canonical block of the Kronecker structure. For a single
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Kronecker canonical block K(λ) we provide a basis of the pair (E,F ) such that
E ·K(λ)T −K(λ) · F = 0. For two canonical blocks (i.e., interaction) K1(λ) and
K2(λ), we provide a basis of the pair (E,F ) such that

E ·K1(λ)T −K2(λ) · F = 0 or E ·K2(λ)T −K1(λ) · F = 0.

The Kronecker structure of J − λJT is consisted of singular pair blocks L (see
Definition 3.1) and Jordan structures. We will use a special canonical form for L
which appears in [40]. For an odd n = 2n′ + 1, define an n× n matrix pencil

Sn :=

[
0 L̃n′

LTn′ 0

]
,

where L̃m is the (m+ 1)×m matrix pencil with ones on the diagonal and (−λ) on
the subdiagonal. The canonical block Sn is equivalent to the pencil Ln′ ⊕ LTn′ .

In this section the matrices Em,nk , En in Definition 2.1 are denoted by Bm,nk , Bn
to avoid confusion.

A.1. K(λ) = Sn. Let K(λ) = Sn with n = 2n′ + 1. Then a basis of the collection
of (E,F ) ∈ (Rn×n,Rn×n) (dimension n+ 1) is the following:

(21) (Ej , Fj) =



([
Bn′+1

0

]
,

[
0

Bn′

])
, j = 1([

0 0

Bn
′,n′+1

j−1 0

]
,

[
0 Bn

′+1,n′

j−1

0 0

])
, j = 2, . . . , n

(F1, E1), j = n+ 1.

A.2. K1(λ) = Sm,K2(λ) = Sn. Let two canonical structures be K1(λ) = Sn and
K2(λ) = Sm, where m > n. Let m′, n′ = m−1

2 , n−1
2 . Then a basis of the collection

of (E,F ) satisfying ESTn − SmF = 0 is the following with the dimension m:

(Ej , Fj) =



([
Bm

′+1,n′+1
n′+j

0

]
,

[
0

Bm
′,n′

n′+j−1

])
, j = 1, . . . , m−n2 + 1

([
0 0

Bm
′,n′+1

j−(m′−n′+1) 0

]
,

[
0 Bm

′+1,n′

j−(m′−n′+1)

0 0

])
, j = m−n

2 + 2, . . . ,m.

For ESTm − SnF = 0 we have a dimension m basis set for (E,F ):

(Ej , Fj) = (FTj−m, E
T
j−m), j = m+ 1, . . . , 2m.

The total dimension is 2m. For m = n we add (F1, E1) as (Em+1, Fm+1) to obtain
the total dimension 2m+ 2.

A.3. Sn and a Jordan block. Let two canonical structures be K1(λ) = Sn and
K2(λ) = Jαm − λIm where the Jordan block has the eigenvalue α. Again let n =
2n′ + 1. First define a matrix Gαm,

[Gαm]jk =

(
j

k + j −m

)
αk+j−m.
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For example, if m = 3, then

Gα3 =

0 0 1
0 1 α
1 2α α2

 .
Then a basis of the collection of (E,F ) ∈ (Rn×m,Rn×m) (dimension m) can be
described as the following. For a fixed j ≤ m, Ej is the matrix with its (j−k+1)th

column having its bottom n′ entries equal to the (n′ − k + 1)th column of Gαn′ ,
for k = 1, . . . , n′. (Ignore negative indexed columns and just discard them.) Also,
Fj is the matrix with its (j − k + 1)th column having its top n′ + 1 entries equal
to the (n′ − k + 2)th column of Gαn′+1 for k = 1, . . . , n′ + 1. For example when
m = 7, n = 5, we have

E2, F2 =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
1 α 0 0 0 0 0

 ,


0 1 0 0 0 0 0
1 α 0 0 0 0 0

2α α2 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

 .
Also for EK2(λ)T −K1(λ)F = 0 we have

(Ej , Fj) = (FTj−m, E
T
j−m), j = m+ 1, . . . , 2m.

The total dimension is 2m.

Appendix B. Proofs of Propositions 2.13 and 2.14

B.1. Proof of Proposition 2.13.

Proof. We prove the result for XT with two different W ’s. The other cases are
similar. Let W and W ′ be two n× r Jordan chain matrices of C. Realizing Jordan
chain as a chain of basis elements of the nullspaces null(C − λI)j there exists
an invertible upper triangular T such that WT = W ′. From CW ′ = W ′Jλr we
have CWT = WTJλr = WJλr T . Since W is of full rank we deduce Jλr T = TJλr ,
which makes T a Toeplitz matrix. (cent(Jλr ) is the set of upper triangular Toeplitz
matrices.) The r × r upper triangular Toeplitz matrix T can be expressed as
T =

∑
tjE

r,r
j Er,rr .

Now let us consider two matrices XT (k, J,W,U) and XT (k, J,W ′, U) where U
is an n×m Jordan chain matrix of C−1. We have

XT (k, J,W ′, U) = WTEr,mk UTJT − UEm,rk TTWTJ

=
k∑
j=1

tr+j−kXT (j, J,W,U),

which proves the sets
⋃k
j=1

{
XT (j, J,W ′, U)

}
and

⋃k
j=1

{
XT (j, J,W,U)

}
span the

same vector space. �

B.2. Proof of Proposition 2.14.

Proof. For a fixed j, let
(
Jλrj
)−1

= KjJ
1/λ
rj K−1

j be the Jordan decomposition of(
Jλrj
)−1

. From CW
(j)
λ = W

(j)
λ Jλrj we obtain C−1

(
W

(j)
λ Kj

)
=
(
W

(j)
λ Kj

)
J

1/λ
rj which
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makes
(
W

(j)
λ Kj

)
as an eligible choice of U

(j)
1
λ

. Similarly
(
U

(j)
λ Kj

)
is an eligible

choice of W
(j)
1
λ

. Finally for 1 ≤ s, t ≤ m we have

XT (k, J,W
(t)
1
λ

, U
(s)
1
λ

) = XT (k, J, Ũ
(t)
λ Kt, W̃

(s)
λ Ks),

for some choice of Jordan chain matrices Ũ
(t)
λ , W̃

(s)
λ . By Proposition 2.13 and (17),

we need show KsE
rs,rt
k KT

t =
∑k
l=1 clE

rs,rt
k for some scalars cl. This turns out to be

true since matrix H := KsE
rs,rt
k KT

t E
rt,rs
k is an upper triangular Toeplitz matrix,

by the definition of Ks,Kt and the fact that H commutes with Jλrs .
A similar technique also proves the results for YT , XH , YH , XR, YR. �
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