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ABSTRACT

Forany n € Nandd = o(loglog n), we prove that there is a Boolean
function F on n bits and a value y = 279(d) gych that F can be
computed by a uniform depth-(d + 1) AC circuit with O(n) wires,
but F cannot be computed by any depth-d TC? circuit with n!*¥
wires. This bound matches the current state-of-the-art lower bounds
for computing explicit functions by threshold circuits of depthd > 2,
which were previously known only for functions outside AC® such
as the parity function. Furthermore, in our result, the ACO circuit
computing F is a monotone read-once formula (i.e., an AND-OR
tree), and the lower bound holds even in the average-case setting
with respect to advantage n™Y.

At a high level, our proof strategy combines two prominent
approaches in circuit complexity from the last decade: The cele-
brated random projections method of Hastad, Rossman, Servedio,
and Tan (J. ACM 2017), which was previously used to show a tight
average-case depth hierarchy for AC?; and the line of works analyz-
ing the effect of random restrictions on threshold circuits. We show
that under a modified version of Hastad, Rossman, Servedio, and
Tan’s projection procedure, any depth-d threshold circuit with n!*¥
wires simplifies to a near-trivial function, whereas an appropriately
parameterized AND-OR tree of depth d + 1 maintains structure.
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1 INTRODUCTION

The focus of this paper is linear threshold circuits (LTF circuits).
These are non-uniform circuits in which each gate can compute an
arbitrary linear threshold function (LTF), of the form

@, 0(x1,...,xn) =1 &= Z wi-x; >0,
i€[n]

where w € R” and 6 € R and the arithmetic is over the reals. We
define the size of a circuit to be its number of wires.

Proving explicit lower bounds for LTF circuits is one of the most
important current challenges in complexity theory. However, de-
spite more than 50 years of research into this circuit class, the best
lower bounds known are only for circuits of slightly super-linear
size. Specifically, in the 1990s, Impagliazzo, Paturi, and Saks [40]
showed that LTF circuits of depth d and size n'*¥¢ (where y; =
270()) cannot compute the parity function. This was recently
strengthened by Chen, Santhanam, and Srinivasan [26] to an average-
case lower bound for circuits of the same size (up to the constant
inside the ®-notation in the expression for y;) computing the Gen-
eralized Andreev function. The latter work is part of an influential
line of works in the last decade, which introduced new ways of
analyzing LTFs and LTF circuits (see, e.g., [26, 29, 39, 58, 70]).l

Our main result in this paper is a stronger lower bound, where
the improvement is that the bound holds for a function that is
“even more explicit” than parity (in the sense that it has lower
computational complexity). Specifically, we show that LTF circuits
fail to compute a simple, read-once, AND-OR tree. In particular,
such trees are monotone, read-once AC formulas - arguably one of

!Complementing these two lower bounds, Chen and Tell [24] showed that to prove
lower bounds against LTF circuits of polynomial size, it suffices to prove lower bounds
for LTF circuits of depth d size n'*%d, where 84 = 27©(@) differs from y, only in the
constant hidden inside the ©-notation.
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the weakest complexity classes that has been studied. Moreover, our
main result asserts that LTF circuits of depth d and size nt+2 0@
cannot even compute a read-once AND-OR tree of depth d + 1; that
is, the depth difference amounts to a single layer.? And lastly, our
lower bound also holds on average, rather than just in the worst

case.

THEOREM 1.1 (LTF CIRCUITS CANNOT COMPUTE SIMPLE AND-OR
TREES). Let n € N be sufficiently large, let d < 2—10 -loglog(n), and
letyy = 2710 Then, there exists an explicit depth-(d + 1) read-once

AC® formula F = chz)l

LTF circuit f with at most n'*Y4 wires,

on n input bits such that for every depth-d

Pr

The key contribution underlying Theorem 1.1 is a new and more
refined way of analyzing LTF circuits, which paves the way to
proving our new lower bound, and which we hope may facilitate
further progress in proving lower bounds for LTF circuits. At a
high level, our proof strategy combines two main approaches in
circuit complexity from the last decade that were separate so far:
The celebrated random projections method of Hastad, Rossman,
Servedio, and Tan [37], which was previously used to show a tight
depth hierarchy for AC?; and the line of works (mentioned above)
that introduced new ways of analyzing LTF circuits, and that in
particular analyzed the effect of random restrictions on LTF circuits.

Combining the two lines of work requires significant technical
effort, in order to make them “fit together”. From a bird’s eye view,
our paper analyzes the effect of a very specific (and suitably chosen)
random projections procedure on LTF circuits. Replicating the anal-
ysis from Héastad, Rossman, Servedio, and Tan’s work [37] with a
different and careful parameterization, we show that the AND-OR
tree F “maintains structure” under this projections procedure; and
the crux of our technical contribution is in showing that this pro-
jections procedure trivializes every LTF circuit of depth d and size
n'*¥d | with high probability. We refer the reader to Section 2 for a
technical overview of the proof.

1.1 Impossibility of Depth-Reduction Using
LTF Gates

Theorem 1.1 can also be viewed in the context of circuit depth reduc-
tion, which is the task of decreasing the depth of a circuit without
significantly increasing its size (and without changing the function
that it computes). There are classic, strong lower bounds regarding
depth reduction of AC? circuits. Indeed, for a certain AC circuit
of depth d + 1 and size O(n), Hastad showed that every equiva-

lent depth-d ACP circuit has size at least Z"Q(I/d) [34, Chapter 6],
improving earlier work by Sipser [65] and Yao [78]. However, the
situation changes if we allow the shallower circuit to use a stronger
model. In this case, strong depth reduction upper bounds are known
for AC circuits and, much more generally, for ACC? circuits (i.e.,
AC? circuits augmented with MOD,,, gates where m is constant).

ZNeedless to say, LTF circuits of depth d and super-linear size (or even linear size) can
compute read-once AND-OR trees of depth d or less, and thus to get a lower bound it
is necessary for the tree to have at least one additional layer. Our result shows that
one additional layer is also sufficient.
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In particular, building on and improving a long line of work [3-
5,11, 71, 74, 80], Chen and Papakonstantinou showed that for every
ACC? circuit of depth d and size w, there exists an equivalent

SYM o AND circuit of size 2(log W)@ [27]. Depth reduction theo-
rems along these lines have found applications in circuit analysis
algorithms [7, 27, 74, 77], circuit lower bounds [21, 23, 25, 27, 51, 73—
75, 77], and even graph algorithms [76].

If we insist on the shallower circuit having the specific form
SYM o AND, then near-matching lower bounds are known. Indeed,
there are constructions of constant-depth polynomial size ACC®
circuits [55], and even AC circuits [10], for which every equiva-
lent MAJ o SYM o AND circuit must have super-polynomial size.
But what happens if we allow the shallower circuit to use an even
stronger model? Observe that a SYMoAND circuit can be converted
into an equivalent depth-three LTF circuit with only a polynomial
increase in size, because every symmetric function can be com-
puted by a depth-two polynomial-size LTF circuit. Thus, a special
case of Chen and Papakonstantinou’s result [27] is that for every
constant-depth polynomial-size AC circuit, there is an equivalent
depth-three quasipolynomial-size LTF circuit. Indeed, this special
case was proven already by Allender in the 1980s [3], who pre-
sented the theorem in basically this form. This raises the following
question: If we start with an AC? circuit - the weakest model that
we have discussed — and we wish to convert it to an equivalent
LTF circuit - the strongest model that we have discussed — then is
depth reduction possible without a significant size blowup?

Theorem 1.1 gives a strong negative answer to the foregoing
question, showing that depth-reduction of AC? circuits to LTF cir-
cuits, even one that attempts to save only a single layer, is im-
possible without a super-linear increase in size. Thus, although
one can achieve a massive depth reduction using LTF circuits with

2POly10g(n) wires [3-5, 11, 27, 71, 74, 80], our lower bound asserts

that using only n*¢™ wires does not allow for any depth reduc-

tion at all. (In fact, as explained below in Section 1.3, we further
prove that the complexity of such depth-reduction for our partic-
ular AND-OR tree F is either precisely super-linear, or it is super-
polynomial.) Our theorem can thus be interpreted as saying that
some functions have an intrinsic “depth complexity” that is robust
to changes in the gate set (i.e., from AND/OR gates to LTF gates),
at least in the near-linear size regime.

1.2 Hard Functions in Extremely Weak
Complexity Classes

Another lens through which to view Theorem 1.1 is via the recent
success in proving “super-explicit” lower bounds for circuit classes.
Recall that in classical lower bounds (e.g., in [34, 35, 40, 56, 67] and
in many other works) the hard function is typically computable in
NC!; the two most well-known examples are the parity function and
Andreev’s function. A long-standing question, dating back to [34,
66, 78], is whether one can prove lower bounds for functions that
are “even more explicit”, such as the AND-OR tree in Theorem 1.1.

Our work follows in the footsteps of several influential works in
the last decade, which were able to prove lower bounds in which
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the hard function is computable in uniform AC®.> Among these
works is the celebrated average-case depth-hierarchy theorem for
ACO by Héstad, Rossman, Servedio, and Tan [37] mentioned above
(which improved several earlier works [34, 53, 66, 72, 78]); results
asserting that AC®[@)] circuits of depth d and size s fail to compute
a function computable by uniform AC® formulas of depth d + 1 and
linear size,* and a function computable by uniform AC® formulas of
depth d and size poly(s) [47, 48]; and a recent work by Filmus, Meir,
and Tal [30], who showed a function in uniform AC? that cannot
be computed by De Morgan formulas of sub-cubic size n3—o(1),

The works above “cover” the most widely-studied classes in cir-
cuit complexity, the main exception being LTF circuits (i.e., the class
TCY), which are the focus of the current work. We stress that many
prior works have shown that AC? is hard for various subclasses
of LTF circuits, which have particular structural restrictions (such
as LTF o PARITY circuits or MAJ o LTF circuits or monotone cir-
cuits; see [10, 15-20, 31, 36, 44, 45, 50, 52, 57, 60-64, 79]),5 However,
Theorem 1.1 is the first result showing that AC? is hard for LTF
circuits of any constant depth (and super-linear size), and without
any particular structural restrictions.

As mentioned above, our techniques use Hastad, Rossman, Serve-
dio, and Tan’s work on AC® [37] as a starting point (and the crux of
our technical contribution is in analyzing the effect of a procedure
similar to theirs on LTF circuits). However, our techniques are com-
pletely different than the techniques used in the works [8, 47, 48, 53]
on AC°[@] (the latter works build on the line of research on the
“coin problem” [1, 2, 12-14, 28, 32, 46-48, 59, 69]), and also com-
pletely different than the techniques in [30] on De Morgan formulas.

1.3 Tightness of Our Result

When d is constant, the correlation bound n™¥ in Theorem 1.1 can-
not be significantly improved. The reason is that our hard function
is so computationally simple that it can be approximated, to a rea-
sonable extent (i.e., almost matching Theorem 1.1), by shallower
circuits:

e Every depth-(d+1) AC® circuit with O(n) wires and top fan-
in m can be approximated, with success probability 1/2 +
Q(1/m), by a depth-d AC° circuit with O(n) wires. (This
follows from the discriminator lemma [33].)

e Every monotone function can be approximated, with success
probability 1/2 + Q((log n)/n), by a constant or a variable.
(This follows from the Kahn-Kalai-Linial theorem [43].)

e Every AC? circuit (of any constant depth and any polyno-
mial size) can be approximated, with success probability
1/2 + 27Pog(n) by 4 depth-1 AC? circuit with polylog(n)
wires, i.e., either a conjunction of polylog(n) literals or else
a disjunction of polylog(n) literals. (This follows from the
Linial-Mansour-Nisan theorem [49].)

For completeness, we include proofs of the three preceding bounds
in the full version of this paper [38, Appendix A]. It is an interesting

30f course, to show that uniform AC? is hard for circuits from a certain class C, one
needs to give the AC? circuit some advantage over C, such as more depth or size (as
in Theorem 1.1, in which the AND-OR tree has depth d + 1).

4As explained by Limaye, Sreenivasaiah, Srinivasan, Tripathi, and Venkitesh [47], this
follows from works of O’Donnell and Wimmer [53] and Amano [8].

5In fact, the works mentioned here managed to prove super-polynomial lower bounds
for these subclasses.
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problem to close the remaining quantitative gaps between our
correlation bound and the three preceding bounds, especially the
last one.

In contrast, if we focus on exact (worst-case) simulations, then it
is unclear whether the size bound n'*Y in our theorem is tight. We
partially address this question by proving a “hardness magnifica-
tion” result. Recall that such results assert that specific, seemingly-
minor improvements to known lower bounds would imply dra-
matic, strong lower bounds for powerful models of computation.
(An intensive recent interest in such results was sparked by the
work of Oliveira and Santhanam [54], who coined the term, fol-
lowing older results such as those by Srinivasan [68] and Allender
and Koucky [6].) Regarding TC?, prior work shows that tiny im-
provements in the known lower bounds for certain NC!-complete
functions or for MCSP would yield lower bounds for LTF circuits
of arbitrarily large polynomial size [6, 22, 24, 39]. In the same spirit,
we show that even a very small improvement to the size bound in
Theorem 1.1 would imply that our AND-OR tree is hard for LTF cir-

cuits of arbitrarily large polynomial size. (Recall that F(gz)l denotes
the depth-(d + 1) AND-OR tree from Theorem 1.1.)

THEOREM 1.2 (HARDNESS MAGNIFICATION FOR OUR CONSTRUC-
TION). Let dy € N and k > 1 be constants. Suppose that for all
sufficiently large n, the function F{g:_')_l can be computed by depth-
do LTF circuits with nk wires. Then for all sufficiently large n and

1
all2dy < d < 2 !
depth-d LTF circuits with O(n'*k10™%) syires.

loglog n, the function Féﬂ can be computed by

In particular, suppose that for every sufficiently large constant
d and sufficiently large n, the function st)l
by depth-d LTF circuits with nt¥2

—10-d
the nl*2 1 bound from Theorem 1.1). Under that assumption,

cannot be computed

wires (slightly improving

Theorem 1.2 implies that thﬂ cannot even be computed by depth-
d LTF circuits with any poly(n) number of wires. The proof of

Theorem 1.2 is simple and relies on the recursive structure of F(gz)l
See the full version of this paper for details [38, Section 9].
The optimal size complexity of depth-d LTF circuits comput-

ing our depth-(d + 1) AND-OR tree FLSZ)I remains unclear. How-
ever, taken together, our results and prior depth-reduction theo-
rems [3-5, 11, 27, 71, 74, 80] essentially narrow down the optimal
size complexity to two relatively small intervals. Either the optimal
size complexity is nt+2 0@ (for all sufficiently large n and d with
d < 21—0 loglog n), or else the optimal size complexity is between
n®() and nPoY1o8(n) (for each constant d > 4 and infinitely many

n).
2 TECHNICAL OVERVIEW

We prove our result using the method of random projections, which
is a generalization of the traditional method of random restrictions
that (to the best of our knowledge) was first used by Impagliazzo and
Segerlind [41]. A projection maps each variable either to a constant
(0 or 1) or else to another variable. The key feature distinguishing
projections from traditional restrictions is that a projection might
“merge” multiple variables by mapping them to a single variable,
thereby keeping the variables alive but “tying them together”
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For this technical overview, let us focus on the problem of prov-
ing a worst-case separation between depth-d LTF circuits and depth-
(d+1) AND-OR trees, and let us focus on the case that d is constant.
Such a separation follows from the following theorem.

THEOREM 2.1. Let d € N be a constant, let y = 27104 and let
n € N be sufficiently large. There exists an explicit depth-(d + 1)
read-once AC® formula F = chﬂ on n input bits, a random projection
7, and a distribution o such that:

(1) (Survival of the AND-OR tree) With probability 1 — o(1) over
7 ~ 7, the projected function F|  is o(1)-unbiased under o,
ie.,

Pr[Fla(0) = 1] - | =o(1).

(2) (Simplification of any LTF circuit) For any depth-d LTF circuit
f on n input bits with at most n'*Y wires, with probability
1—0(1) over = ~ 7, the projected function f |, is o(1)-close
to a constant under o, i.e., there is some b € {0, 1} such that

Prifly(o) =b]=1-o0(1).

The distribution o is simply an i.i.d. product distribution (with
biased marginals). Furthermore, projecting according to s and then
assigning values according to o yields the uniform distribution over
{0, 1}, which is why we actually get an average-case separation.

Both our hard function F and our projection s are based on the
work of Hastad, Rossman, Servedio, and Tan [37]. We do modify
the parameters, but still, the fact that the hard function F survives
the projection (Item 1 above) follows from a fairly straightforward
generalization of their analysis. The main challenge is showing
that LTF circuits simplify under the specific random projection
procedure x (i.e., proving Item 2).

Random Projections and LTF Circuits. The last couple of decades
have seen the development of what is often referred to as the struc-
tural theory of linear threshold functions, which can be viewed as
a special case of the “structure vs. randomness” paradigm. One of
the main applications of this body of knowledge is the analysis of
the effect of random and pseudorandom restrictions on LTF circuits

of depth d and size at most n1+2_o(d) [26, 29, 39, 58, 70].

The main technical contribution of our work is showing that this
body of knowledge can be extended so that it works in an inher-
ently different setting, namely the setting of random projections as
discussed above. The projections that we analyze are quite different
than traditional random restrictions: Not only are variables some-
times merged, but also the assigned values are heavily biased, and
the values assigned to them have significant correlations. Indeed,
these projections cannot even be considered “pseudorandom,” but
we nevertheless show that LTF circuits of depth d simplify under
these projections. The underlying technical challenges require ex-
tending and refining techniques used in previous works in the last
decade.

In Section 2.1, we describe the hard function F, the projection
7, and the distribution o in more detail (see the full version of this
paper for the full definitions [38, Section 4]), and we briefly explain
why F survives the projection (following the analysis in [37]). Then,
in Sections 2.2-2.4, we discuss the main part of the proof, which
shows that LTF circuits simplify under s.
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2.1 Setup and High-Level Plan

Let us describe our random projection procedure, which is a very
careful modification of the one in [37]. One of our contributions
is to devise an alternative way of thinking about the projection
procedure that hides some complexity, enabling us to analyze its
effect on LTF circuits. This abstraction might be useful in other
contexts as well. While the new perspective is enough to carry
out most of our analysis of LTF circuits, we do still rely on the
original perspective for some parts of this analysis. (Readers who
are familiar with the work of Héstad et al. [37] are encouraged to
refer to the full version of this paper, in which we prove the formal
connection between the two perspectives [38, Section 6.1].) We
now give an overview of the procedure from the new perspective.

The Random Projections. We denote by b;_g a Bernoulli RV that
gets value 1 with probability 1 — . The projection procedure works
in d iterations. For the first iteration, consider the gates of F just
above the inputs, denoted gy, . . ., gr, which are all AND gates. We
partition the variables into disjoint blocks By, ..., By, where B;
consists of the variables that feed into the gate g;. Then, in each
block B; independently, for suitable parameters py, f1 > 0:

(1) With probability p; the block survives, in which case a ran-
dom subset of its variables of density ~ f3; is kept alive,® and
all the other variables in the block are assigned the value 1
(recall that the g; is an AND gate).

(2) If the block does not survive, the variables are assigned val-
ues from b;_g independently, except that the probability
that all variables are assigned 1 is artificially decreased.

Note that the expected fraction of living variables in such an it-
eration is approximately p; = p1 - f1. In the end of the iteration,
we merge the living variables in each surviving block; that is, we
project these variables to a single new variable. We consider this
new variable to be a “level-1 variable” whereas the original input
variables are level-0 variables. We denote the end-result of this
assignment and merging (i.e., projection) process by x| and we
refer to any projection with the above structure as a corrupted bi-
ased block projection. (See the full version of this paper [38] for the
precise definition.)

After applying 7, we can identify each AND gate g; either
with a constant (in case a variable in B; was assigned 0, or all
variables in B; were assigned 1), or with the living variable corre-
sponding to the “merged” variables in B; (in case some variables
in B; were left alive, and all the others were assigned 1). We thus
recurse into the next iteration with a circuit of smaller depth on
the level-1 variables. However, in our setting (and unlike [37]), sub-
sequent iterations of the projection, denoted @, x @ will
be parameterized by different values of pa,...,pq and fo, ..., f4.
The projection P maps level-(i — 1) variables to level-i variables
(or constants). The projection 7 referred to in Theorem 2.1 applies
D, xd successively, thereby mapping level-0 variables to
level-d variables or constants.

Loosely speaking, our goal is to prove that each iteration of the
procedure above reduces the depth of F by exactly one layer, and
simultaneously reduces the depth of any LTF circuit by at least one

®Specifically, we include each element with probability f; and condition on getting a
nonempty set.
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layer; thus, after d iterations, F maintains structure whereas any
LTF circuit of depth d trivializes. As articulated in Theorem 2.1,
our notions of “maintaining structure” and “trivialization” are de-
fined with respect to a suitable distribution ¢. Similarly, at each
intermediate stage, we carry out our analysis with respect to a
corresponding intermediate distribution (D over the level-(i — 1)
variables. This distribution is also an i.i.d. product distribution with
suitably biased marginals (the bias differs from one i to the next).

Specifying the Parameters. Let us now motivate our choice of
parameters, informed by prior work on LTF circuits. In [37], the
fraction p; of living variables is essentially the same from one
iteration to the next: p; = p2 = --- = py. In contrast, previous
restriction procedures for LTF circuits apply d rounds of restrictions
where the fraction of living variables decreases from one iteration
to the next: pjy1 = (ﬁi)c for a large constant C > 1. We follow the
latter line of works, and adapt the AND-OR tree and the random
projections above to use corresponding parameters. Accounting
for the required changes to maintain the properties above, the
resulting AND-OR tree is such that the fan-ins of gates in the tree
grow rapidly as we go up the layers.

Being more specific, recall that we are assuming that the depth
d + 1 is constant for simplicity. For a parameter M (where M ~ n¢
for a small constant € > 0), we define a sequence of parameters
My = M and Mjq = Ml.loo fori=1,...,d—1. We choose the fan-ins
in the AND-OR tree such that under a uniform random input, for
each gate g at distance i < d from the inputs, the subformula rooted
at g has acceptance probability roughly 1/M; if i is even or 1 —1/M;
if i is odd, and overall, the AND-OR tree has acceptance probability
roughly 1/2. In more detail, we set f;, p;, fi, and () as described in
Figure 1. For the precise values, see the full version of this paper [38,
Sections 4 and 6.1]. For intuition, we remark that our AND-OR tree
corresponds to a d-fold composition that alternates between the
well-known tribes function (a read-once DNF) and its Boolean dual (a
read-once CNF), with widths approximately log(M;), .. .,log(My).
The tribes function and its dual are approximately balanced, so
the composition is also approximately balanced. The top fan-ins of
these CNFs and DNFs are approximately M; - In(2),..., My - In(2),
and hence after merging adjacent layers when possible, we get a
depth-(d + 1) tree with the fan-ins as described above.

Observe that for i > 2, the values that (D) assigns to fixed
variables are highly biased, alternately toward 1 or toward 0.

As mentioned above, the proof that F survives the projection
procedure simply generalizes the analysis in Hastad, Rossman,
Servedio, and Tan’s work [37] to our different parameter setting.
Intuitively, the “blockwise” correlations that are present in the pro-
jections AN 1C) (e.g., recall that when pas) keeps a variable
alive, it assigns 1 to all of the non-surviving variables in that block)
are tailored to the AND-OR-tree and designed to keep it alive. See
the full version of this paper for details [38, Section 5]. The inno-
vative part in our argument is showing that LTF circuits simplify
under the projections.

LTF Circuits Simplify under Projections: The High-Level Plan. Our
argument has a high-level structure similar to the ones in prior
work [26, 39, 70], but instead of arguing about the effects of tradi-
tional random restrictions, we now argue about the effects of each
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random projection () above (for any fixed i € [d]). For simplicity,
we assume from now on that i is odd, in which case the assigned
values of (! are biased toward 1 and the corresponding gate in F
is an AND gate.

Similarly to the analysis in [39] (also implicit in the work of
Chen, Santhanam, and Srinivasan [26]), we will work with hybrid
computational models. That is, on the way to proving that any
LTF circuit f becomes (close to) a constant, we argue that after
intermediate projections () the circuit can be computed by a
computational model that combines decision trees and LTF circuits;
specifically, the tree queries variables to reach a leaf, and the leaf is
labeled by an LTF circuit that is then applied to the input.’

Our proof has three main steps:

(1) As a first step, we prove that applying 7@ to any LTF (ie.,
any single gate in f) makes the LTF extremely close to a
constant, with somewhat high probability. This probability
is high, but not enough to allow a union bound on all gates.
We will elaborate in Section 2.2.

Our second step is to argue that applying 7z to any LTF
circuit of depth d + 1 — i with a2 %Y ires simplifies the
circuit, with somewhat high probability, to be very close to
a decision tree with LTF circuits of depth d — i at its leaves,
where the depth of the tree is significantly smaller than the
number of living variables under (). We will elaborate in
Section 2.3.

The final step is to show that applying 7D to a decision tree
with LTF circuits of depth d + 1 — i at its leaves simplifies the
tree, with high probability, such that it is close to a shallower
decision tree in which the leaves are labeled by depth d — i
LTF circuits. We will elaborate in Section 2.4.

—
SY)
=

We stress that in all the statements above, the notion of “approx-
imating a function” (i.e., when saying that a restricted function is
close to a simpler function) refers to the distribution o(*1) rather
than to the uniform distribution. Having proved the three steps
above, the proof will analyze the applications of a) fori = 1,....,d,
arguing at each iteration i that the circuit simplifies with respect to
the “next” distribution (1) In the last step the circuit will be a
decision tree that queries only a sub-constant fraction of its vari-
ables. Such a tree cannot approximate the AND (or OR) function
F1, under o(4*V Indeed, with high probability over 7, the tree is
close to a constant under O’(d+1), whereas F [, is nearly balanced
(because o(4*Y) is biased).

2.2 Random Projections Simplify Any Single
LTF

Chen, Santhanam, and Srinivasan showed that a random restriction
that keeps a p-fraction of the variables alive simplifies any single
LTF to be exp(—p_Q(l))-close to a constant, with probability at
least 1 — pQ(l) [26]. A motivating observation for our analysis
is that a biased restriction, which keeps a p-fraction of variables
alive and fixes the other variables independently by by_g, simplifies
any unweighted threshold function to be exp(—p’Q(l))-close toa
constant with respect to any product distribution, with probability

"This hybrid model is simpler than the one considered in [39], since the latter also
allowed queries to LTF gates at internal nodes of the tree.
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fi = fan-ins at distance i from inputs

pi = probability that a block survives under Py

pi = bias parameter of x® (biased toward 1 if i is odd, 0 if i is even)

oD = distribution over level-(i — 1) variables
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log(M;) i=1
~{Mj—1-In(M;) 2<i<d
Mg - In(2) i=d+1

1/yM;
1/VMi—q

by_p, to each variable (iid.) iodd
by, to each variable (i.i.d.)

Q

i even.

Figure 1: The main parameters of our construction and analysis.

1- (p/ﬂ)Q(l).8 In other words, for any bias > 0 of assignments
to the fixed variables, the probability that an unweighted LTF fails
to simplify is (p/ﬁ)Q(l), compared to the pQ(l) bound that Chen,
Santhanam, and Srinivasan showed in their setting [26].

We extend this statement to hold for an arbitrary (weighted)
LTF rather than just the unweighted LTFs; to hold when the values
assigned to fixed variables are correlated (i.e., within each block,
if the block survives then all fixed variables are simultaneously
assigned the value 1, and otherwise the probability of the all-ones
string is artificially decreased); and to hold also when considering
a merging of the variables after applying the restriction. In this
more challenging setting, we show a slightly worse error bound of

(p/2™ compared to (p/f)2D:

THEOREM 2.2 (LTFs SIMPLIFY UNDER CORRUPTED BIASED BLOCK
PROJECTIONS; INFORMAL). Let ® be an LTF on n variables, let &t be
a corrupted biased block projection with parameters p and 5, and
let o be a product distribution (possibly with biased marginals). As-
sume that each block Bj satisfiese/n < (1 — ﬁ)le‘ < p. Then the
probability that [, is not e-close to a constant under o is

1/3
of (&) re(2))
B €
Before explaining the ideas in the proof, let us comment on the
subtlety of the parameters obtained in Theorem 2.2. First, in Theo-
rem 2.2, we assume both upper and lower bounds on the quantity
(1-5 IB;1. That is, we assume that the block size |Bj| is neither
too big nor too small. Fortunately, this “Goldilocks” condition is
indeed satisfied by our projections M, 7@ with high proba-
bility.9 (It is also satisfied by Hastad, Rossman, Servedio, and Tan’s
projections [37].) Thus, Theorem 2.2 applies to ) with failure

probability O((pi/,[fiz)l/3 -log(n/e)).

8To see this, let @ be an n-bit unweighted LTF, and let 1/n < p < 1/2. Consider
a random restriction p that keeps a random subset S of p - n variables alive and
fixes the variables in [n] \ S independently according to b;_g. Hoeffding’s inequality
implies that (with respect to any fixed product distribution) the function is e-close to
a constant only if the sum of values assigned to variables in [n] \ S falls in an interval
of length O(+/log(1/€) - p - n). By the Berry-Esseen theorem, the probability of this
event is at most O (y/log(1/€) - (p/f)). See the full version of this paper for further
details [38].

9 Actually, in the rare event that a block is an unacceptable size, our projection assigns
values to all variables in that block from an ii.d. product distribution independently of
the other blocks, and we show that this does not affect the rest of the analysis. See the
full version of this paper for details [38].
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Secondly, the projections in Hastad, Rossman, Servedio, and
Tan’s original work [37] satisfy p ~ f. For such parameters, the
bound of Theorem 2.2 would be useless. However, our modified
projections have parameters p and f that vary from one iteration
to the next, and crucially, the bias parameter f in each iteration
is approximately equal to the block survival probability p in the
previous iteration, i.e., f; = p;j—1. A key property of our projections
is that they are “increasingly aggressive” in the sense that p; < p;i—;
(specifically p; ~ p}i)?). Therefore, the bound of Theorem 2.2 is
indeed small when we apply it to our projections.

To prove Theorem 2.2, we generalize the “structure vs. ran-
domness” approach that Chen, Santhanam, and Srinivasan used to
show that LTFs simplify under traditional random restrictions [26].
Loosely speaking, their proof first analyzes “regular” LTFs, i.e., LTFs
in which the weights are reasonably well-spread (this is the “ran-
dom” case). Under the assumption of regularity, they argue that
the weighted sum of assigned values is anti-concentrated, and thus
unlikely to land in the small interval that would cause the restricted
LTF to be somewhat balanced. To complement this analysis, they
analyze LTFs that have a small number of “heavy” variables (this is
the “structure” case). If the number of heavy variables is sufficiently
small, then it is possible to fix them and reduce to the regular case,
and otherwise they show anti-concentration among these “heavy”
variables alone.

To make this approach work in our setting, the main challenge is
establishing anti-concentration in the regular case.!? Recall that in
the projection (D) after the set of living variables has been fixed,
non-surviving variables in surviving blocks are always assigned
the value 1; this deterministic assignment does not contribute any
anti-concentration at all. In non-surviving blocks, the assignment is
random, but the assigned values are not independent, because the
probability of the all-ones assignment is artificially decreased. The
effect of this “corruption” within a single block is limited (because
the all-ones assignment would be rare even without corruption).
However, there are many blocks, and the overall effect is statistically
significant; nevertheless, our goal is to show anti-concentration
despite these corruptions.

To prove anti-concentration of the weighted sum of the assigned
values, we first observe that with high probability, the variables

1By comparison, our analysis of non-regular LTFs is a relatively straightforward
adaptation of techniques from prior work. Note that both the regular and the non-
regular cases contribute to the final error bound in Theorem 2.2, and as discussed, that
error bound forces us to use a careful choice of parameters in our construction.
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in non-surviving blocks have a constant fraction of the total ¢»-
weight. (By “f2-weight,” we mean the sum of the squares of the
weights.) We may therefore focus on such variables (and ignore the
non-surviving variables in surviving blocks). To handle the corrup-
tions in non-surviving blocks, we show that the weighted sum of
assigned values to fixed variables in non-surviving blocks can be
represented as the weighted sum of truly independent Bernoulli
variables, plus an error term. The sum of independent variables is
anti-concentrated by the Berry-Esseen theorem; see the full version
of this paper for details [38, Lemma 6.9]. To handle the error term,
we bound its variance. (This is where we use the assumption that
the blocks are not too small, in which case the all-ones assignment
would be rare even without corruption. See the full version of this
paper [38, Lemma 6.7] for details.) We thereby show that the er-
ror term is concentrated, and therefore it does little harm to the
anti-concentration property of the sum of independent variables.

The anti-concentration established by the preceding arguments
must be compared to the f,-weight of the living variables. Here
we face another potential pitfall: When variables are merged, their
weights effectively add, which typically increases the f>-weight of
the living variables (making the LTF more balanced). This potential
pitfall is the reason that we assume that the blocks are not too big.
The assumption in Theorem 2.2 implies that with high probability,
the number of variables that are merged in each block is small -
only O(log(n/e€)) — and therefore the detrimental effect of mergings
is limited.

2.3 Random Projections Simplify LTF Circuits
(If We Allow Some Queries)

The next step is to argue that for every LTF circuit f of slightly
super-linear size, with high probability, ) “simplifies” the entire
bottom layer of f. Ideally, we are hoping that the gates in the bot-
tom layer become close to constants. We cannot simply apply a
union bound to claim that they are all close to constants simultane-
ously, because the failure probability in Theorem 2.2 might be too
large. Instead, following prior work, we argue that after querying
a sub-linear number of the remaining variables, each gate in the
bottom layer is either close to a constant (over the distribution
cr(”l)) or has fan-in one. Thus, the projected circuit f ) can
be approximated (over o (i+D) by a decision tree whose leaves are
labeled by shallower LTF circuits.

Given appropriate techniques from prior work [9, 26, 39, 42, 70],
this is the easiest part of our argument, because those techniques
do not depend on the assignments to fixed variables, but rather only
on concentration properties of the number of living variables inside
certain sets. We include a brief explanation of the argument here
for completeness; see the full version of this paper for details [38,
Section 6.3].

We partition the gates in the bottom layer of f into “heavy gates”
and “light gates” based on their fan-in. Most light gates have only
one (or zero) living variable feeding into them after the projection,
so they can be replaced with a wire (or eliminated), and we query
the variables feeding into the remaining light gates (there are few
such variables, because these gates are light). Most heavy gates
become close to a constant by Theorem 2.2, and we query all the
variables feeding into the remaining heavy gates. The total number
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of such queries is bounded because the total number of wires in the
circuit is bounded. (The latter argument is carried out by a standard
bucketing technique, looking at all gates with fan-in roughly 2! for
each i and using the simple observation that there can be at most
w/2F such gates for each i.)

2.4 Random Projections Simplify Decision
Trees with LTF Circuits at Their Leaves

The previous step yielded a decision tree T with LTF circuits at its
leaves. The last key piece in our proof is arguing that each such
decision tree simplifies, under () , to a shallower decision tree
with shallower LTF circuit at its leaves. (Indeed, we need the tree
depth to decrease by a factor of ~ p;, and we need the circuits to
decrease by one layer.)

First, we show that the tree depth indeed shrinks, with high
probability, by a factor of ~ p;. This turns out to be not as straight-
forward as it might seem, due to correlations and mergings in
n(i); see the full version of this paper for details [38, Lemma 7.1].
Nonetheless, the more interesting part of the argument is arguing
that we can use shallower LTF circuits at the leaves. The natural
strategy to try and prove this is to claim that for each leaf, the
corresponding circuit simplifies under 7D with high probability,
and thus the fraction of “bad” leaves is small and we can replace
those by constants, obtaining a tree with similar functionality.

The problem with this approach is the correlations between
variables in the same block under the projection 7 At each
fixed leaf, simplification occurs with high probability, but we must
analyze the random leaf reached when we apply 7 to T and
then plug in an input sampled from o) In particular, the leaf is
determined in part by 79, and the event of reaching a particular
leaf can be correlated with the event that simplification fails at that
leaf. It is therefore not clear how to show that simplification occurs
with high probability at the random leaf that we reach.!!

Dealing with this issue is the most subtle part of our argument,
and it involves a two-step approach.

Preprocessing the Tree. As a first step, we “preprocess” the tree T,
transforming it into a new tree T. The new tree T simulates T and
in fact refines T in the following way: if T ever queries too many
variables in a block, or if T ever queries a variable in some block and
observes a 0 (a somewhat unlikely event as bits are biased towards
1), then T queries all variables in that block. It turns out that these
modifications are not too costly, in the sense that after applying
the projection 2D the two projected trees T'[ ;) and T [ z(» have
similar query complexities. Briefly, this holds for the following two
reasons:

e The event of querying too many variables in a single block
can only happen so many times given T’s depth bound, and
most such blocks don’t survive the projection, so these events
only cause T x(» to perform a few additional queries com-
paredto TT, (.

1 previous work [39] a similar challenge occurred, since the path to each leaf
contained LTFs. However, the challenge there was significantly easier, since the number
of LTFs on a path was small and thus it was possible to easily upper bound their effect
on the resulting distribution.
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e If a variable x; in block B is observed to be 0, we have two
cases. If the block B is non-surviving under 7D then T ()
does not need to query any variable in B, because they are all
assigned. On the other hand, if the block B is surviving, then
the individual variable x; € B must survive in n(i), because
non-surviving variables in surviving blocks are assigned the
value 1. Therefore, in this case, both TT ;) and Tr (0 query
the single “merged” variable corresponding to the entire
block B. Thus, in either case, observing a 0 ultimately does
not cause T (0 to perform any additional queries compared
toTT () -

Conditional Analysis of Corrupted Biased Block Projections. For
the second step, consider the process of applying x to T and
then plugging in an input sampled from o) We analyze the
joint distribution of 7D and o1 conditioned on the event of
reaching a leaf ¢. Because of the preprocessing step, we can make
a “win-win” argument: for each block, either (a) the tree queries
every single variable in the block, or (b) the tree only makes a few
queries to the block and observes 1 each time. In case (a), we can
assume without loss of generality that the circuit Cp labeling the
leaf ¢ ignores all variables in that block, hence we can ignore the
block. In case (b), the constraints on the queries help us to bound
the extent to which conditioning distorts the distributions of (D
and o),

For example, we show that the event we are conditioning on in
case (b) is a high-probability event regardless of whether the block
survives, and hence the conditioning has little effect on the block’s
survival probability. By analyzing our projection distribution in
more detail, we show that instead of applying (D) to the circuit
Cy, plugging in an input sampled from o(*D and conditioning
on the event of reaching ¢, we can equivalently imagine applying
another corrupted biased block projection s, plugging in an input
sampled from another product distribution &, and not conditioning on
anything. The parameters of 7 and & are slightly different than the
parameters of 7D and ¢*Y  but our analysis of a single circuit is
sufficiently robust against these small distortions to conclude that
T simplifies with high probability.

2.5 Putting It All Together

To summarize our discussion so far, we show that when we apply
the random projection 2 to a decision tree T;—1 with LTF circuits
at its leaves, we get another decision tree T; with LTF circuits at its
leaves that is “simpler” in the sense that the circuit-depth decreases
by 1. The tree T; agrees with the projected function Tj—1 [,y with
high probability under the product distribution o) To finish
the proof, we need to apply some type of triangle inequality. For
example, we know that T; = To[ ) and Tz = T | (»; we want
to conclude that Tz = To [ ,;(2) 7 (1) -

We are indeed able to show that Ty = To[ (@),...on(1) by Te-
lying upon a crucial feature of the projections 7 D .., 7@ and
the product distributions oW, .. o@D These projections and
product distributions are compatible with each other, in the sense
that applying 7D and then assigning values sampled from o (it

yields exactly the distribution oD [38, Lemma 5.2].
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The same feature (the “completion property”) is also crucial in
the work of Hastad, Rossman, Servedio, and Tan [37]. However, the
completion property plays a different role in their work than it does
in ours. Their work is focused on average-case lower bounds; they
rely on the fact that applying 7@ o...0x() and then assigning
values sampled from o(d+) yields the uniform distribution over
inputs. The completion property is likewise an essential ingredient
of our average-case separation, but the distinction is that in our
setting, the completion property would still be crucial even if we
were merely aiming for a worst-case separation. After all, the sim-
plification we achieve at intermediate stages of our argument is
itself only approximate, forcing us to use techniques designed for
average-case separations.

The completion property holds trivially in the traditional set-
ting of truly random restrictions, because the values assigned by
the restriction are themselves independent and uniform. In both
our work and the work of Hastad et al. [37], there are correlations
between the values assigned to different variables, which are essen-
tial for ensuring that the AND-OR tree F survives. In both works,
the purpose of merging variables (i.e., the purpose of using projec-
tions rather than restrictions) is to achieve the completion property
despite these correlations.
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