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ABSTRACT

We construct a classical oracle relative to which P = NP yet single-
copy secure pseudorandom quantum states exist. In the language
of Impagliazzo’s five worlds, this is a construction of pseudoran-
dom states in “Algorithmica,” and hence shows that in a black-box
setting, quantum cryptography based on pseudorandom states is
possible even if one-way functions do not exist. As a consequence,
we demonstrate that there exists a property of a cryptographic hash
function that simultaneously (1) suffices to construct pseudoran-
dom states, (2) holds for a random oracle, and (3) is independent of P
vs. NP in the black-box setting. We also introduce a conjecture that
would generalize our results to multi-copy secure pseudorandom
states.

We build on the recent construction by Aaronson, Ingram, and
Kretschmer (CCC 2022) of an oracle relative to which P = NP but
BQP ≠ QCMA, based on hardness of the OR ◦ Forrelation prob-
lem. Our proof also introduces a new discretely-defined variant of
the Forrelation distribution, for which we prove pseudorandomness
against AC0 circuits. This variant may be of independent interest.

CCS CONCEPTS

• Theory of computation → Quantum complexity theory;
Cryptographic primitives.
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1 INTRODUCTION

One-way functions (OWFs) have played a central role in compu-
tational cryptography since its birth [19]. On the one hand, the
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existence of one-way functions would separate P from NP in an
average case sense; on the other, their existence has proven to be
necessary for almost all classical cryptographic tasks [22, 25]. This
reveals a fundamental tension in the classical world: we cannot
expect to solve all problems in NP extremely well but also have
useful cryptography at the same time. In the language of Impagli-
azzo’s five worlds [24], there is no hope of constructing much useful
cryptography in “Algorithmica,” a world in which P = NP. Rather,
the “Minicrypt” world, where one-way functions exist, is generally
considered to capture the bare minimum of cryptography, because
one-way functions are implied by almost all other cryptographic
primitives. At the same time, even just assuming the existence of
one-way functions, a wide range of other cryptographic primitives
are possible, including pseudorandom generators, pseudorandom
functions, symmetric-key encryption schemes, and digital signa-
tures.

A growing body of work has shown that P ≠ NPmay not be nec-
essary to construct various useful quantum cryptography. Quantum
key distribution (QKD) [12] is arguably the earliest demonstration
of this idea: it enables two parties to securely exchange a secret
key, assuming only that they share an untrusted quantum channel
and an authenticated classical channel. The security proof of QKD
is information-theoretic, and relies on no computational assump-
tions [38]. By contrast, classical key exchange lies in Impagliazzo’s
“Cryptomania” world, meaning that it relies on computational as-
sumptions that appear to be even stronger than the existence of
one-way functions [26].

Unfortunately, much like classically, many interesting crypto-
graphic tasks still remain impossible for information-theoretically
secure quantum protocols [31, 32], and thus require some assump-
tions on the model, e.g. a computational bound on the adversary.
More recent works have demonstrated the possibility of building
computationally secure quantum cryptography based on compu-
tational assumptions that are plausibly weaker than the existence
of one-way functions. A prominent example is the construction of
cryptography based on pseudorandom quantum states (PRSs), intro-
duced by Ji, Liu, and Song [28]. Informally, an ensemble of quantum
states is pseudorandom if the states can be efficiently generated,
and if no polynomial-time quantum adversary can distinguish a
random state drawn from the ensemble from a Haar-random state.
PRSs can be defined with either single- [33] or multi-copy secu-
rity [28], depending on whether the adversary is allowed a single
copy, or any polynomial number of copies of the unknown state,
respectively. [28] also showed that the existence of quantum-secure
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one-way functions is sufficient to construct multi-copy pseudoran-
dom states, although the converse is not known. Hence, assuming
the existence of PRSs is no stronger than assuming the existence of
quantum-secure OWFs.

Despite appearing weaker than one-way functions, pseudoran-
dom states are surprisingly powerful, and suffice to construct a wide
variety of cryptography. Even with only single-copy secure pseudo-
random states, we can already construct commitment schemes and
some form of non-trivial one-time signatures [6, 33], the former of
which are equivalent to secure multiparty computation and compu-
tational zero knowledge proofs [6, 10, 14, 23, 41, 42]. From the more
standard notion of multi-copy security, we can also achieve private-
key query-secure quantum money [28] and non-trivial one-time
encryption [6].

Nevertheless, the evidence to suggest that PRSs are actually a
weaker assumption than OWFs is extremely limited. Indeed, other
than the basic intuition that there is no obvious way to construct
OWFs out of PRSs, the only provable separation between these
primitives is the result of Kretschmer [29], who constructed an
oracle relative to which BQP = QMA and yet pseudorandom states
exist. This shows that, in the black box setting, quantum-secure
OWFs are not implied by PRSs, because quantum algorithms can
efficiently invert any classical function if NP ⊆ BQP.

However, Kretschmer’s result comes with the major caveat that
the oracle achieving this separation is quantum, meaning that the
oracle is some arbitrary unitary transformation that only a quan-
tum algorithm can query. Hence, perhaps it is unsurprising that
this quantum oracle lets us achieve quantum cryptography (PRSs)
but not classical cryptography (OWFs)—there is no meaningful
way to define classical queries to a unitary oracle! In other words,
even though BQP = QMA implies that quantum-secure OWFs do
not exist, the statement “BQPO = QMAO implies that quantum-
secure OWFs do not exist relative to O” is less meaningful when
O is a quantum oracle, because any construction of OWFs cannot
depend on O. Furthermore, quantum oracle separations are con-
ceptually weaker than classical oracle separations, because they
can produce consequences that fail relative to all classical oracles.
Indeed, Aaronson [1] observed that that there exist inclusions of
complexity classes that trivially hold relative to all classical oracles
(e.g. BQP ⊆ ZQEXP), but that can be separated relative to certain
quantum oracles. Thus, for all we know, the result of [29] could
be merely an artifact of the quantumness of the oracle, and there
could be a classical relativizing proof that PRSs imply OWFs!

Another conceptual limitation of Kretschmer’s separation is that
the pseudorandom state construction involves directly generating
the state using a Haar-random oracle. However, unlike the classical
random oracle model, we very much do not know how to even
heuristically instantiate such a Haar random oracle in the real world,
other than via ad-hoc approaches such as random quantum circuits.
Therefore, [29] offers little insight into plausible constructions of
PRSs without OWFs in a non-oracular setting.

1.1 Our Results

In this work, we overcome these limitations of quantum oracles by
constructing a separation of PRSs and OWFs relative to a classical
oracle. Our main result is the following:

Theorem 1 (Proposition 19 andTheorem 22, informal). There
exists a classical oracle relative to which P = NP and single-copy pseu-
dorandom state ensembles exist.

Theorem 1 can thus be taken as a relativized construction of PRSs
in Impagliazzo’s “Algorithmica” [24]. Since OWFs do not exist if
P = NP, our result shows that OWFs are not necessary to construct
PRSs in the classical black box setting, answering a question of Ji,
Liu, and Song [28]. Note that our result is formally incomparable to
the result of [29]: on the one hand, our separation is conceptually
stronger, because our oracle is classical, rather than quantum. On
the other hand, we achieve single-copy PRSs, whereas [29] achieves
multi-copy PRSs.1

We briefly describe the oracle and the associated construction of
pseudorandom states. Our oracle O = (𝐴,𝐵) consists of two parts:
a random oracle 𝐴, and an oracle 𝐵 that is defined recursively to
answer all possible NP predicates of either𝐴 or 𝐵. Note that similar
oracles were used in [4, 11], and that PO

= NPO essentially by
definition. Furthermore, 𝐵 is constructed so that queries to 𝐵 are
roughly equivalent in power to queries to PH𝐴 . So, our result can
also be interpreted as showing that in the random oracle model,
there exist PRSs that are secure against BQPPH adversaries.

Our pseudorandom state ensemble is defined using what we call
𝑡-Forrelation states, which are 𝑛-qubit states |Φ𝐹 ⟩ of the form:

|Φ𝐹 ⟩ = 𝑈𝑓 𝑡 · 𝐻 ·𝑈𝑓 𝑡−1 · 𝐻 · · ·𝐻 ·𝑈𝑓 1 |+𝑛⟩ ,

where 𝐹 = (𝑓 1, 𝑓 2, . . . , 𝑓 𝑡 ) is a 𝑡-tuple of 𝑛-bit Boolean functions
𝑓 𝑖 : {±1}𝑛 → {±1}, 𝑈𝑓 𝑖 is the phase oracle corresponding to 𝑓 𝑖 ,
and 𝐻 is the 𝑛-qubit Hadamard transform. 𝑡-Forrelation states are a
generalization of so-called “phase states”, which correspond to the
case 𝑡 = 1 [7, 15, 27, 28]. 𝑡-Forrelation states are so called because
of their connection to the 𝑡-fold Forrelation problem [3, 9]. We
take the states in our PRS ensemble to be a set of randomly-chosen
2-Forrelation states with 𝐹 specified by the random oracle. That is,
we view 𝐴 as defining a pair of random functions (𝑓𝑘 ,𝑔𝑘 ) for each
key 𝑘 ∈ {0, 1}𝜅 (where 𝜅 is the security parameter), and we take
the pseudorandom state keyed by 𝑘 to be:

|𝜑𝑘 ⟩ ! |Φ(𝑓𝑘 ,𝑔𝑘 ) ⟩ = 𝑈𝑔𝑘 · 𝐻 ·𝑈𝑓𝑘 |+𝑛⟩ .
Here, we can pick 𝑛 to be any polynomial in 𝜅, although since we
only achieve single-copy security, it is only non-trivial if 𝑛 > 𝜅, as
also observed in prior works [28, 33].

We remark that similar “Hadamard/phase cocktails”2 have ap-
peared elsewhere in quantum information [5, 34, 35], including also
in Ji, Liu, and Song’s candidate construction of pseudorandom uni-
taries [28, Section 6.2], which are a strengthening of pseudorandom
states.

1.2 Proof Overview

Our proof builds on the recent construction by Aaronson, Ingram,
and Kretschmer [4] of an oracle relative to which P = NP and
BQP ≠ QCMA. Their proof of this separation involves showing
that an oracle distinguishing problem called OR ◦ Forrelation is
not in BQPPH. Informally, in the OR ◦ Forrelation problem, we

1Another technical difference is that we construct a world where P = NP, whereas [29]
constructs a world where BQP = QMA, and these are also incomparable [4, Theorems
4 and 9].
2We credit Scott Aaronson (personal communication) for suggesting this term.
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are given an exponentially-long list {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 of pairs of
𝑛-bit Boolean functions, and we must distinguish between:

(YES) There exists a single 𝑘 ∈ {0, 1}𝜅 such that the functions 𝑓𝑘
and 𝑔𝑘 are Forrelated, meaning that

!
!
!⟨+𝑛 |Φ(𝑓𝑘 ,𝑔𝑘 ) ⟩

!
!
! ≥ 𝜀 for

some 𝜀 ≥ 1/poly(𝜅),3 or
(NO) For every 𝑘 ∈ {0, 1}𝜅 , 𝑓𝑘 and 𝑔𝑘 are uniformly random, in

which case
!
!
!⟨+𝑛 |Φ(𝑓𝑘 ,𝑔𝑘 ) ⟩

!
!
! is negligible for every 𝑘 , with high

probability.

Our main insight is that viewing the Forrelation problem as a
state overlap problem allows us to relate OR ◦ Forrelation to the
2-Forrelation state PRS distinguishing task. In fact, we will formally
relate these problems via a reduction: we show that any BQPPH

adversary that distinguishes the PRS ensemble from random would
give rise to a BQPPH algorithm for solving OR ◦ Forrelation.
Given an instance {(𝑓 ′

𝑘
,𝑔′

𝑘
)}𝑘∈{0,1}𝜅 of OR ◦ Forrelation, we

choose a uniformly random function ℎ : {±1}𝑛 → {±1}. Then,
the PRS adversary is given the input state |Φℎ⟩ = 𝑈ℎ |+𝑛⟩, and
it is allowed queries to the oracle {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 defined by
(𝑓𝑘 ,𝑔𝑘 ) ! (𝑓 ′

𝑘
,𝑔′

𝑘
· ℎ).

Observe that if {(𝑓 ′
𝑘
,𝑔′

𝑘
)}𝑘∈{0,1}𝜅 is a YES instance of OR ◦

Forrelation, then there exists some 𝑘 such that

|⟨Φℎ |𝜑𝑘 ⟩ | =
!
!
!⟨Φℎ |Φ(𝑓𝑘 ,𝑔𝑘 ) ⟩

!
!
! =

!
!
!⟨+𝑛 |𝑈ℎ𝑈ℎ |Φ(𝑓 ′

𝑘
,𝑔′
𝑘
) ⟩

!
!
!

=

!
!
!⟨+𝑛 |Φ(𝑓 ′

𝑘
,𝑔′
𝑘
) ⟩

!
!
! ≥ 𝜀 .

In other words, the state |Φℎ⟩ given to the adversary has some non-
negligible overlap with a state |𝜑𝑘 ⟩ drawn from the PRS ensemble.
On the other hand, if {(𝑓 ′

𝑘
,𝑔′

𝑘
)}𝑘∈{0,1}𝜅 is a NO instance of OR ◦

Forrelation, then |Φℎ⟩ is far from all states in the PRS ensemble,
with high probability.

Though this reduction does not perfectly mapOR◦Forrelation
onto the security challenge of the PRS, we nevertheless show
that our reduction is quantitatively “close enough,” at least in the
single-copy case. Specifically, we prove that the distinguishing ad-
vantage of the adversary between the YES and NO instances of
OR ◦ Forrelation is polynomially related to its distinguishing
advantage between the pseudorandom and Haar-random security
challenges of the PRS. This polynomial dependence scales with the
parameter 𝜀.

Proving this dependence requires a delicate analysis based on a
carefully constructed distributional version of theOR◦Forrelation
problem. Along the way, we introduce a new variant of the Forre-
lation distribution [2, 37]—i.e., a distribution over pairs of Boolean
functions (𝑓 ,𝑔) that are Forrelated with high probability. This dis-
tribution is defined as follows: first, we choose 𝑓 to be uniformly
random. Then, independently for each 𝑥 ∈ {±1}𝑛 , we sample

𝑔(𝑥) ∈ {±1} with bias proportional to the Fourier coefficient 𝑓 (𝑥),
modulo a rounding step in case

!
!
!𝑓 (𝑥)

!
!
! is too large. Our Forrelation

distribution has the advantage that it is discretely defined, in con-
trast to the distributions given by Aaronson [2] or Raz and Tal [37],

3The Forrelation between 𝑓 and 𝑔 is usually defined directly in terms of the correlation

between 𝑓 and 𝑔 [2, 3], but our definition is equivalent. Indeed,
!
!
!⟨+𝑛 |Φ(𝑓𝑘 ,𝑔𝑘 ) ⟩

!
!
!
2
is

exactly the acceptance probability of the 2-query quantum algorithm for estimating
the Forrelation between 𝑓 and 𝑔 [2, Section 3.2].

which involve multivariate Gaussians. Thus, in some applications,
it may be easier to analyze. We prove that our Forrelation distribu-
tion is pseudorandom against AC0 using techniques similar to [16]
based on polarizing random walks.

1.3 Cryptographic Implications

From a practical standpoint, a non-oracular version of our PRS
construction can be instantiated by choosing {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 ac-
cording to a cryptographic hash function, or from a pseudorandom
function (PRF) ensemble keyed by 𝑘 . This generalizes the construc-
tion of PRSs using phase states with PRF-chosen phases [15, 28].
Theorem 1 then suggests that our construction based on Forrela-
tion states is secure against a much broader class of attacks than
phase state constructions: whereas PRF-based phase states can
be distinguished from Haar-random by a BQPNP adversary [29],
our construction remains secure even against the stronger class of
BQPPH adversaries.4

Alternatively, the proof of Theorem 1 can be understood as
showing that there exists a cryptographically useful property of
hash functions that is plausibly independent of the P vs. NP prob-
lem.Informally, this property is the following hardness assumption
of a hash function 𝐹 :

Property 2 (Property 33, informal). Let 𝐹 = {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 be
a list of pairs of efficiently computable functions. Given quantum
query access to an auxiliary function ℎ, it is hard for an adversary to
distinguish whether:

(i) There exists a 𝑘 such that 𝑓𝑘 is Forrelated with 𝑔𝑘 · ℎ, or
(ii) ℎ is uniformly random.

In other words, Property 2 posits the hardness of detecting Forre-
lations between two parts (𝑓𝑘 ,𝑔𝑘 ) of 𝐹 relative to a “shift” specified
by ℎ. Note that although this is a QCMA-style problem in the sense
that the shifted Forrelation is efficiently verifiable given the clas-
sical secret 𝑘 , it is actually unclear whether it could be broken if
BQP = QCMA. This is because in this problem, an oracle of ℎ is
given instead of (some succinct representation of) its code.

The key step in our proof involves reducing the security of the
pseudorandom state ensemble to this problem, while also showing
that a version of Property 2 holds for the oracle O that we construct.
As a result, we conclude that this property is simultaneously:

(a) Powerful enough to construct various useful quantum cryp-
tographic schemes, including commitments, zero knowledge,
one-time signatures, etc., because it suffices to construct pseu-
dorandom states,

(b) Plausibly true for existing hash functions like SHA-3, because
it holds for a random oracle, and

(c) Independent of the existence of one-way functions in the black-
box setting (and, indeed, even independent of P vs. NP).

Prior to this work, we could only find properties that achieve
any two of these three: the existence of one-way functions satis-
fies (a) [6, 28, 33] and (b) [26]; the quantum oracle constructed in

4Strictly speaking, the BQPNP attack on phase states requires a polynomial number of
copies of the state, while our proof of security against BQPPH adversaries only applies
in the singe-copy case. However, we conjecture that the 𝑡 -Forrelation construction
remains secure even in the multi-copy case, at least for some sufficiently large 𝑡 . We
outline a plausible path towards proving this in Section 1.4.
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[29] achieves (a) and (c); and the trivial property satisfies (b) and
(c) [8]. Most notably, unlike the result of [29], we do not require
a practical realization of Haar-random oracles in order to build
OWF-independent pseudorandom states. For further discussion,
see Section 6.

1.4 Open Problems

Perhaps the most natural question left for future work is whether
our result can be strengthened to an oracle relative to which P = NP
and multi-copy PRSs exist. It seems reasonable to conjecture that 𝑡-
Forrelation states should remain secure against BQPPH adversaries
even in the multi-copy setting. However, our strategy based on
reduction from the OR ◦ Forrelation problem might not suffice to
prove this, at least in the 𝑡 = 2 case. For example, if we try to naively
extend our reduction to the the multi-copy case, then the adversary
receives |Φℎ⟩⊗𝑇 for some arbitrary polynomially-bounded𝑇 , rather
than a single copy of |Φℎ⟩. And though |⟨Φℎ |𝜑𝑘 ⟩ | ≥ 𝜀 may be non-

negligible,
!
!
!⟨Φℎ |⊗𝑇 |𝜑𝑘 ⟩⊗𝑇

!
!
! = |⟨Φℎ |𝜑𝑘 ⟩ |𝑇 ≥ 𝜀𝑇 could in general

be negligible if 𝑇 is large enough. As a result, the distinguishing
advantage of the adversary between the YES and NO instances of
OR ◦ Forrelation may no longer be polynomially related to its
distinguishing advantage between the pseudorandom and Haar-
random security challenges of the PRS.

Nevertheless, we show that there is some hope in extending
our approach to the multi-copy setting. Assuming a strong con-
jecture about 𝑡-Forrelation states for some 𝑡 = poly(𝑛), we condi-
tionally prove, via techniques similar to the single-copy case, the
BQPPH-security of 𝑡-Forrelation states. We give a formal statement
of the conjecture in Section 7. Roughly speaking, the conjecture
posits that for any given 𝑡-Forrelation state |Φ𝐺 ⟩, it is hard for
AC0 circuits of 2poly(𝑛) size to distinguish a 𝑡-tuple of functions
𝐹 = (𝑓 1, 𝑓 2, . . . , 𝑓 𝑡 ) chosen uniformly at random, from an 𝐹 chosen
subject to the constraint that |⟨Φ𝐹 |Φ𝐺 ⟩ | is negligibly close to 1. We
expect that choosing 𝑡 to be a large polynomial would be necessary
for this conjecture to hold, as otherwise there might be very few
𝐹 s for which |⟨Φ𝐹 |Φ𝐺 ⟩ | is close to 1.

Independent of the issue of single-copy versus multi-copy secu-
rity, can our oracle be strengthened in other ways? For example,
can one build an oracle relative to which P = NP and pseudorandom
unitaries (PRUs) [28] exist?5 Alternatively, could one give an oracle
relative to which P = QMA and PRSs exist? One challenge is that
if multi-copy PRSs exist, then P ≠ PP, as observed by Kretschmer
[29]. Thus, any oracle relative to which P = QMA and multi-copy
PRSs exist must also be an oracle relative to which P = QMA ≠ PP,
which is still an open problem [4]. However, it is not clear whether
a similar barrier exists in the single-copy case. Indeed, another
important direction for future work is to better understand what
computational assumptions are required to construct single-copy
PRSs, and also seemingly weaker quantum cryptographic prim-
itives such as EFI pairs [14]. In particular, does the existence of
single-copy PRSs imply P ≠ PSPACE?

Finally, we seek to better understand whether there is any sense
in which Forrelation, or an oracle problem like it, is necessary for

5Actually, to our knowledge, it is open even to construct PRUs relative to any classical
oracle.

our construction. Could the binary phase construction of pseudo-
random states [15, 28] in fact also be secure against BQPPH ad-
versaries in the single-copy setting? (Recall that in the multi-copy
setting, it is insecure against BQPPH, and indeed BQPNP, as shown
by Kretschmer [29].)

2 PRELIMINARIES

2.1 Basic Notation

We denote by [𝑛] the set {1, 2, . . . ,𝑛}. If D is a probability distri-
bution, then 𝑥 ∼ D means that 𝑥 is a random variable sampled
from D. If 𝑆 is a finite set, then 𝑥 ∼ 𝑆 means that 𝑥 is a uniformly
random element of 𝑆 . We let 1{𝑃} be the indicator function that
evaluates to 1 if the predicate 𝑃 is true, and 0 otherwise.

We use log(𝑥) to denote the base-2 logarithm of 𝑥 , while ln(𝑥)
is the base-𝑒 logarithm. For two 𝑛-dimensional vectors 𝑣,𝑤 , 𝑣 ⊙𝑤
denotes their Hadamard (entrywise) product, that is (𝑣⊙𝑤)𝑖 := 𝑣𝑖𝑤𝑖 .
For 𝑎 > 0, we let trnc𝑎 : R→ [−𝑎,𝑎] be the function that truncates
to the interval [−𝑎,𝑎], i.e. trnc𝑎 (𝑧) ! min{𝑎,max{−𝑎, 𝑧}}. We
may also omit the subscript 𝑎 if 𝑎 = 1. Observe that trnc𝑎 (𝑧) =

𝑎 · trnc(𝑧/𝑎).
We use TVD(𝑋 ,𝑌 ) to denote the total variation distance between

probability distributions, and TD(𝜌,𝜎) to denote the trace distance
between quantum states. We denote by diag(𝑋 ) the diagonal of a
matrix 𝑋 .

As in standard cryptographic notation, we use poly(𝑛) to denote
an arbitrary polynomially-bounded function of 𝑛, i.e. a function
𝑓 for which there is a constant 𝑐 > 0 such that 𝑓 (𝑛) ≤ 𝑛𝑐 for
all sufficiently large 𝑛. Likewise, we use polylog(𝑛) for an arbi-
trary 𝑓 satisfying 𝑓 (𝑛) ≤ log(𝑛)𝑐 for all sufficiently large 𝑛, and
quasipoly(𝑛) for an arbitrary 𝑓 satisfying 𝑓 (𝑛) ≤ 2log(𝑛)

𝑐
for all suf-

ficiently large 𝑛. negl(𝑛) denotes an arbitrary negligibly-bounded
function of 𝑛, i.e. a function 𝑓 with the property that for every 𝑐 > 0,
for all sufficiently large 𝑛, 𝑓 (𝑛) ≤ 𝑛−𝑐 .

2.2 Boolean Functions

For convenience, we use the ±1 basis for Boolean functions. Every
function 𝑓 : {±1}𝑛 → R can be represented uniquely as a real
multilinear polynomial:

𝑓 (𝑥) =
∑

𝑆⊆ [𝑛]
𝑓 (𝑆) ·

∏

𝑖∈𝑆
𝑥𝑖 ,

where 𝑓 (𝑆) are the Fourier coefficients of 𝑓 . This allows us to extend
the domain of 𝑓 to arbitrary inputs in R𝑛 . The Fourier coefficients
can be computed via:

𝑓 (𝑆) =
1

2𝑛

∑

𝑥 ∈{±1}𝑛
𝑓 (𝑥) ·

∏

𝑖∈𝑆
𝑥𝑖 .

for each 𝑆 ⊆ [𝑛]. In a slight abuse of notation, whenever 𝑥 ∈ {±1}𝑛 ,
we let 𝑓 (𝑥) = 𝑓 (𝑆) where 𝑆 ! {𝑖 ∈ [𝑛] : 𝑥𝑖 = −1}. For ℓ ∈ [𝑛], we
denote by

𝐿1,ℓ (𝑓 ) !
∑

𝑆⊆ [𝑛]: |𝑆 |=ℓ

!
!
!𝑓 (𝑆)

!
!
! .

If 𝑓 : {±1}𝑛 → {±1} is a Boolean function, we lettt(𝑓 ) ∈ {±1}2𝑛

denote the truth table of 𝑓 , i.e. the concatenation of 𝑓 evaluated on
all possible Boolean inputs, in lexicographic order. We denote by
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AC0 [𝑠,𝑑] the set of Boolean circuits of size at most 𝑠 and depth at
most 𝑑 consisting of unbounded fan-in AND, OR, and NOT gates.

2.3 Concentration Inequalities

The concentration inequalities stated below are standard (see e.g.
[40, Chapter 2]).

Fact 3 (Hoeffding’s inequality). Suppose𝑋1, . . . ,𝑋𝑛 are independent
random variables such that 𝑋𝑖 ∈ [𝑎𝑖 ,𝑏𝑖 ] for all 𝑖 . Let 𝑋 =

∑𝑛
𝑖=1 𝑋𝑖

and let 𝜇 = E[𝑋 ]. Then for all 𝑠 ≥ 0 it holds that:

Pr[|𝑋 − 𝜇 | ≥ 𝑠] ≤ 2 exp

(

−
2𝑠2

∑𝑛
𝑖=1 (𝑏𝑖 − 𝑎𝑖 )2

)

.

A real-valued random variable 𝑋 is 𝜎-subgaussian if Pr[|𝑋 −
E[𝑋 ] | ≥ 𝑠𝜎] ≤ 2𝑒−𝑠

2/2 holds for all 𝑠 ≥ 0. It follows from Hoeffd-
ing’s inequality that for any vector 𝑎 ∈ R𝑚 , the random variable
𝑋 = ⟨𝑎,𝑌 ⟩ where 𝑌 is uniform in {±1}𝑚 is 𝜎-subgaussian with
𝜎 = ∥𝑎∥2.

Fact 4 (Bernstein’s inequality). Let 𝑋1, . . . ,𝑋𝐿 be independent 𝜎-

subgaussian random variables. Let 𝑋 =
1
𝐿

∑𝐿
𝑖=1 𝑋

2
𝑖 and let 𝜇 = E[𝑋 ].

Then there exists an absolute constant 𝑐 > 0 such that for every 𝑠 ≥ 0:

Pr [|𝑋 − 𝜇 | ≥ 𝑠] ≤ 2 exp

(

−𝑐𝐿min

{
𝑠2

𝜎4
,
𝑠

𝜎2

})

.

We use the previous inequality to prove the following lemma.

Lemma 5. Let 𝑓1, · · · , 𝑓𝐿 : {±1}𝑛 → {±1} be independent samples
of uniformly random Boolean functions. Then, there exists an absolute
constant 𝐶 > 0, such that for any 𝑧 ∈ {±1}𝑛 , we have

E

!
!
!
!
!
1

𝐿

𝐿∑

𝑘=1

𝑓𝑘 (𝑧)2 −
1

2𝑛

!
!
!
!
!
≤

𝐶

2𝑛
√
𝐿
.

Proof. For a uniformly random Boolean function 𝑓 : {±1}𝑛 →
{±1}, the Fourier coefficient is given by 𝑓 (𝑧) = ⟨𝑎,𝑌 ⟩ where 𝑌 is

uniform in {±1}2𝑛 and ∥𝑎∥2 = 2−𝑛/2. Thus, 𝑓 (𝑧) is 𝜎-subgaussian
and E[|𝑓 (𝑧) |2] = 𝜎2 for 𝜎 = 2−𝑛/2. Fact 4 then implies the following
tail bound

Pr

[!!
!
!
!
1

𝐿

𝐿∑

𝑘=1

𝑓𝑘 (𝑧)2 −
1

2𝑛

!
!
!
!
!
≥ 𝑠

]

≤ 2 exp

(

−𝑐𝐿min

{
𝑠2

𝜎4
,
𝑠

𝜎2

})

.

Since E[𝑋 ] =
∫ ∞
0

Pr[𝑋 ≥ 𝑠]𝑑𝑠 for any non-negative random vari-
able 𝑋 , we have

E

!
!
!
!
!
1

𝐿

𝐿∑

𝑘=1

𝑓𝑘 (𝑧)2 −
1

2𝑛

!
!
!
!
!
≤ 2

∫ 𝜎2

0
𝑒−𝑐𝐿𝑠

2/𝜎4
𝑑𝑠 + 2

∫ ∞

𝜎2
𝑒−𝑐𝐿𝑠/𝜎

2
𝑑𝑠

=
2𝜎2
√
𝑐𝐿

∫ √
𝑐𝐿

0
𝑒−𝑠

2
𝑑𝑠 +

2𝜎2

𝑐𝐿

∫ ∞

𝑐𝐿
𝑒−𝑠𝑑𝑠

≤
𝐶𝜎2
√
𝐿
,

for an absolute constant 𝐶 > 0. Plugging in the value of 𝜎 gives us
the required bound. !

2.4 Quantum States

We also use the ±1 basis for quantum states. So, the space of 𝑛-qubit
pure states is spanned by the orthonormal basis {|𝑥⟩ : 𝑥 ∈ {±1}𝑛},
which we call the computational basis. We denote by 𝜇𝑛Haar the

Haar measure over 𝑛-qubit pure states. We let |+⟩ = |1⟩+|−1⟩√
2

, and

use |+𝑛⟩ as shorthand for |+⟩⊗𝑛 . When the context is clear, 𝐻 will
generally denote the 𝑛-qubit Hadamard transform defined by

𝐻 !

[ 1√
2

1√
2

1√
2

− 1√
2

] ⊗𝑛

.

If 𝑓 is a Boolean function, we let 𝑈𝑓 be the phase oracle corre-
sponding to 𝑓 , i.e. the unitary transformation that acts as𝑈𝑓 |𝑥⟩ =
𝑓 (𝑥) |𝑥⟩ on computational basis states |𝑥⟩. Note that for any Boolean
function 𝑓 and 𝑥 ∈ {±1}𝑛 , ⟨𝑥 |𝐻𝑈𝑓 |+𝑛⟩ = 𝑓 (𝑥).

We define multi-copy pseudorandom quantum states as follows.

Definition 6 (Multi-copy pseudorandom quantum states [28]). Let
𝜅 ∈ N be the security parameter, and let 𝑛(𝜅) be the number of qubits
in the quantum system. A keyed family of 𝑛-qubit quantum states
{|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 is multi-copy pseudorandom if the following two
conditions hold:

(i) (Efficient generation) There is a polynomial-time quantum algo-
rithm 𝐺 that generates |𝜑𝑘 ⟩ on input 𝑘 , meaning 𝐺 (𝑘) = |𝜑𝑘 ⟩.

(ii) (Computationally indistinguishable) For any polynomial-time
quantum adversary A and every 𝑇 = poly(𝜅):

!
!
!
!
!

Pr
𝑘∼{0,1}𝜅

[
A

(
1𝜅 , |𝜑𝑘 ⟩⊗𝑇

)
= 1

]
− Pr

|𝜓 ⟩∼𝜇𝑛
Haar

[
A

(
1𝜅 , |𝜓 ⟩⊗𝑇

)
= 1

]
!
!
!
!
!
≤ negl(𝜅) .

We emphasize that the above security definition must hold for
all polynomial values of 𝑇 (i.e. 𝑇 is not bounded in advance).

We also define single-copy pseudorandom states. Unlike in the
multi-copy case, we require 𝑛 > 𝜅 in order for the definition to be
nontrivial, analogous to how a classical pseudorandom generator
stretches a seed of length 𝜅 into a pseudorandom string of length
𝑛 > 𝜅 (see [33, Section 2.2] for further discussion).

Definition 7 (Single-copy pseudorandom states [33]). Let 𝜅 ∈ N
be the security parameter, and let 𝑛(𝜅) > 𝜅 be the number of qubits
in the quantum system. A keyed family of 𝑛-qubit quantum states
{|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 is single-copy pseudorandom if the following two
conditions hold:

(i) (Efficient generation) There is a polynomial-time quantum algo-
rithm 𝐺 that generates |𝜑𝑘 ⟩ on input 𝑘 , meaning 𝐺 (𝑘) = |𝜑𝑘 ⟩.

(ii) (Computationally indistinguishable) For any polynomial-time
quantum adversary A:
!
!
!
!
!

Pr
𝑘∼{0,1}𝜅

[A(1𝜅 , |𝜑𝑘 ⟩) = 1] − Pr
|𝜓 ⟩∼𝜇𝑛

Haar

[A(1𝜅 , |𝜓 ⟩) = 1]

!
!
!
!
!
≤ negl(𝜅) .

In this work, we only consider uniform quantum adversaries.
That is, the adversary A is specified by a polynomial-time Turing
machine 𝑀 , where 𝑀 (1𝜅 ) outputs a quantum circuit that imple-
ments A on security challenges of size 𝜅. However, our construc-
tion is plausibly secure against non-uniform adversaries as-is, or
possibly via the addition of a salting step [18].
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3 PSEUDORANDOMNESS OF THE
FORRELATION DISTRIBUTION

We define our discrete version of the Forrelation distribution as
follows:

Definition 8. The Forrelation distribution F𝑛 is a distribution over
a pair of functions 𝑓 ,𝑔 : {±1}𝑛 → {±1} sampled as follows. First, 𝑓
is sampled uniformly at random. Then, for each 𝑥 ∈ {±1}𝑛 , 𝑔(𝑥) is
sampled independently via:

𝑔(𝑥) =

⎧⎪⎪⎪⎨

⎪⎪⎪
⎩

1 with probability
1+trnc

(√
𝜀2𝑛 𝑓 (𝑥)

)

2

−1 with probability
1−trnc

(√
𝜀2𝑛 𝑓 (𝑥)

)

2 ,

where 𝜀 = 1
100𝑛 .

The main technical result of this section is that the above Forre-
lation distribution F𝑛 is pseudorandom against all constant-depth
2poly(𝑛) -size AC0 circuits.

Theorem 9. For every 𝐶 ∈ AC0 [2poly(𝑛) ,𝑂 (1)], the Forrelation
distribution F𝑛 satisfies

!
!
!
!
!

E
(𝑓 ,𝑔)∼F𝑛

[𝐶 (tt(𝑓 ),tt(𝑔))] − E
𝑧∼{±1}2·2𝑛

[𝐶 (𝑧)]

!
!
!
!
!
≤

poly(𝑛)
√
2𝑛

.

Theorem 9 will be a special case of the following theorem. The
special case holds since for any 𝐶 ∈ AC0 [2poly(𝑛) ,𝑂 (1)] it holds
that 𝐿1,2 (𝐶) ≤ poly(𝑛), as proved in [39].

Theorem 10. Let𝑁 = 2𝑛 . Let C be a family of 2𝑁 -variate Boolean
functions, which is closed under restrictions. Assume that for any
𝐶 ∈ C it holds that 𝐿1,2 (𝐶) ≤ 𝑡 . Then, for any 𝐶 ∈ C it holds that

!
!
!
!
!

E
𝑓 ,𝑔∼F𝑛

[𝐶 (tt(𝑓 ),tt(𝑔))] − E[𝐶]

!
!
!
!
!
≤ 𝑂

(
𝑡 · log𝑁
√
𝑁

)

.

Proof. We show how to obtain the distribution F𝑛 approxi-
mately as a result of a randomwalk, taking polylog(𝑁 ) steps, where
each step is a multi-variate Gaussian.

(1) Let𝑚 = 200 ln(𝑁 )/𝜀.
(2) Let 𝑋 (≤0)

= 10, 𝑌 (≤0)
= 10.

(3) For 𝑖 = 1, . . . ,𝑚:

Let 𝑋 (𝑖) ∼ 𝑁 (0, 𝜀)𝑁

Let 𝐷 = (1 − |𝑋 (≤𝑖−1) |)

𝑋 (≤𝑖)
= 𝑋 (≤𝑖−1) + 𝐷 ⊙ trnc(𝑋 (𝑖) )

𝑌 (≤𝑖)
= trnc(𝑌 (≤𝑖−1) + trnc1/2 (

√
𝜀𝐻𝐷 ⊙ 𝑋 (𝑖) ))

(4) Output (𝑋 (≤𝑚) ,𝑌 (≤𝑚) ).
We observe that by definition, the coordinates of 𝑋 (≤𝑖) and 𝑌 (≤𝑖)

are bounded in [−1, 1], and the coordinates of 𝑋 (≤𝑖) are indepen-
dent. We further make the following three claims/observations.

The first claim should be interpreted as “with high probability,
truncations are irrelevant”.

Claim 11. With probability at least 1 −𝑚/𝑁 10, for all 𝑖 ∈ [𝑚]

𝑌 (≤𝑖)
=
√
𝜀𝐻𝑋 (≤𝑖) and 𝑌 (≤𝑖) ∈ [−1/2, 1/2]𝑁 .

The second claim should be interpreted as “𝑋 (≤𝑖) polarizes”, i.e.,
coordinates get closer to ±1.

Claim 12. With probability at least 1 − 1/𝑁 2, we have

|𝑋 (≤𝑚) | ∈ [1 − 1/𝑁 3, 1]𝑁 .

The third claim should be interpreted as “with high probability,
the change under the 𝑖-th step is small (with respect to 𝐶)”.

Claim 13. For any 𝑖 ∈ [𝑚], with probability at least 1 − 2/𝑁 2 over

(𝑋 (≤𝑖−1) ,𝑌 (≤𝑖−1) ) (i.e., the history before step 𝑖), the 𝑖-th step size
satisfies

E
𝑋 (𝑖 )

[
𝐶

(
𝑋 (≤𝑖) ,𝑌 (≤𝑖)

)
−𝐶

(
𝑋 (≤𝑖−1) ,𝑌 (≤𝑖−1)

)]
≤ 𝑂

(
𝑡𝜀/

√
𝑁

)
.

We defer the proof of the claims to the end of the section, after
Theorem 15. We show how to complete the proof given the three
claims. Let E be the event that:

𝑌 (≤𝑚)
=
√
𝜀𝐻𝑋 (≤𝑚) (1)

𝑌 (≤𝑚) ∈ [−1/2, 1/2]𝑁 (2)
!
!
!𝑋 (≤𝑚)

!
!
! ∈ [1 − 1/𝑁 3, 1]𝑁 (3)

∀𝑖 ∈[𝑚] :
(
𝑋 (≤𝑖−1) ,𝑌 (≤𝑖−1)

)
satisfies

E
𝑋 (𝑖 )

[
𝐶

(
𝑋 (≤𝑖) ,𝑌 (≤𝑖)

)
−𝐶

(
𝑋 (≤𝑖−1) ,𝑌 (≤𝑖−1)

)]
≤ 𝑂

(
𝑡𝜀/

√
𝑁

)
.

(4)

Let 𝛿 := Pr[¬E] which by the three claims is at most 1/𝑁 for
sufficiently large 𝑁 . For each 𝑖 ∈ [𝑚], we have

!
!
!E[𝐶 (𝑋 (≤𝑖) ,𝑌 (≤𝑖) ) | E] − E[𝐶 (𝑋 (≤𝑖−1) ,𝑌 (≤𝑖−1) ) | E]

!
!
! ≤

𝑂
(
𝛿 + 𝑡𝜀/

√
𝑁

)
≤ 𝑂

(
𝑡𝜀/

√
𝑁

)
,

since conditioned on E, the (𝑖 − 1)-th history definitely satisfies
Condition (4), but the conditioning might change the distribution of
𝑋 (𝑖) by up to 𝛿 total-variation distance, and we need to compensate
for that. We get that

!
!
!E[𝐶 (𝑋 (≤𝑚) ,𝑌 (≤𝑚) ) | E] − E[𝐶]

!
!
! ≤ 𝑂

(
𝑚𝑡𝜀/

√
𝑁

)
.

From Condition (3), we see that 𝑋 ′ := sgn(𝑋 ≤𝑚) is 1/𝑁 3-close to
𝑋 (≤𝑚) . By Condition (1) we see that 𝑌 (≤𝑚)

=
√
𝜀𝐻𝑋 (≤𝑚) and thus

𝑌 ′ :=
√
𝜀𝐻𝑋 ′

=
√
𝜀𝐻𝑋 (≤𝑚) +

√
𝜀𝐻 (𝑋 ′ − 𝑋 (≤𝑚) ) = 𝑌 (≤𝑚) + 𝑒𝑟𝑟

where each coordinate of 𝑒𝑟𝑟 is at most
√
𝜀
√
𝑁 /𝑁 3 ≤ 1/𝑁 2 in

absolute value. By Condition (2), we get that 𝑌 ′ ∈ [−1, 1]𝑁 . We
apply the next claim to get

!
!
!E[𝐶 (𝑋 ′,𝑌 ′) |E] − E[𝐶 (𝑋 (≤𝑚) ,𝑌 (≤𝑚) ) |E]

!
!
! ≤ 2/𝑁 .

Fact 14 (Folklore, See e.g. [17, Lemma 2.7]). Let 𝐶 : [−1, 1]2𝑁 →
[−1, 1] be a multi-linear function. Then for every 𝑧, 𝑧′ ∈ [−1, 1]2𝑁
we have |𝐶 (𝑧) −𝐶 (𝑧′) | ≤ 2𝑁 · ∥𝑧 − 𝑧′∥∞.

Then, triangle inequality gives
!
!E[𝐶 (𝑋 ′,𝑌 ′) |E] − E[𝐶]

!
! ≤ 2/𝑁 +𝑂

(
𝑚𝑡𝜀/

√
𝑁

)
≤ 𝑂

(
𝑚𝑡𝜀/

√
𝑁

)
,
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and since (𝑋 ′,𝑌 ′) |E is 𝛿-close in statistical distance to the distribu-
tion (𝑋 ′, trnc(

√
𝜀𝐻𝑋 ′)) we get

| E[𝐶 (𝑋 ′, trnc(
√
𝜀𝐻𝑋 ′))] − E[𝐶] | ≤ 𝑂

(
𝑚𝑡𝜀/

√
𝑁

)
+ 𝛿

≤ 𝑂
(
𝑚𝑡𝜀/

√
𝑁

)

= 𝑂
(
𝑡 log(𝑁 )/

√
𝑁

)
.

Finally, we observe that𝑋 ′ is the uniform distribution over {−1, 1}𝑁
and the expectation of any multilinear polynomial with respect to
(𝑋 ′, trnc(

√
𝜀𝐻𝑋 ′)) is the same as that with respect to the Forrela-

tion distribution F𝑛 . !

Proofs of the Three Claims. Wewill rely on the following theorem
from [37] and the following lemma from [16].

Theorem 15 ([37], as restated in [17, Theorem 9]). Let𝑛, 𝑡 ≥ 1,
𝛿 ∈ (0, 1). Let 𝑍 ∈ R𝑛 be a zero-mean multivariate Gaussian random
variable with the following two properties:

(1) For 𝑖 ∈ [𝑛]: Var[𝑍𝑖 ] ≤ 1
8 ln(𝑛/𝛿) .

(2) For 𝑖, 𝑗 ∈ [𝑛], 𝑖 ≠ 𝑗 : |Cov[𝑍𝑖 ,𝑍 𝑗 ] | ≤ 𝛿 .

Let C be a family of 𝑛-variate Boolean functions, which is closed
under restrictions. Assume that 𝐿1,2 (C) ≤ 𝑡 . Then, for any 𝐶 ∈ C it

holds that
!
!
!E[𝐶 (trnc(𝑍 ))] −𝐶 (10)

!
!
! ≤ 𝑂 (𝛿 · 𝑡).

Claim 16 ([16, Claim 3.3]]). Let 𝑓 be a multilinear function on R𝑛

and 𝑣 ∈ (−1, 1)𝑛 . Let 𝛿 ∈ [0, 1]𝑛 with 𝛿𝑖 ≤ 1− |𝑣𝑖 |. Then, there exists
a distribution over random restrictions 𝜌 such that for any 𝑧 ∈ R𝑛 ,

𝑓 (𝑣 + 𝛿 ⊙ 𝑧) − 𝑓 (𝑣) = E
𝜌
[𝑓𝜌 (𝑧) − 𝑓𝜌 (10)] .

We remark that the statement of [16, Claim 3.3] as stated in their
paper is slightly different from the above, but the above claim is
implicit in their proof.

We go on to prove the three claims. We start with the proof of
Claim 13 as it is the hardest.

Proof of Claim 13. Fix a history 𝑥 (≤𝑖−1) ,𝑦 (≤𝑖−1) and assume
that 𝑦 (≤𝑖−1) ∈ [−1/2, 1/2]𝑁 , an event which happens with proba-
bility at least 1 − 1/𝑁 2. Let 𝑑 = (1 − |𝑥 (≤𝑖−1 |). By definition,

𝑌 (≤𝑖)
= trnc

(
𝑦 (≤𝑖−1) + trnc1/2 (

√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )

)
,

and by our assumption on 𝑦 (≤𝑖−1) we get that we can get rid of the
outer trnc. Furthermore we observe that trnc1/2 (𝑥) = 1

2 trnc(2𝑥)
and we can thus simplify further to

𝑌 (≤𝑖)
= 𝑦 (≤𝑖−1) +

1

2
· trnc

(
2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )

)
.

We plug this in and apply Claim 16, to get that LHS of Claim 13

E
𝑋 (𝑖 )

[
𝐶

(
𝑋 (≤𝑖) ,𝑌 (≤𝑖)

)
−𝐶

(
𝑥 (≤𝑖−1) ,𝑦 (≤𝑖−1)

)]

= E
𝑋 (𝑖 )

[

𝐶

(

𝑥 (≤𝑖−1) + 𝑑 ⊙ trnc
(
𝑋 (𝑖)

)
, 𝑦 (≤𝑖−1)+

1

2
· trnc

(
2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )

))

−𝐶
(
𝑥 ≤ (𝑖−1) ,𝑦≤ (𝑖−1)

) ]

= E
𝑋 (𝑖 ) ,𝜌

[
𝐶𝜌

(
trnc

(
𝑋 (𝑖)

)
, trnc

(
2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )

))
−𝐶𝜌 (0)

]

for some distribution over random restrictions 𝜌 . To apply Theo-
rem 15, it remains is to bound the variances and co-variances of

the coordinates in
(
𝑋 (𝑖) , 2

√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )

)
. We see that:

∀𝑗 : Var
(
𝑋

(𝑖)
𝑗

)
= 𝜀

∀𝑗 : Var
(
(2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )) 𝑗

)
= 4𝜀 · 𝜀

∑

ℓ

𝐻2
𝑗,ℓ · 𝑑

2
ℓ ≤ 4𝜀2

∀𝑗 ≠ 𝑘 : Cov
(
𝑋

(𝑖)
𝑗 ,𝑋

(𝑖)
𝑘

)
= 0

∀𝑗,𝑘 :
!
!
!Cov

(
2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )) 𝑗 ,𝑋 (𝑖)

𝑘

)!!
! =

!
!2
√
𝜀 · 𝐻 𝑗,𝑘 · 𝑑𝑘 · 𝜀

!
! ≤ 2𝜀3/2/

√
𝑁

∀𝑗 ≠ 𝑘 :
!
!
!Cov

(
(2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )) 𝑗 , (2

√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) ))𝑘

)!!
! =

4𝜀2 ·

!
!
!
!
!

∑

ℓ

𝐻 𝑗,ℓ𝐻𝑘,ℓ𝑑
2
ℓ

!
!
!
!
!

To bound the last term, we consider the history𝑋 (≤𝑖−1) as a random
variable. We denote by𝐷 = (1− |𝑋 (≤𝑖−1) |) and show that with high
probability over the history, 4𝜀2 ·

!
!∑

ℓ 𝐻 𝑗,ℓ𝐻𝑘,ℓ𝐷
2
ℓ

!
! is small. Observe

that since the rows of 𝐻 are orthogonal, and all entries are ±1/
√
𝑁 ,

then there are exactly 𝑁 /2 indices ℓ such that 𝐻 𝑗,ℓ𝐻𝑘,ℓ = 1/𝑁
and exactly 𝑁 /2 indices ℓ such that 𝐻 𝑗,ℓ𝐻𝑘,ℓ = −1/𝑁 . Thus, we
can pair each positive index ℓ with a negative index ℓ ′. For each
such pair, (ℓ, ℓ ′), the expectation of 1

𝑁 (𝐷2
ℓ − 𝐷2

ℓ′) is 0 as the coor-
dinates of 𝑋 (≤𝑖−1) are i.i.d. Furthermore, 1

𝑁 (𝐷2
ℓ − 𝐷2

ℓ′) is bounded
in [−1/𝑁 , 1/𝑁 ]. By Hoeffding’s inequality (Fact 3), we get that for
any 𝜂,

Pr

[!!
!
!
!

∑

ℓ

𝐻 𝑗,ℓ𝐻𝑘,ℓ𝐷
2
ℓ

!
!
!
!
!
≥ 𝜂

]

≤ 2 exp(−𝜂2𝑁 ) .

By taking 𝜂 := 1/
√
𝜀𝑁 , we get that this probability is smaller than

2 exp(−1/𝜀) = 2/𝑁 100. To summarize, we see that with probability
at least 1 − 2/𝑁 2, the history satisfies 𝑌 (≤𝑖−1) ∈ [−1/2, 1/2]𝑁
and

!
!∑

ℓ 𝐻 𝑗,ℓ𝐻𝑘,ℓ𝐷
2
ℓ

!
! < 1/

√
𝜀𝑁 . This makes the co-variances of

(𝑋 (𝑖) , 2
√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) )) smaller than 𝛿 := 𝜀/

√
𝑁 and the variances

smaller than 𝜀 ≤ 1/(8 ln(𝑁 /𝛿)), and hence Theorem 15 gives

∀𝜌 : E
𝑋 (𝑖 )

[
𝐶𝜌

(
trnc(𝑋 (𝑖) ), trnc(2

√
𝜀𝐻 (𝑑 ⊙ 𝑋 (𝑖) ))

)
−𝐶𝜌 (0)

]
≤

𝑂 (𝑡 · 𝛿) = 𝑂 (𝑡𝜀/
√
𝑁 ) . !

Proof of Claim 11. For 𝑖 = 1, . . . ,𝑚, let E𝑖 be the event that
𝑌 (≤𝑖) satisfy the conditions of the claim, i.e., 𝑌 (≤𝑖)

=
√
𝜀𝐻𝑋 (≤𝑖)

and 𝑌 (≤𝑖) ∈ [−1/2, 1/2]𝑁 .
We prove by induction on 𝑖 that Pr[E1, . . . , E𝑖 ] ≥ 1− 𝑖/𝑁 10. The

claim surely holds for 𝑖 = 0. For 𝑖 ≥ 1, conditioned on E1, . . . , E𝑖−1,
𝑋 (𝑖) is still completely random, and by the concentration of multi-
variate Gaussians, the 𝑖-th step size is small with high probability.
More precisely,

√
𝜀𝐻 (𝐷⊙𝑋 (𝑖) ) gives𝑁 independent Gaussians with

zero-mean and variance ≤ 𝜀2. They are all in the range [−1/2, 1/2]
with a probability of at least 1− 2𝑁 · exp(−Ω(1/𝜀2)) ≥ 1−negl(𝑁 ).
Furthermore 𝑋 (𝑖) ∈ [−1, 1]𝑁 with with probability at least 1 −
2𝑁 exp(−1/2𝜀) ≥ 1−1/𝑁 40. Let E ′

𝑖 be the event that all coordinates

of
√
𝜀𝐻 (𝐷 ⊙ 𝑋 (𝑖) ) are between −1/2 and 1/2 and all coordinates

1595



STOC ’23, June 20–23, 2023, Orlando, FL, USA William Kretschmer, Luowen Qian, Makrand Sinha, and Avishay Tal

of 𝑋 (𝑖) are between −1 and 1. Under this event, we get that the
truncations do nothing, and we have

𝑋 (≤𝑖)
= 𝑋 (≤𝑖−1) + 𝐷 ⊙ 𝑋 (𝑖)

𝑌 (≤𝑖)
= 𝑌 (≤𝑖−1) +

√
𝜀𝐻 (𝐷 ⊙ 𝑋 (𝑖) ) .

Thus, under E1, . . . , E𝑖−1, E ′
𝑖 , we have

𝑌 (≤𝑖)
=
√
𝜀𝐻𝑋 (≤𝑖)

which concludes the proof of the first property.
As for the second property, observe that without any condition-

ing, 𝑋 (≤𝑖) is a collection of 𝑁 i.i.d. zero-mean bounded random
variables in [−1, 1]. This means that we can apply Hoeffding’s
inequality (Fact 3) to conclude that

∀𝑗 ∈ [𝑁 ] : Pr[| (
√
𝜀𝐻𝑋 (≤𝑖) ) 𝑗 | ≥ 1/2] ≤ 2 · exp(−1/(8𝜀)).

Finally, we observe that if both the events 𝑌 (≤𝑖)
=
√
𝜀𝐻𝑋 (≤𝑖) and

(
√
𝜀𝐻𝑋 (≤𝑖) ) ∈ [−1/2, 1/2]𝑁 happen, then the event E𝑖 happens.

Taking a union bound over the bad events, we get that

Pr[¬E𝑖 | E1, . . . , E𝑖−1] ≤ negl(𝑁 ) + 1/𝑁 40 + 2𝑁 · exp(−1/(8𝜀))

≤ 1/𝑁 10 ,

which, in turn, implies that Pr[E1, . . . , E𝑖 ] ≥ 1 − 𝑖/𝑁 10. !

To prove Claim 12 we rely on the following Claim from [16].

Claim 17 ([16, Claim 3.5]). Let𝐴1, . . . ,𝐴𝑚 ∈ [−1, 1] be independent
symmetric random variables with E[𝐴2

𝑖 ] ≥ 𝑝 . For 𝑖 = 1, . . . ,𝑚 define

𝐵𝑖 = 𝐵𝑖−1 + (1 − |𝐵𝑖−1 |)𝐴𝑖 , where 𝐵0 = 0. Then, E[𝐵2𝑚] ≥ 1 − 𝑞 for
𝑞 = 3 exp(−𝑚𝑝/16).

Proof of Claim 12. Fix 𝑗 ∈ [𝑁 ]. We see that the sequences

𝐴1 = trnc(𝑋 (1)
𝑗 ), . . . ,𝐴𝑚 = trnc(𝑋 (𝑚)

𝑗 ) and 𝐵1 = 𝑋
(≤1)
𝑗 , . . . ,𝐵𝑚 =

𝑋
(≤𝑚)
𝑗 satisfy 𝐵𝑖 = 𝐵𝑖−1 + (1 − |𝐵𝑖−1 |)𝐴𝑖 . Additionally, 𝐴1, . . . ,𝐴𝑚

are independent, symmetric random variables with

E[𝐴2
𝑖 ] = E

[
(𝑋 (𝑖)

𝑗 )2
]
− E

[(
(𝑋 (𝑖)

𝑗 )2 − 1
)
· 1

{
|𝑋 (𝑖)

𝑗 | ≥ 1
}]

≥ 𝜀 − 1/𝑁 50 ≥ 𝜀/2 .

Thus, we get that E[1 − |𝐵𝑚 |] ≤ E[1 − 𝐵2𝑚] ≤ 𝑞 for 𝑞 =

3 exp(−𝑚𝜀/32) ≤ 1/𝑁 6, and in particular Pr[1 − |𝐵𝑚 | ≥ 1/𝑁 3] ≤
1/𝑁 3. Taking union bound over all 𝑁 coordinates completes the
proof. !

4 CONSTRUCTION OF THE ORACLE

The oracle used in our construction of pseudorandom states is
simple to describe: it consists of a uniformly random oracle 𝐴, and
an oracle 𝐵 that answers all NP queries to 𝐴 or 𝐵. Formally, we
construct the oracle as follows.

Definition 18. For a language 𝐴 : {±1}∗ → {±1}, we define a
language O[𝐴] as follows. We construct an oracle 𝐵 inductively: for
each ℓ ∈ N and 𝑥 ∈ {±1}ℓ , view 𝑥 as an encoding of a pair ⟨𝑀,𝑦⟩
such that

(1) ⟨𝑀,𝑦⟩ takes less than ℓ bits to specify,6

(2) 𝑀 is an NP oracle machine and 𝑦 is an input to𝑀 ,

6Note that there are 2ℓ − 1 such possible ⟨𝑀, 𝑦⟩, which is why we take an encoding
in {±1}ℓ .

(3) 𝑀 is syntactically restricted to run in less than ℓ steps, and to

make queries to 𝐴 and 𝐵 on strings of length at most ⌊
√
ℓ⌋.

Then we define 𝐵(𝑥) ! 𝑀 (𝑦). Finally, let O[𝐴] = (𝐴,𝐵).

Oracles such as those defined in Definition 18 always collapse
NP to P, as shown below.

Proposition 19. For any language 𝐴 : {±1}∗ → {±1}, PO[𝐴]
=

NPO[𝐴] .

Proof. Given an NPO[𝐴] machine𝑀 and input 𝑦, a polynomial
time algorithm can decide𝑀 (𝑦) by taking 𝑥 = ⟨𝑀,𝑦⟩ and querying
𝐵(𝑥). !

Similar oracle constructions appeared in [4, 11]. Morally speak-
ing, queries to O[𝐴] are roughly equivalent in power to queries
to PH𝐴 . Indeed, any PH𝐴 language can be decided in PO[𝐴] , by a
simple extension of Proposition 19. A partial converse also holds:
via the well-known connection between between PH algorithms
and AC0 circuits [20], each bit of O[𝐴] can be computed by an
exponential-sized AC0 circuit depending on 𝐴.

We next define the quantum states that we use to construct
pseudorandom ensembles relative to our oracles, which are based
on 𝑡-Forrelation states.

Definition 20 (𝑡-Forrelation states). For a 𝑡-tuple of functions 𝐹 =

(𝑓 1, 𝑓 2, ..., 𝑓 𝑡 ) where 𝑓 𝑖 : {±1}𝑛 → {±1}, we denote by |Φ𝐹 ⟩ the
state:

|Φ𝐹 ⟩ ! 𝑈𝑓 𝑡 · 𝐻 ·𝑈𝑓 𝑡−1 · 𝐻 · · ·𝐻 ·𝑈𝑓 1 |+𝑛⟩ .
where𝑈𝑓 𝑖 is the unitary phase oracle corresponding to 𝑓

𝑖 and𝐻 is the
𝑛-qubit Hadamard transform. We call any such state a 𝑡-Forrelation
state.

The pseudorandom state ensembles we consider consist of ran-
dom 𝑡-Forrelation states where the phase oracles are specified by
the random oracle 𝐴.

Definition 21 (State ensemble relative to 𝐴). Fix a security param-
eter 𝜅 and 𝑡 ≥ 1. We define an ensemble of 𝑛-qubit states for some
𝜅 + 1 ≤ 𝑛 ≤ poly(𝜅). For each 𝑘 ∈ {0, 1}𝜅 and 𝑖 ∈ [𝑡], define 𝑓 𝑖

𝑘
:

{±1}𝑛 → {±1} by 𝑓 𝑖
𝑘
(𝑥) = 𝐴(𝑥,𝑘, 𝑖).7 Letting 𝐹𝑘 = (𝑓 1

𝑘
, 𝑓 2
𝑘
, . . . , 𝑓 𝑡

𝑘
)

we choose:
|𝜑𝑘 ⟩ ! |Φ𝐹𝑘 ⟩ ,

and take the ensemble to be {|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 .

The main goal of the remainder of this work will be to show
that when 𝐴 is a random oracle, then with probability 1 over 𝐴, the
set {|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 forms a secure pseudorandom state ensemble
relative to O[𝐴]. We emphasize that our proofs will show security
for any function 𝑛(𝜅) that satisfies 𝜅 + 1 ≤ 𝑛 ≤ poly(𝜅).

5 SINGLE-COPY SECURITY

Throughout this section, we fix 𝑡 = 2 in Definition 21. Additionally,
we will always denote (𝑓 1

𝑘
, 𝑓 2
𝑘
) by (𝑓𝑘 ,𝑔𝑘 ), so that:

|𝜑𝑘 ⟩ = 𝑈𝑔𝑘 · 𝐻 ·𝑈𝑓𝑘 |+𝑛⟩ .
The goal of this section is to prove, relative to O[𝐴], the pseudoran-
domness of the ensemble {|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 defined in Definition 21.

7In a slight abuse of notation, 𝑘 and 𝑖 correspond to their binary representations over

{±1}𝜅 and {±1}⌈log 𝑡⌉ , respectively, in𝐴(𝑥,𝑘, 𝑖) .
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Theorem 22. With probability 1 over a random oracle 𝐴, the en-
semble {|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 is single-copy pseudorandom relative to O[𝐴].

5.1 Construction of Hybrids

We will prove Theorem 22 via a hybrid argument. Each hybrid
below defines a security challenge for the quantum adversary. The
security challenge consists of a state |𝜓 ⟩ and an oracle 𝐴 that are
sampled by the hybrid (note that |𝜓 ⟩ may in general depend on 𝐴).
The adversary is given a single copy of |𝜓 ⟩ as input, and can make
queries to O[𝐴].

For convenience, in each of these hybrids we only specify the
part of 𝐴 that corresponds to the functions {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 that
are used to construct the states with security parameter 𝜅. Recall
that 𝑓𝑘 (𝑥) = 𝐴(𝑥,𝑘, 1) and 𝑔𝑘 (𝑥) = 𝐴(𝑥,𝑘,−1). Otherwise, the rest
of 𝐴 is always sampled uniformly at random.

Ultimately, we wish to show the indistinguishability of the fol-
lowing two challenges:

Hybrid H0: Sample 𝑘∗ ∼ {0, 1}𝜅 . For each 𝑘 ∈ {0, 1}𝜅 , sample
𝑓𝑘 ,𝑔𝑘 : {±1}𝑛 → {±1} uniformly at random. The adversary gets
|𝜓 ⟩ = |𝜑𝑘∗ ⟩ as input.

Hybrid H4: For each 𝑘 ∈ {0, 1}𝜅 , sample 𝑓𝑘 ,𝑔𝑘 : {±1}𝑛 → {±1}
uniformly at random. The adversary gets a Haar-random state |𝜓 ⟩
as input.

Hybrid H0 corresponds to sampling a state from the PRS ensem-
ble, whereas Hybrid H4 corresponds to sampling a Haar-random
state. We will interpolate between these hybrids by changing how
we sample either the oracle 𝐴 or the state |𝜓 ⟩ in each step.

In the first intermediate hybrid, we observe that the uniform
distribution over (𝑓𝑘 ,𝑔𝑘 ) can also be generated by first sampling
a Forrelated (𝑓 ′

𝑘
,𝑔′

𝑘
), and then multiplying 𝑔′

𝑘
pointwise with a

uniformly random function. This motivates the next hybrid, which
we shall show is equivalent to H0.

Hybrid H1: Sample 𝑘∗ ∼ {0, 1}𝜅 . For each 𝑘 ∈ {0, 1}𝜅 , sample
𝑓 ′
𝑘
,𝑔′

𝑘
: {±1}𝑛 → {±1} as follows:

• If 𝑘 = 𝑘∗, draw (𝑓 ′
𝑘
,𝑔′

𝑘
) ∼ F𝑛 .

• If 𝑘 ≠ 𝑘∗, draw 𝑓 ′
𝑘
,𝑔′

𝑘
uniformly at random.

Additionally, sample a random function ℎ : {±1}𝑛 → {±1}. For
each 𝑘 ∈ {0, 1}𝜅 , set 𝑓𝑘 = 𝑓 ′

𝑘
and 𝑔𝑘 = 𝑔′

𝑘
· ℎ (i.e. XOR in the ±1

domain). The adversary gets |𝜓 ⟩ = |𝜑𝑘∗ ⟩ as input.

From the results of [4] (and Theorem 9 about the Forrelation
distribution F𝑛), we know that no efficient quantum algorithm
that queries the oracle O[𝐴] can distinguish the distribution of
{𝑓 ′
𝑘
,𝑔′

𝑘
}𝑘 where a random pair 𝑘∗ is Forrelated from the uniform

distribution {𝑓 ′
𝑘
,𝑔′

𝑘
}𝑘 . So, one expects that if one samples 𝑓 ′

𝑘∗ ,𝑔
′
𝑘∗

to be uniformly random instead, no quantum algorithm should be
able to detect this. However, we cannot use the result of [4] as a
black box, because in our setting the quantum algorithm also gets
an input state that is correlated with the distribution of the oracle.

To handle this issue, we first show that we can replace the input
state with a state that is not correlated with the oracle, so that
afterwards we can apply the result of [4]. Ultimately, we will argue
using the definition of F𝑛 that, from the viewpoint of the algorithm,

the replaced state looks like a mixture of |𝜑𝑘∗ ⟩ and a maximally
mixed state in the orthogonal subspace.

Hybrid H2: The distribution of 𝑓𝑘 ,𝑔𝑘 ,ℎ : {±1}𝑛 → {±1} is the
same as the Hybrid H1, but the adversary instead receives the state
|𝜓 ⟩ = |Φℎ⟩ as the input (recall that |Φℎ⟩ = 𝑈ℎ |+𝑛⟩).

Since in Hybrid H2, the input state is independent of the oracle,
we can apply the result of [4] and switch the distribution of 𝑓 ′

𝑘∗ ,𝑔
′
𝑘∗

as discussed before. This gives us the next hybrid.

Hybrid H3: The distribution of 𝑓𝑘 ,𝑔𝑘 is chosen as in the Hybrid
H2 except that 𝑓 ′𝑘∗ ,𝑔

′
𝑘∗ are chosen to be uniformly random functions

as opposed to being sampled from F𝑛 . The adversary receives the
same input state |𝜓 ⟩ = |Φℎ⟩ as in the Hybrid H2.

Note that the distribution of 𝑓𝑘 ,𝑔𝑘 is uniformly random in H3,
and |Φℎ⟩ is a random phase state independent of the oracle. The
result of [15] will imply that we can replace |Φℎ⟩ with a Haar
random state, as in H4.8

5.2 Security Proof

We now proceed to the formal security proof. For a fixed quantum
adversary A and 𝑖 ∈ {0, 1, 2, 3, 4}, we denote:

𝑝𝑖 (A) ! Pr
( |𝜓 ⟩,𝐴)∼H𝑖

[
AO[𝐴] (1𝜅 , |𝜓 ⟩

)
= 1

]
,

as the probability that the algorithm accepts on a particular hybrid.
We successively analyze the hybrids in numerical order.

Claim 23. For all A, 𝑝0 (A) = 𝑝1 (A).

Proof. This follows from the fact that H0 and H1 are identically
distributed, as we now argue. It suffices to show that the oracle 𝐴
chosen in H1 is uniformly random. This holds by observing that
if we sample (𝑓 ,𝑔) ∼ F𝑛 and ℎ : {±1}𝑛 → {±1} uniformly at
random, then (𝑓 ,𝑔 · ℎ) is a uniformly random pair of functions,
because by Definition 8, the marginal distribution of 𝑓 is uniformly
random. !

For the next pair of hybrids, it will be helpful to first establish
two statistical lemmas about the Fourier spectrum of the 𝑓𝑘 ’s.

Lemma 24. With probability 1 over 𝐴, for all sufficiently large 𝜅,
𝑘 ∈ {0, 1}𝜅 , and 𝑖 ∈ {0, 1}𝑛 , we have that:

!
!
!𝑓𝑘 (𝑖)

!
!
! ≤

1
√
𝜀2𝑛

,

where 𝜀 is given in Definition 8.

Proof. Fix 𝜅 ∈ N. Note that for any fixed 𝑘, 𝑖 , the Fourier co-

efficient 𝑓𝑘 (𝑖) is a sum of 2𝑛 independent ± 1
2𝑛 random variables.

Hence, by Fact 3 it holds that:

Pr
𝐴

[!
!
!𝑓𝑘 (𝑖)

!
!
! >

1
√
𝜀2𝑛

]

≤ 2 exp

(

−
2

𝜀2𝑛

2𝑛 · 4
4𝑛

)

= 2 exp

(

−
1

2𝜀

)

,

8Actually, because we only consider single-copy security, we will not require the full
strength of [15]. In particular, we will be able to use the simpler observation that a
single copy of either a Haar-random state or a random phase state equals the maximally
mixed state.
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and therefore, by a union bound:

Pr
𝐴

[

∃𝑘 ∈ {0, 1}𝜅 , 𝑖 ∈ {0, 1}𝑛 :
!
!
!𝑓𝑘 (𝑖)

!
!
! >

1
√
𝜀2𝑛

]

≤ 2𝑛+𝜅+1 exp

(

−
1

2𝜀

)

≤ 2𝑛+𝜅+1−1/2𝜀

= 2𝜅+1−49𝑛

≤ negl(𝜅),

where we have used the fact that 𝜀 = 1
100𝑛 and 𝑛 > 𝜅.

By the Borel–Cantelli Lemma, because
∑∞
𝜅=1 negl(𝜅) ≤ 𝑂 (1),

we conclude that with probability 1 over 𝐴,
!
!
!𝑓𝑘 (𝑖)

!
!
! > 1√

𝜀2𝑛
for at

most finitely many 𝑘, 𝑖 . Hence, the lemma. !

Lemma 25. With probability 1 over 𝐴,
∑

𝑖∈{±1}𝑛

!
!
!
!
1

2𝑛
− E

𝑘∼{0,1}𝜅

[
𝑓𝑘 (𝑖)2

] !!
!
! ≤ negl(𝜅) .

Proof. For notational simplicity, let

𝑞𝜅,𝐴 =

∑

𝑖∈{±1}𝑛

!
!
!
!
1

2𝑛
− E

𝑘∼{0,1}𝜅

[
𝑓𝑘 (𝑖)2

] !!
!
! .

Applying Lemma 5, we have that for an absolute constant 𝐶 > 0,

E
𝐴

[
𝑞𝜅,𝐴

]
≤

∑

𝑖∈{±1}𝑛
𝐶2−𝑛−𝜅/2 = 𝐶2−𝜅/2 .

Hence, by Markov’s inequality:

Pr
𝐴

[
𝑞𝜅,𝐴 ≥

√
𝐶2−𝜅/4

]
≤
√
𝐶2−𝜅/4 .

By the Borel–Cantelli Lemma, because
∑∞
𝜅=1

√
𝐶2−𝜅/4 ≤ 𝑂 (1),

we conclude that with probability 1 over 𝐴, 𝑞𝜅,𝐴 ≥
√
𝐶2−𝜅/4 for at

most finitely many 𝜅 ∈ N. This is to say that 𝑞𝜅,𝐴 ≤ negl(𝜅) with
probability 1 over 𝐴. !

For a given oracle 𝐴, let 𝜌𝐴 denote the mixed state obtained
by conditionally averaging over all possible states |𝜓 ⟩ such that
( |𝜓 ⟩ ,𝐴) was sampled from H1, i.e. the 2-Forrelation state |𝜑𝑘∗ ⟩.
That is, we define:

𝜌𝐴 ! E
H1

[|𝜓 ⟩ ⟨𝜓 | | 𝐴] . (5)

Likewise, define 𝜎𝐴 analogously for H2, i.e. the phase state |Φℎ⟩:
𝜎𝐴 ! E

H2

[|𝜓 ⟩ ⟨𝜓 | | 𝐴] . (6)

Note that the above mixed states are the input states from the
viewpoint of any algorithm A that operates on hybrids H1 and H2,
respectively, after fixing the oracle 𝐴.

Lemma 26. Let 𝜏𝐴 = 𝜀𝜌𝐴 + (1 − 𝜀) 𝐼
2𝑛 , where 𝜀 =

1
100𝑛 is as in

Definition 8. Then with probability 1 over 𝐴, TD(𝜎𝐴, 𝜏𝐴) ≤ negl(𝜅).

Proof. First, it will be convenient to compute more explicit
forms for 𝜌𝐴 and 𝜎𝐴 . Letting {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 be the functions
sampled in 𝐴, we can write:

𝜌𝐴 = E
𝑘∗∼{0,1}𝜅

[
𝑈𝑔𝑘∗𝐻𝑈𝑓𝑘∗ |+

𝑛⟩ ⟨+𝑛 |𝑈𝑓𝑘∗𝐻𝑈𝑔𝑘∗
]
.

Hence, it follows that individual entries of 𝜌𝐴 are given by:

⟨𝑖 | 𝜌𝐴 | 𝑗⟩ = E
𝑘∗∼{0,1}𝜅

[
𝑔𝑘∗ (𝑖)𝑔𝑘∗ ( 𝑗) 𝑓𝑘∗ (𝑖) 𝑓𝑘∗ ( 𝑗)

]
, (7)

where we have used the fact that ⟨𝑖 |𝐻𝑈𝑓 |+𝑛⟩ = 𝑓 (𝑖) for any
Boolean function 𝑓 .

Analogously, 𝜎𝐴 may be expressed as:

𝜎𝐴 = E
𝑘∗∼{0,1}𝜅

[

E
F𝑛

[
𝑈𝑔𝑘∗𝑈𝑔 |+

𝑛⟩ ⟨+𝑛 |𝑈𝑔𝑈𝑔𝑘∗
!
!𝑓 = 𝑓𝑘∗

]
]

,

where the inner expectation denotes that we conditionally average
over (𝑓 ,𝑔) ∼ F𝑛 conditioned on the event 𝑓 = 𝑓𝑘∗ . This is identically
distributed as 𝜎𝐴 since ℎ = 𝑔𝑘∗ · 𝑔. It follows that the entries of 𝜎𝐴
are:

⟨𝑖 | 𝜎𝐴 | 𝑗⟩ = E
𝑘∗∼{0,1}𝜅

[
𝑔𝑘∗ (𝑖)𝑔𝑘∗ ( 𝑗) EF𝑛 [𝑔(𝑖)𝑔( 𝑗) | 𝑓 = 𝑓𝑘∗ ]

2𝑛

]

. (8)

Our strategy for bounding the expected distance between 𝜎𝐴
and 𝜏𝐴 will be to consider the diagonal and off-diagonal entries
separately.

Fix 𝑖 ≠ 𝑗 . Recall from Lemma 24 that with probability 1 over
𝐴, for all sufficiently large 𝜅, for all 𝑘 ∈ {0, 1}𝜅 and 𝑖 ∈ {0, 1}𝑛 ,!
!
!𝑓𝑘 (𝑖)

!
!
! ≤ 1√

𝜀2𝑛
. This implies that trnc

(√
𝜀2𝑛 𝑓 (𝑖)

)
=
√
𝜀2𝑛 𝑓 (𝑖) and

trnc
(√

𝜀2𝑛 𝑓 ( 𝑗)
)
=
√
𝜀2𝑛 𝑓 ( 𝑗), and therefore:

E
F𝑛

[𝑔(𝑖)𝑔( 𝑗) | 𝑓 ] = 𝜀2𝑛 𝑓 (𝑖) 𝑓 ( 𝑗) . (9)

By substituting (9) into (8) and comparing with (7), it follows that
⟨𝑖 | 𝜎𝐴 | 𝑗⟩ = 𝜀 ⟨𝑖 | 𝜌𝐴 | 𝑗⟩ = ⟨𝑖 | 𝜏𝐴 | 𝑗⟩ for every 𝑖 ≠ 𝑗 (i.e. in this case,
the off-diagonal entries of 𝜎𝐴 and 𝜏𝐴 are exactly equal). Therefore,
with probability 1 over 𝐴, for sufficiently large 𝜅 we have:

TD(𝜎𝐴, 𝜏𝐴) = TVD(diag(𝜎𝐴), diag(𝜏𝐴)) .
We bound this quantity via:

TVD(diag(𝜎𝐴), diag(𝜏𝐴)) = TVD(diag(𝐼/2𝑛), diag(𝜏𝐴))
= 𝜀TVD(diag(𝐼/2𝑛), diag(𝜌𝐴))

=
𝜀

2

∑

𝑖∈{±1}𝑛

!
!
!
!
1

2𝑛
− E

𝑘∼{0,1}𝜅

[
𝑓𝑘 (𝑖)2

] !!
!
!

≤ negl(𝜅),

where in the first line we observe that (8) always evaluates to 1
2𝑛 on

the diagonal, in the second line we use the fact that 𝜏𝐴 is a convex
combination of 𝜌𝐴 and 𝐼

2𝑛 , in the third line we expand the TVD
as a sum, and in the last line we appeal to Lemma 25, which holds
with probability 1 over 𝐴.

!

We defer the proof of the following corollary to the full version
[30].

Corollary 27. For all A, 𝜀𝑝1 (A) + (1 − 𝜀) 𝑝3 (A) − 𝑝2 (A) ≤
negl(𝜅).

This next theorem was essentially proved in [4, Section 4.2],
with some minor differences in language and choice of parameters.
Most of these differences stem from the fact that [4] considered
a decision problem called OR ◦ Forrelation, whereas here we
consider a distinguishing task. We defer its proof to the appendix
of the full version [30].

Theorem 28. For all polynomial-time quantum adversaries A,
𝑝2 (A) − 𝑝3 (A) ≤ negl(𝜅).
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Corollary 29. For all polynomial-time quantum adversaries A,
𝑝1 (A) − 𝑝2 (A) ≤ negl(𝜅).

Proof. Recall from Corollary 27 that

𝜀𝑝1 (A) + (1 − 𝜀) 𝑝3 (A) − 𝑝2 (A) ≤ negl(𝜅).

Adding (1 − 𝜀) (𝑝2 (A) − 𝑝3 (A)) to both sides and applying Theo-
rem 28 gives

𝜀 (𝑝1 (A) − 𝑝2 (A)) ≤ negl(𝜅).
Multiplying through by 1

𝜀 yields

𝑝1 (A) − 𝑝2 (A) ≤
negl(𝜅)

𝜀
≤ negl(𝜅),

because 1
𝜀 ≤ 𝑂 (𝑛) ≤ poly(𝜅). !

Finally, we prove indistinguishability of the remaining two hy-
brids.

Claim 30. For all A, 𝑝3 (A) = 𝑝4 (A).

Proof. Observe that

𝑝3 (A) = Pr
𝐴

[

AO[𝐴]
(

1𝜅 ,
𝐼

2𝑛

)

= 1

]

.

To complete the proof, notice that

𝑝4 (A) = Pr
𝐴, |𝜓 ⟩∼𝜇𝑛Haar

[
AO[𝐴] (1𝜅 , |𝜓 ⟩

)
= 1

]

= Pr
𝐴

[

AO[𝐴]
(

1𝜅 ,
𝐼

2𝑛

)

= 1

]

as well, which follows from the fact that

E
|𝜓 ⟩∼𝜇𝑛Haar

[|𝜓 ⟩ ⟨𝜓 |] =
𝐼

2𝑛
. !

We can now show that the distinguishing advantage of any
efficient adversary is negligible when averaged over the random
oracle 𝐴.

Theorem 31. Let A be a polynomial-time quantum adversary.
Then:

E
𝐴

[

Pr
𝑘∗∼{0,1}𝜅

[
AO[𝐴] (1𝜅 , |𝜑𝑘∗ ⟩) = 1

]
− Pr

|𝜓 ⟩∼𝜇𝑛
Haar

[
AO[𝐴] (1𝜅 , |𝜓 ⟩) = 1

]
]

≤ negl(𝜅) .

Proof. Observe that the quantity that we wish to bound is ex-
actly 𝑝0 (A) − 𝑝4 (A). From Claim 23, Corollary 29, Theorem 28,
and Claim 30, we know that 𝑝𝑖 (A) − 𝑝𝑖+1 (A) ≤ negl(𝜅) for ev-
ery 𝑖 ∈ {0, 1, 2, 3}. Summing these bounds then gives the desired
result. !

Using techniques similar to Yao’s distinguisher/predictor lemma
[43], this also yields a bound on the absolute advantage of any
adversary. The rough idea is that A can try to guess the sign of its
own distinguishing advantage.

Corollary 32. Let A be a polynomial-time quantum adversary.
Then:

E
𝐴

!
!
!
!
!

Pr
𝑘∗∼{0,1}𝜅

[
AO[𝐴] (1𝜅 , |𝜑𝑘∗ ⟩) = 1

]
− Pr

|𝜓 ⟩∼𝜇𝑛
Haar

[
AO[𝐴] (1𝜅 , |𝜓 ⟩) = 1

]
!
!
!
!
!

≤ negl(𝜅) .

Proof. We assume that A outputs a bit in {±1}. For an oracle
𝐴, let

𝑎(𝐴) ! Pr
𝑘∗∼{0,1}𝜅

[
AO[𝐴] (1𝜅 , |𝜑𝑘∗ ⟩

)
= 1

]

and

𝑏 (𝐴) ! Pr
|𝜓 ⟩∼𝜇𝑛Haar

[
AO[𝐴] (1𝜅 , |𝜓 ⟩

)
= 1

]

so that the quantity we need to bound is E𝐴 |𝑎(𝐴) − 𝑏 (𝐴) |. Consider
an adversary B(1𝜅 , |𝜓 ⟩) that does the following:

(1) Toss a coin 𝑐 ∈ {±1}.
(2) If 𝑐 = 1, then execute A

(
1𝜅 , E𝑘∼{0,1}𝜅 [|𝜑𝑘 ⟩ ⟨𝜑𝑘 |]

)
once

and call the output 𝑑 . Otherwise, if 𝑐 = −1, then execute

A
(
1𝜅 , 𝐼

2𝑛

)
and call the output 𝑑 .

(3) Output 𝑐 · 𝑑 · A(1𝜅 , |𝜓 ⟩).
Observe that B runs in polynomial time. Also note that 𝑐 · 𝑑 is

sampled to be 1 with probability 1+𝑎 (𝐴)−𝑏 (𝐴)
2 and −1 with proba-

bility 1−𝑎 (𝐴)+𝑏 (𝐴)
2 . As a result, we may compute:

E
𝐴

[

Pr
𝑘∗∼{0,1}𝜅

[
BO[𝐴] (1𝜅 , |𝜑𝑘∗ ⟩) = 1

]
− Pr

|𝜓 ⟩∼𝜇𝑛
Haar

[
BO[𝐴] (1𝜅 , |𝜓 ⟩) = 1

]
]

= E
𝐴
[Pr[𝑐𝑑 = 1] (𝑎 (𝐴) − 𝑏 (𝐴)) + Pr[𝑐𝑑 = −1] (𝑏 (𝐴) − 𝑎 (𝐴)) ]

= E
𝐴

[
(𝑎 (𝐴) − 𝑏 (𝐴))2

]
. (10)

To complete the proof, we bound the quantity:

E
𝐴
|𝑎(𝐴) − 𝑏 (𝐴) | ≤

√
E
𝐴

[
(𝑎(𝐴) − 𝑏 (𝐴))2

]

≤
√
negl(𝜅)

≤ negl(𝜅),

where in the first line we applied Jensen’s inequality, and in the
second line we substituted (10) and applied Theorem 31. !

Now, we have all of the tools needed to show that {|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅
is pseudorandom. Due to space constraints, we defer this proof to
the full version [30].

6 IMPLICATIONS FOR THE STANDARD
MODEL

Wenowmake a few remarks about how the security proof above can
be ported to the nonoracular setting. In particular, we argue that our
security proof gives a way to instantiate real-world pseudorandom
states without assuming the existence of one-way functions. We do
so by considering the following security property of a (nonoracular)
set of functions 𝐹 = {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 :

Property 33. Let 𝐹 = {(𝑓𝑘 ,𝑔𝑘 )}𝑘∈{0,1}𝜅 be a set of pairs of functions
𝑓𝑘 ,𝑔𝑘 : {±1}𝑛 → {±1} keyed by 𝑘 , for some 𝜅 + 1 ≤ 𝑛 ≤ poly(𝜅).
We assume 𝐹 satisfies the following:

(i) (Efficient computation) For all 𝑘 , 𝑓𝑘 and 𝑔𝑘 can be evaluated in
time poly(𝜅).

(ii) (Smoothness of Fourier spectrum of 𝑓𝑘 ) For all sufficiently large
𝜅, 𝑘 ∈ {0, 1}𝜅 , and 𝑖 ∈ {0, 1}𝑛 , we have that:

!
!
!𝑓𝑘 (𝑖)

!
!
! ≤

1
√
𝜀2𝑛

, (11)
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where 𝜀 is given in Definition 8. Additionally, we have:

∑

𝑖∈{±1}𝑛

!
!
!
!
1

2𝑛
− E

𝑘∈{0,1}𝜅

[
𝑓𝑘 (𝑖)2

] !!
!
! ≤ negl(𝜅) . (12)

(iii) (Hardness of shifted Forrelation) Let ℎ ∼ H𝜅 denote that we
sample ℎ as follows. First, we choose 𝑘 ∼ {0, 1}𝜅 . Then, we
sample a function 𝑔 : {±1}𝑛 → {±1} by sampling 𝑔(𝑥) with
bias

√
𝜀2𝑛 𝑓𝑘 (𝑥), independently for each 𝑥 ∈ {±1}𝑛 . Equiva-

lently, we sample from the conditional probability distribution
𝑔 ∼ F𝑛 | 𝑓 = 𝑓𝑘 . Finally, we let ℎ = 𝑔𝑘 · 𝑔.
For any polynomial-time quantum adversary A with quantum
query access to ℎ, we require that:

!
!
!
! Pr
ℎ∼H𝜅

[
Aℎ (

1𝜅
)
= 1

]
− Pr

ℎ:{±1}𝑛→{±1}

[
Aℎ (

1𝜅
)
= 1

] !!
!
! ≤ negl(𝜅) .

(13)

The high level intuition of (iii) is that an efficient quantum algo-
rithm on input a shift function ℎ (via oracle access) cannot approxi-
mate the maximum shifted Forrelation value:

max
𝑘∈{0,1}𝜅

!
!
!⟨+𝑛 |Φ(𝑓𝑘 ,𝑔𝑘 ·ℎ) ⟩

!
!
! ;

or equivalently, the algorithm is not able to distinguish a uniformly
random ℎ from ℎ such that for some 𝑘 , 𝑓𝑘 and 𝑔𝑘 · ℎ are noticeably
Forrelated.

6.1 Usefulness of Property 33

In light of our proofs in Section 5, we observe that Property 33
simultaneously:

(a) Suffices to construct 𝑛-qubit single-copy pseudorandom states,
(b) Holds for a random oracle, and thus plausibly holds for existing

cryptographic hash functions like SHA-3, and
(c) Is independent of P vs. NP in the black-box setting.

We briefly sketch why this is the case. To establish (a), we note
that the same general hybrid argument suffices to establish the
single-copy pseudorandomness of the ensemble

{|𝜑𝑘 ⟩ ! |Φ(𝑓𝑘 ,𝑔𝑘 ) ⟩}𝑘∈{0,1}𝜅 ,

assuming 𝐹 satisfies Property 33. Consider a sequence of hybrids
where in H1, the adversary receives |𝜑𝑘 ⟩ for a random k; in H2, the
adversary receives |Φℎ⟩ for ℎ ∼ H𝜅 ; in H3, the adversary receives
|Φℎ⟩ for a uniformly random ℎ; and in H4, the adversary receives
a Haar-random state |𝜓 ⟩. Then, Item ii of Property 33 serves as a
substitute for Lemma 24 and Lemma 25, and implies via the same
argument as Lemma 26 that H2 is statistically indistinguishable
from a non-negligible mixture of H1 and H3. Item iii of Property 33
implies that H2 and H3 are computationally indistinguishable, be-
cause |Φℎ⟩ can be prepared efficiently with a single query to ℎ.
Finally, H3 and H4 are statistically indistinguishable, just because

E
|𝜓 ⟩∼𝜇𝑛Haar

[|𝜓 ⟩ ⟨𝜓 |] = E
ℎ:{±1}𝑛→{±1}

[|Φℎ⟩ ⟨Φℎ |] =
𝐼

2𝑛
,

as observed in Claim 30. Together, these imply that H1 and H4 are
computationally indistinguishable, which proves the pseudoran-
domness of the ensemble.

On the other hand, (b) and (c) can be established simultaneously
by showing that Property 33 holds relative toO[𝐴], with probability

1 over a random oracle𝐴. This is because𝐴 is a sub-oracle of O[𝐴],
so if Property 33 holds relative to O[𝐴], then it certainly holds
relative to𝐴 alone, because the functions 𝑓𝑘 and 𝑔𝑘 depend only on
𝐴. Additionally, we know that P𝐴 ≠ NP𝐴 with probability 1 over 𝐴
[13], whereas PO[𝐴]

= NPO[𝐴] , by Proposition 19.
Item i clearly holds relative toO[𝐴], by Definition 21, whereas (ii)

was shown to hold with probability 1 in Lemma 24 and Lemma 25.
Finally, (iii) was essentially established in the proof of Theorem 28
in the full version [30].

6.2 Further Remarks

A few additional comments are in order. First, we emphasize that (iii)
is the only computational hardness property assumed in Property 33.
Indeed, (ii) is merely a statistical property of the functions 𝑓𝑘 . Thus,
we could gain confidence that (ii) holds for a specific 𝐹 by verifying
on small values of 𝜅 , or we might even be able to prove that it holds
unconditionally for certain instantiations of 𝐹 . Furthermore, this
statistical property as stated is sufficient but perhaps not necessary
for our proofs to go through. For instance, we believe that one
could relax (11) to only hold with overwhelming probability over
uniformly chosen 𝑘 ∈ {0, 1}𝜅 .

One might object that the security property (iii) is impractical
and unrealistic, because there is no way to efficiently simulate
quantum query access to a random ℎ ∼ H𝜅 . In the language of
Naor [36] and Gentry and Wichs [21], Property 33 is not falsifiable,
because the security property cannot (apparently) be modeled as an
interactive game between an adversary and an efficient challenger,
in which the challenger can decide whether the adversary won
the game. However, we emphasize that efficient simulation is not
actually necessary for a security property to be useful! Indeed, it
is quite common for cryptographic security reductions to proceed
via a hybrid argument in which one or more of the hybrids has
no efficient simulation, as we have done here. We also note that
exactly the same criticism could be leveled against the definition of
pseudorandom states itself, because Haar-random quantum states
cannot be prepared in polynomial time. And yet, we know that
pseudorandom states are useful for instantiating a wide variety of
cryptographic schemes [6, 28, 33].

7 CONJECTURED MULTI-COPY SECURITY

In this section, we outline a plausible path towards proving that
our oracle construction remains secure in the multi-copy case,
assuming a strong conjecture about 𝑡-Forrelation states. To mo-
tivate this conjecture, it will be helpful to identify the step in
our proof of single-copy security that breaks down in the multi-
copy case. The key step appears to be Lemma 26, which essen-
tially states that the view of the adversary under H2 is equiva-
lent to a probabilistic mixture of its views under H1 and H3. This
relies on the fact that, for a given 𝐴 and 𝑘∗, the state |Φℎ⟩ sam-
pled in H2 will have EH2 [|⟨Φℎ |𝜑𝑘∗ ⟩ | | 𝐴,𝑘∗] = 𝛿 for some non-
negligible 𝛿 . Unfortunately, this does not appear to hold in the
multi-copy case: the expected overlap between 𝑇 copies of the

states EH2

[!!
!⟨Φℎ |⊗𝑇 |𝜑𝑘∗ ⟩⊗𝑇

!
!
! | 𝐴,𝑘∗

]
could be much smaller, typi-

cally on the order of 𝛿𝑇 , which can quickly become negligible for
𝑇 = poly(𝜅). Thus, the correlation between |Φℎ⟩ and |𝜑𝑘∗ ⟩ is too
small to directly prove indistinguishability in the multi-copy case.
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Note, however, that we have not demonstrated multi-copy insecu-
rity of our construction from Section 5. Rather, it just appears that
proving multi-copy security would require different ideas.

Our Conjecture. To overcome this issue, we conjecture the ex-
istence of “Forrelation-like” distributions with much stronger cor-
relation properties. The formal statement of our conjecture is the
following:

Conjecture 34. For some 𝑡 = poly(𝑛), for every 𝑡-tuple 𝐺 =

(𝑔1,𝑔2, ...,𝑔𝑡 ) where 𝑔𝑖 : {±1}𝑛 → {±1}, there exists a distribu-
tion D𝐺 over 𝑡-tuples of functions 𝐹 = (𝑓 1, 𝑓 2, ..., 𝑓 𝑡 ) where 𝑓 𝑖 :
{±1}𝑛 → {±1} such that:

(i) (AC0-pseudorandomness) For every 𝐶 ∈ AC0 [2poly(𝑛) ,𝑂 (1)],
!
!
!
!
!

E
𝐹∼D𝐺

[
𝐶

(
tt(𝑓 1),tt(𝑓 2), . . . ,tt(𝑓 𝑡 )

)]
− E

𝑧∼{±1}𝑡2𝑛
[𝐶 (𝑧) ]

!
!
!
!
!
≤ negl(𝑛) .

(ii) (Statistical closeness to |Φ𝐺 ⟩)

E
𝐹∼D𝐺

[TD( |Φ𝐹 ⟩ , |Φ𝐺 ⟩)] ≤ negl(𝑛) .

(iii) (Compound distribution is uniform) If 𝐺 is a uniformly random
𝑡-tuple of functions, then sampling 𝐹 ∼ D𝐺 yields a uniformly
random 𝑡-tuple of functions (averaged over 𝐺).

To provide some intuition, we state a weaker conjecture that
is implied by Conjecture 34, and that is more directly comparable
to the currently known properties of the Forrelation distribution.
Note, however, that we only know how to prove multi-copy security
assuming the stronger Conjecture 34; it is not clear whether the
weaker conjecture below suffices.

Conjecture 35. For some 𝑡 = poly(𝑛), there exists a distribution D
over 𝑡-tuples of functions 𝐹 = (𝑓 1, 𝑓 2, ..., 𝑓 𝑡 ) where 𝑓 𝑖 : {±1}𝑛 →
{±1} such that:

(i) (AC0-pseudorandomness) For every 𝐶 ∈ AC0 [2poly(𝑛) ,𝑂 (1)],
!
!
!
!
!
E

𝐹∼D

[
𝐶

(
tt(𝑓 1),tt(𝑓 2), . . . ,tt(𝑓 𝑡 )

)]
− E

𝑧∼{±1}𝑡2𝑛
[𝐶 (𝑧) ]

!
!
!
!
!
≤ negl(𝑛) .

(ii) (Statistical closeness to |+𝑛⟩)

E
𝐹∼D

[
⟨+𝑛 |Φ𝐹 ⟩

]
≥ 1 − negl(𝑛) .

In plain words, Conjecture 35 posits the existence of a distribu-
tion that is pseudorandom against AC0, and that samples highly
𝑡-Forrelated functions with high probability. If we compare to what
is known about the 𝑡 = 2 case, we know by Theorem 9 that the
Forrelation distribution F𝑛 is also pseudorandom againstAC0. How-
ever, F𝑛 only samples functions that are weakly Forrelated, i.e.
E𝐹∼F𝑛 [⟨+𝑛 |Φ𝐹 ⟩] = 𝛿 for some non-negligible 𝛿 , rather than a
𝛿 that is close to 1. For values of 𝑡 > 2, the current state of the
art for 𝑡-fold Forrelation [9] gives a distribution over 𝑡-tuples of
functions that is pseudorandom against AC0 circuits (in fact, the
pseudorandomness parameter is 2−Ω (𝑛𝑡 ) as opposed to negl(𝑛)),
however the expected overlap of |Φ𝐹 ⟩ with the |+𝑛⟩ state is roughly
2−Ω (𝑡 ) which is not sufficient for our purposes.

We expect that it may be necessary to choose 𝑡 to be some
large polynomial, say 𝑡 = 𝑛2, in order for either Conjecture 34 or
Conjecture 35 to hold. The reason is that, for small 𝑡 , there could be
very few 𝐹 s for which |Φ𝐹 ⟩ has large overlap with the |+𝑛⟩ state,
and so it might not be possible for a distribution over such 𝐹 s to also

be pseudorandom against AC0. In more technical terms, a counting
argument suggests that random 2-Forrelation states would not form
an 𝜀-net to the set of 𝑛-qubit states with real amplitudes, at least
not for small 𝜀. However, for larger 𝑡 , it seems plausible that 𝑡-
Forrelation states could form an 𝜀-net for some exponentially small
𝜀, and proving this might be a useful first step towards establishing
either of our two conjectures.

Due to space constraints, we defer a proof that Conjecture 34
implies the multi-copy security of {|𝜑𝑘 ⟩}𝑘∈{0,1}𝜅 to the full version
of this text [30].
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