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Human mobility modeling has many applications in location-based services, mobile networking, city management, and

epidemiology. Previous sensing approaches for human mobility are mainly categorized into two types: stationary sensing

systems (e.g., surveillance cameras and toll booths) and mobile sensing systems (e.g., smartphone apps and vehicle tracking

devices). However, stationary sensing systems only provide mobility information of human in limited coverage (e.g., camera-

equipped roads) andmobile sensing systems only capture a limited number of people (e.g., people using a particular smartphone

app). In this work, we design a novel system Mohen to model human mobility with a heterogeneous sensing system. The

key novelty of Mohen is to fundamentally extend the sensing coverage of a large-scale stationary sensing system with a

small-scale sensing system. Based on the evaluation on data from real-world urban sensing systems, our system outperforms

them by 35% and achieves a competitive result to an Oracle method.
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1 INTRODUCTION
Humanmobility modeling such as characterizing human travel distances and predicting future locations is of great

importance for a wide variety of urban applications, ranging from location-based services and urban planning, to

public health and safety monitoring and personalized recommendation systems. For example, location-based

business companies such as Yelp and Foursquare can advertise potential restaurants or interests in the next

locations of users [45]; With the real-world benefits from these applications of human mobility, it has been an

important topic to utilize sensing systems to obtain human mobility data.
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Fig. 1. Sensing System Comparison

Based on different types of sensing infrastructures, prior works can be classified into two categories including (i)

stationary sensing systems such as cell towers [23] [14] [12], surveillance cameras [42], Automatic Fare Collection

(AFC) devices deployed for urban transit (e.g., subways [13] [15], buses [58], and highways [49]), and (ii) mobile

sensing systems such as GPS information from smartphone apps [56] and vehicle on-board diagnostics(OBD)

devices [52]. We plot the strength and weakness of two types of sensing systems in Fig. 1(a) based on two criteria:

population coverage and spatial coverage since temporal coverage is fixed given population and spatial coverage.

In general, stationary sensing systems have better population coverage. For example, Fig. 1(b) shows a simple

sensing system consisting of two surveillance cameras (i.e., A and B); Fig. 1(c) shows the mobility of 3 residents

driving a car captured by an insurance company’s tracking system as the mobile sensing system in the same area,

i.e., GPS uploading. Based on these two examples, we found (1) the two cameras as an example of stationary

sensing can sense the mobility of almost all the nearby residents, but they only have limited spatial sensing

range as a combined coverage of two cameras; (2) the insurance tracking system as an example of mobile sensing

can sense the complete mobility traces of participating customers, but the participating customers are limited.

Considering these complementary sensing features for human mobility, we focus on stationary sensing and

explore mobility sensing as a complementary modality, since the stationary sensing is more ubiquitous and

pervasive given the recent development of urban infrastructure and urban Internet-of-Things. In the following

sections, we refer to human mobility modeling as predicting next locations.

Many works have been done to model human mobility at the sensor-location level such as predicting the next

location at the cell tower level [11] or station level [39]. However, they are limited by sensors’ spatial coverage

that cannot model finer-level mobility such as locations between sensors due to resolution limitation. To address

the weakness, some works were conducted to improve the spatial coverage in an interpolation manner. For

example, Yuan et al. [51] reconstructed missing records from smart card transactions. Some works implemented

map-matching algorithms to complete the missing trajectories from low-sampling-rate GPS [30] [32]. With these

approaches, the sensing coverage of single sensors is extended to a certain area. The area could be on a small

scale such as a campus or a city district with surveillance cameras, or on a large scale such a whole city with cell

towers. However, it is not well studied about modeling human mobility after people leave these covered areas.

For example, shown as in Fig. 1(a), most of the works model human mobility (i.e., sold lines) in the coverage of

sensor A and B (e.g., such as cameras), but are not able model it outside (i.e., such as the dashed lines).

In this work, we aim to extend the sensing coverage of stationary sensing systems with complementary

characteristics from mobile sensing systems. Specifically, we aim to predict people’s future locations when these

locations are not detected by stationary sensing systems. Our key idea is that human moves in their own patterns

and are generally independent to the types of sensing systems they are exposed [34]. It indicates that human

mobility at the individual level, as a behavior, is inherently consistent in two systems [13]. Based on this intuition,

we study the inherent similarity of individual mobility in different systems to extend the sensing coverage in
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stationary sensing systems. For example, a trace u∗ is observed in a stationary sensing system in Fig. 1(b) and

three traces u1,u2,u3 are observed in a mobile sensing system in Fig. 1(c). By studying the similarity between

them, we found u∗ is most similar to u3 since they are both sensed by A and B, which is obtained by stationary

sensing alone. In this sense, u∗ may have similar traces or locations as u3 after leaving the joint sensing coverage

of A and B.

To verify our idea, we conduct a field study based on two concrete sensing systems: a smart toll payment

systems (i.e., stationary sensing system) and a vehicle tracking system for insurance (i.e., mobile sensing system).

We design a system Mohen that extends the sensing coverage of the stationary sensing system with small

population (i.e., compared to people captured in stationary sensing systems) sensed by the mobile sensing system.

Specifically, we utilize those population with detailed traces from the vehicle tracking system to predict others’

final location without traces when they are out of the coverage of the smart toll payment systems. We first

formulate the mobility as a spatiotemporal sequence where each node is the encoded representation of a location

with a timestamp. Then we learn the representation of the mobility sequence based on sequence embedding,

which is formulated based on the relationship between two kinds of sensing systems. Based on the relationship

and sequence embedding, we finally predict the future locations of all the population after leaving the coverage of

the stationary sensing system. Compared to prior works, the unique advantage of Mohen is it can continuously

model human mobility even when they are out of the coverage of a sensing system. In addition, we do not require

deployed mobile sensing systems in most people, which makes our system more usable in a more general setting.

Our key contributions are as follows.

• Investigating the problem of extending stationary sensing systems for humanmobility modeling:We investigate

a novel problem of extending sensing coverage of stationary sensing systems, and utilize human mobility

prediction as an concrete example for system design, implementation, and evaluation.

• Designing a novel sensing system: Technically, we design a system calledMohen based on mobility sequence

learning. Sequence embedding is applied to mobility sequences to reserve the relationship between different

users’ mobility behaviors. Based on the sequences from similar vehicles, we train a customized LSTM

network to predict human mobility within and outside of system sensing coverage.

• Evaluating the system with real-world datasets: We evaluate Mohen based on data from two real world

sensing systems: (i) a stationary sensing system: a smart toll payment system with 2 million daily users;

(ii) a mobile sensing system: a vehicle tracking system with 114 thousand vehicles. Compared with two

state-of-the-art methods, our system outperforms them by 35% and achieves a competitive result to an

Oracle method.

• Demonstrating the utility of mobility prediction in a real-world application: To show the benefits, we design

a measurement approach to optimize urban density control strategies in a controlled urban environment.

With careful optimization, we could improve the mobility flow by 36% on average in terms of speed.

2 SYSTEM OVERVIEW
We introduce the overview of this work in Fig. 2 by three components including two physical sensing systems, a

cloud component, and a application component.

(i) Our physical sensing systems consist of a smart toll payment system as a stationary sensing system and a

vehicle tracking system as a mobile sensing system. Two systems upload their sensing data into the cloud and

historical data are stored in the cloud data depository. The details are introduced in Section 3.

(ii) Based on the historical data, we design our model with two main module: an embedding and clustering module

which study the similarity of mobility between two systems; and a mobility prediction module that extends the

mobility sensing coverage of the stationary sensing system. The details are introduced in Section 4.
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(ii) In real time, when the stationary sensing system uploads new data, we apply designed model to predict

the mobility, which are useful for various applications such as locations based services and urban planning. In

Section 6, we design a novel system for urban density control.
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Fig. 2. System Overview

Problem Definition. Given a set of vehicles V , N ⊆ V are captured by a stationary sensing system (i.e., the
smart toll payment system) andM ⊆ V are captured by a mobile sensing system (i.e., the vehicle tracking system)
(|N | >> |M |), our objective is to infer the final locations of these vehicles in N − N ∩M (i.e., in N but notM) after
they leave the coverage of the stationary sensing system.

3 PHYSICAL SENSING SYSTEMS AND OBSERVATIONS

3.1 Smart Toll Payment System
In our work, we utilize the smart toll payment system (ETC) in a Chinese city (shown in Fig. 3). The red dots are

71 toll booths spreading in the city. Performed as a stationary sensing system, all the vehicles passing booths

would be detected with information collected shown in Table 1 as an example. The data available to us consists of

approximately 30 million made by vehicles exiting to the city during January 2016. The dataset is pseudonymized

and contains no explicit personally identifiable information. We plot the volume from each toll booth in Fig. 4

sorted by the exiting volumes. We observed an unbalanced entering and exiting volumes in the same toll booths.

Fig. 5 plots the total volumes of toll booths in a day. Two volume peaks are observed from 8 am to 10 am and 3

pm to 6 pm.
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Table 1. Toll Transaction Record Format

Name Value

Entering/Exit Toll Station Luohu

Entering/Exit DateTime 20160102 13:10:00

Vehicle Id F14SD1A

Vehicle Type Car/Bus/Truck

Weights 1300 kg

# Daily Records: 1.1 million

# Daily Vehicles: 768 thousand

Table 2. Fleet Data Format

Name Value

Vehicle Id 460040053409

DateTime 20160601 12:10:00

GPS Coordinates 115.7591, 23.3944

Speed 40km/h

# Daily Records: 200 million

# Vehicles: 114 thousand

# Vehicles using highway: 6834

3.2 Vehicle Tracking System
In our work, we utilize a historical GPS dataset collected by a vehicle tracking system for insurance. Specifically,

we utilize OBD devices from an insurance company that are originally deployed for Usage-based Insurance.

Each of these vehicles uploads its GPS locations with a frequency of about 10 seconds to a cloud server through

an OBD (On-Board Diagnostics) device along with a smartphone app. In total, there are 114 thousand vehicles

generating 200 million GPS points on average every day. The detailed format is listed in Table 2. The dataset is

also pseudonymized and contains no explicit personally identifiable information. It is clear that not all vehicles

travel on highways. We conducted a map matching algorithm [32] on the GPS traces and only keep vehicles

with highway traces. The final dataset contains 6834 vehicles in total, whose destinations after highways are

plotted as a heatmap in Fig. 3. We observe that those vehicles cover major areas of the city, which shows they are

representative in a city-scale study.

3.3 Observations
Opportunity: We show our opportunities about how to establish the connection between two systems for

mobility prediction. Our intuition is that two vehicles with similar patterns (i.e., entering/exit locations and

time) in the stationary sensing system may also have similar mobility (i.e., future locations such as destinations)

afterward. The reason of the intuition is that humans move in their own patterns and are generally independent

to the types of sensing systems they are exposed. It indicates that human mobility at the individual level is

inherently consistent in two systems [13]. To verify the intuition, we align the vehicles in two systems in three

steps: (i) We first apply a map matching algorithm [32] to map the vehicular GPS collected from the vehicle

tracking system to the road network, especially the highway road network. (ii) Secondly we extract the time a

vehicle passing the toll station on the corresponding road. (iii) Finally, combining both the entering station and

exit station, we align the vehicle mobility in the vehicle tracking system to the toll payment system. Given the

alignment, we extract the vehicles that are observed in both systems, which is around 10% of all the vehicles in

the vehicle tracking system.

Suppose we have two vehicles vei and vej existing in both data sources. We defined the similarity of the

highway mobility HSim between two vehicles as the Jaccard Index:

HSim(vei ,vej ) =
|Si ∩ S j |

|Si ∪ S j |
DSim(vei ,vej ) =

|Di ∩ D j |

|Di ∪ D j |
(1)

where Si is the set of historical passing toll station of the ith vehicle. Similarly, we define the destination similarity

as DSim where Di is the set of historical destinations of the ith vehicle. Fig. 6 plots HSim and DSim of randomly

sampled vehicles. Each point represents a comparison between two vehicles and the black line is the fitting

function. We found two similarity measurements are positively correlated, which implies the similarity on the

highway mobility could potentially imply similar destinations.
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Even the similarity relationship in Fig. 6 is not strictly linear, it does not affect the purpose of this observation

as our motivation. The key purpose of Fig. 6 is to show there is a positive relationship between the mobility in

two systems instead of using it for computation purposes. To utilize this observation in our design, our goal is to

extract and represent this relationship more precisely with more sophisticated measurements and techniques.
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Challenges: Given this opportunity, we implement a base model based on similar vehicles only. Specifically,

we select the vehicles with HSim greater than a certain threshold to estimate the destination probability based

on these vehicles’ destinations. We evaluate how different HSim impacts the performance in Fig. 7. We found

the low and high HSim have better performance than the middle HSim but all have large errors. Because the

simple similarity measurement in Eq. 1 is not enough to quantify the relationship, it motivates us to design more

sophisticated measurement methods such as encoding based approaches to extract the hidden relationship more

precisely.

4 MODEL DESIGN

4.1 Preliminary

In-Coverage
Mobility

Out-Coverage
Mobility

r1 r2 r3 r4
t1 t2 t3 t4

t’1 g2g1 t’2
Fig. 8. Mobility Sequence Abstract

More generally, we abstract mobility into a two-level

sequence in Fig. 8. At the in-coverage mobility level,

each node represents a toll station that a vehicle enters

or leaves. A pair of consecutive nodes (e.g., r1 and

r2) represents a complete trip on highways. At out-

coverage mobility level, each node is a destination of a

vehicle, which is the modeling objective. In our study,

it is represented as grids of 500-meter width. Combining two levels, we have a complete mobility sequence since

entering a highway from a toll station to arriving in a destination (e.g., r1-r2-д1).

4.2 Design Intuition
The key design components in our work are (i) the correlation between in-coverage mobility and out-coverage

mobility; (ii) the prediction model. We motivate our design with the following two intuitions.

(i) Correlation between in-coverage mobility and out-coverage mobility: There are a lot of works been
done to predict the destinations of vehicles. A practical reason for promising performance is that they generally

have plenty of labeled historical data to train the destination prediction model or learn the destination probability.

In our scenario, there are only a few vehicles equipped with traceable GPS devices. For more general vehicles

without GPS devices, there is no explicit way to obtain their destinations. This motivates us to extract more

information by studying the correlation between two levels of mobility to enrich the missing labeled data. We

introduce a detailed design in Section 4.3.
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(ii) Prediction Model: Further, existing approaches can be categorized as different types of Markov Models.

A theoretical assumption behind these approaches is Markov Property that future states depend only on the

current state, not on the events that occurred before it. However, human mobility can be periodical that the

future destinations could be related to those in a long time ago [29], which cannot be captured under the Markov

Property assumption. The recent development of sequence models and deep learning gives a new opportunity

to model mobility. Specifically, Long Short-Term Memory (LSTM) networks have been proved as sophisticated

models to learn sequential data in many fields, such as natural language processing [20] and video sequential

learning [18]. A key advantage of LSTM networks is that they are capable of learning both long-term dependencies

and short-term dependencies. In our problem, these two dependencies can be utilized to explain the factor of

long-term periodical mobility and short-term none-periodical mobility, which motivates us to model the problem

as a sequence learning problem using LSTM networks. We introduce a detailed design in Section 4.4.

4.3 Embedding Learning and Clustering
To establish the connection between vehicles with and without labeled destinations, we utilize the commonly

available data from the ETC systems to measure the similarity. Specifically, we aim to learn the similarity of

vehicles’ destinations only based on in-coverage mobility sequences. To achieve this objective, we design an

embedding method to learn the representation of in-coverage mobility sequences that: (i) the similarity can be

directly measured; (ii) it is approximated to the destination similarity.

Background: Embedding based methods have been applied in many machine learning tasks such as repre-

sentation learning. The basic idea is to learn an encoder that maps the data from the original space into the

embedding space and reserve the similarity of data in both spaces. There are generally three steps: (i) Define an

encoder; (ii) Define the similarity function in the original space; (iii) Define the loss function and optimize the

parameters. We illustrate how we adopt the embedding method in our work step by step as follows.

• Encoder: The purpose of an encoder is to map the original data into a vector representation. In our problem,

the original data is the in-coverage mobility sequence, which can be fed into a LSTM based model for

encoding. Fig. 9 illustrates the basic procedure, where r is each station node in the sequence. Due to the

limitation of spaces, we omit the mathematical formulas in each LSTM unit, which could be found in [41].

We define this procedure as

Vi = Encoder (Ri ) (2)

where Ri is the input of ith in-coverage mobility sequence and Vi is the encoding vector.

LSTM

r1

LSTM

r2

LSTM

rn

… Encoding
vector

Encoder

Fig. 9. Encoding Procedure

• Similarity function: The similarity function is generally chosen depending on the concrete problem.

In our problem, we assume two in-coverage mobility sequences should have similar encoding vectors

if they have the same destination. In an in-coverage mobility sequence of length n, there are generally
n/2 destinations that each of them follows a pair of station nodes. We utilize the Jaccard index of the

destinations as the similarity metric. Formally, it is defined as

Sim(Ri ,R j ) =
|Desi ∩ Desj |

|Desi ∪ Desj |
(3)
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where Desi is the set of destinations in the ith sequence; | · | stands for the total number of the entries.

• Loss function: Suppose there are n in-coverage mobility sequences, we define our loss function as

Lencodinд =
∑
i , j ∈n

| |Sim(Ri ,R j ) −VT
i Vj | |

2
(4)

where VT
i Vj is the dot product of two encoding vectors. We minimize Lencodinд to learn the encoder

utilizing the stochastic gradient descent algorithm [2].

Clustering: After we learn the encoder and the encoding vectors, we apply the K-Means clustering algorithm

on the encoding vectors of all the sequences. Benefited from the objective function of embedding, we can directly

measure the similarity utilizing the dot product on the encoding vectors even we do not know the detailed

destinations of the in-coverage mobility sequence. The result of each cluster represents a specific group of

sequences with similar destinations.

Why clustering based on embedding instead of the similarity function directly: In our setting, our target

is all the vehicles detected by the stationary system, most of which are without GPS trajectories. In this sense, we

are not able to directly measure similarity or do clustering on them based on the similarity function, which is

based on the destinations from GPS trajectories. In our method, we apply representation learning on the data

from the stationary sensing system and make the learned representation consistent with the destination similarity

In this way, we could compute the similarity on all the targeted vehicles since the representation of all can be

obtained by encoding the data from the stationary sensing system.

In summary, we learn an encoder to measure the similarity between sequences. Similar sequences are clustered

together as inputs to train the mobility prediction model.

4.4 Mobility Prediction
Given clusters of the in-coverage mobility sequences, we first learn the representation of each station node. Then

we design a context-based LSTM network in each cluster to predict destinations.

4.4.1 SpatioTemporal Representation. To fit in-coverage mobility sequences into any learning network, the first

task is to learn the representation of each node. A naive approach is to apply one-hot encoding. For example,

given N possible nodes, the one-hot encoding of a node is a vector of length N where only one entry is one

while other entries are zeros. Different nodes have ones in different entries. However, these are two issues of

one-hot encoding: (i) It does not reserve any relationship between nodes. (ii) It does not provide any temporal

information.

To address these issues, we design a spatiotemporal embedding method motivated by the co-occurrence

model [35] in the field of natural language processing. Basically, it utilizes the co-occurrence of words to learn

the vector representation of each word. We illustrate how we adopt the method in our scenario as follows.

• Corpus vocabulary: In the in-coverage mobility sequence, each node is correlated with spatial and

temporal information. We represent each node as a tuple whose first and second entry is the location id

and temporal id, respectively. For example, the first node in Fig. 8 is represented as (r1, t1). Those tuples are
considered as vocabularies in the language model.

• Co-occurrence generating: The next step is to define co-occurrence. In the original design, similar words

tend to occur together and will have a similar context. In our scenario, since our objective is to predict

destinations, we consider the previously passing node as similar nodes if their destinations are the same.

For example, suppose there is a sequence r1 − r3 −д1, r2 − r3 −д1 (we omit the temporal id to make it clear).

We generate three co-occurrences (r1, r3), (r2, r3) and (r1, r2) since they all leads to the same destination.

Given all the co-occurrences of N distinct nodes, we have a matrix O with size N × N .
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• Learning: To learn the representation of each node, we apply a non-negative matrix factorization (NMF)

algorithm. In particular, given the co-occurrence matrix O , we aim to learn two matricesW and H , where

matrixW denotes the latent representation of nodes, and matrix H denotes the interaction patterns. We

learn these two matrices by minimizing the following loss function:

LST = | |O −WHT | |2F + λ(| |W | |2F + | |H | |2F ) (5)

where | | · | |F denotes the Frobenius norm, λ(| |W | |2F + | |H | |2F ) is the item to avoid overfitting. We can solve

the equation 5 with a multiplicative update algorithm in [27]. The outputW is our objective spatiotemporal

representation. We simplify the representation learning procedure as

wi = Embed(ri , ti ). (6)

In summary, we learn the spatiotemporal representation of each node by remaining the similarity between

nodes, which is defined as the co-occurrence relationship. Further, since the co-occurrence relationship is extracted

according to the destination dependency, it is also helpful to support destination prediction in the prediction

model.

4.4.2 cLSTM Prediction Model. Given the spatiotemporal representation of each node in the mobility sequence,

we train a LSTM network with contexts (cLSTM) to predict the destination. We show the structure of the model

in Fig. 10, which is a many-to-many LSTM network. Basically, there are two components: Mobility Unit and
Context Information as follows.

LSTM

embed
(r1, t1)

…

g1Mobility Unit

Context 
Informatin Weather���Day of Week,  Population

concat

LSTM

embed
(r2, t2)

concat

LSTM

embed
(rn-1, tn-1)

gn-1

concat

LSTM

embed
(rn, tn)

concat

Fig. 10. cLSTM Network Structure

• Mobility Unit: A mobility unit is the minimal unit of mobility. In our scenario, it represents the mobility

of a vehicle from entering the highway to arriving on the destination. It contains two inputs, each of them

is the spatiotemporal representation of (ri , ti ). The output in the mobility unit is the destination дi . Our
mobility unit is also flexible to other scenarios if there are a various number of inputs. For example, in the

setting of surveillance cameras, a vehicle may be captured by the cameras more than twice. We can easily

extend the mobility unit with more than two inputs.

• Context Information: Since people’s mobility is generally affected by many context information such as

weather and day of a week, we introduce extra information to improve the design of our LSTM network.

The input context information is concatenated with the spatiotemporal representation as inputs of LSTM

units. More information can also be feasible to be appended into our model.
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Learning: Given the network structure in Fig. 10, we introduce our learning process. Instead of learning a

single model for all the vehicles, we learn a separate cLSTM model for each cluster learned in Section 4.3 to

model similar mobility. We aim to minimize the error of the destination prediction, which can be formulated as

Lpredict ion =
1

m

m∑
i=1

I (дi ,д
′

i ) (7)

where дi is the ground truth destination and д
′

i is the predicted destination,m is the total number of sequences, I

is an indicator function such that I (дi ,д
′

i ) = 1 if дi = д
′

i otherwise I (дi ,д
′

i ) = 0.

4.4.3 Online Prediction. We implement online prediction based on the following three steps.

• Sequence construction: we start the prediction when there is a vehicle detected by a toll station. According

to the id of this vehicle, we retrieve its historical ETC records from the cloud. Concatenated with new

observations of current locations, we convert them into an in-coverage mobility sequence.

• Clustering Lookup: Given the in-coverage mobility sequence, we utilize the Encoder learned in Section 4.3

and calculate the distance of the encoding to each cluster’s center. The closest one is our corresponding

cluster.

• Prediction: We input the in-coverage mobility sequence into the trained cLSTM to predict the destination.

5 EVALUATION
In this section, we first introduce the implementation and computing complexity analysis of our system. Then

we show the metrics and baselines for the evaluation followed by a discussion of the performance under different

contexts. Finally, we perform a case study of measuring local traffic pressure in the city.

5.1 Implementation
Our evaluation is based on two sets of real-world data in Chinese province Guangdong, of which the detailed

format is described in Section 3.

(1) In our experiment setting, we randomly split the vehicles into two parts: the training part (80%) and the

test part (20%). In the training part, we use both the toll payment records and trajectories of 80% vehicles.

(2) We first learn the encoder with all the training data. Then we cluster the training data into different

clusters. In the destination prediction, the prediction model is trained by the sequences in each cluster.

Then we apply the encoder on the testing data and find the corresponding cluster. Finally, we utilize the

corresponding model to predict the destination.

(3) In the test period, we only use the toll payment records to predict the destinations, which are tested against

the ground truth extracted from their trajectories. In particular, the model is not aware of trajectories from

the tested vehicles and the only input of the model is the toll payment records.

The key advantage of the setting is in its realizability that it is generally very difficult for a system to obtain

the trajectories of all the vehicles. However, it is more realistic and reasonable for a system (i.e., highway system)

to obtain the toll payment records of all the vehicles and trajectories of a small portion of vehicles (i.e., open data

or taxis). Given this setting, we aim to predict the destinations of more general vehicles without trajectories in

the system.

5.2 Computing Efficiency
We implement Mohen on a server with Intel Xeon E5-1660 3.00GHz CPU, 32GB RAM, and Nvidia Tesla K40c.

After the offline processing and training, the speed of real-time prediction is 120 times every second on average,
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which means 432 thousand per-hour, and higher than the max demand of 300 thousand transactions at peak

hours of the ETC system.

5.3 Evaluation Setting
• Ground Truth: The ground truth is the destinations of mobility sequences in our testing data, each of

which is represented as an equal size grid (i.e., 500 meters × 500 meters).

• Performance Metrics: We utilize accuracy as the metric to represent the prediction performance, which

is defined as

accuracy =
# of prediction

correct

# of prediction
all

× 100%. (8)

• Comparisons: The key advantages of our system lie in the heterogeneous data and similarity learning.

We compare our model with three baselines including two approaches based on single data sources and a

naive fusion of heterogeneous data.

– Mobile Sensing Network (MSN) [22]: Almost all the previous work of the destination prediction can

be categorized as different types of Markov models. We choose the state-of-the-art method [22] to predict

the vehicles’ final destinations. The basic idea is to predict the destinations by two measurements: one

is based on the given origin and the other is based on the trajectory. For the first measurement, we

adopt the approach to predict the destination based on the vehicles’ origin. For the second measurement,

we adopt the approach by dividing the trajectories as highway sub-trajectories and local-trajectories.

Compare to our work that is not aware of trajectories of the tested vehicle and the only input of the

model is the toll payment records, MSN model is the oracle model since the historical trajectories of the

tested vehicles are given, which is the same as the conventional destination prediction task. In this sense,

we could observe the historical destinations of these vehicles, which provide labeled data to improve the

prediction performance.

– Stationary Sensing Network (SSN) [14]: In general, a stationary sensing network alone only cannot

be utilized to predict final destination since it lacks the information after vehicles leave the coverage

of sensors. In our context, we estimate the probability of the different destinations by the population

density in the nearby area of the exit toll station (i.e., the Voronoi centered by the toll station shown as

Fig. 3) according to the finding in [14].

– Naive Fusion of Heterogeneous Data(Naive-HSN): We set this baseline based on a naive fusion of

heterogeneous data to show the advantage of our technique design. Specifically, We implement this

baseline as a variant of our model by replacing the clustering module designed in Section 4.3 with a

straightforward strategy. Specifically, we design the similarity according to SSIM defined in Section 3.3.

The more common entering and exit stations they have, the more similar they are. Based on this similarity

measurement, we cluster similar sequences and following the same procedure in our model to predict

the destinations.

– Modeling with a Different Sequence Representation Component (DPLink∗) [17]: Another base-
line we consider is to implement our system with a different technique component. Specifically, we

consider the work introduced in [17], which is also a work focusing on modeling heterogeneous mobility

data. Because of a different scenario in [17](i.e., link identity in different data sources), we adapt it by

using the location and trajectory encoder to replace our sequence representation while remaining the rest

components. Considering we do not include POI information in our method, to make it a fair comparison,

we only encode time and location in the baseline implementation.

• Impacts of factors: Several important factors are discussed, including location and time factors, vehicle

types, and modeling parameters.
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– Location and time factors: We evaluate how Mohen performs in different locations (i.e., downtown and

suburb) and time (i.e., weekday and weekend).

– Vehicle types: As shown in Table 1, there are three types of vehicles including cars, buses, and trucks. We

study the performance of Mohen on different types.

– Modeling parameters: There are several sensitive parameters in our model design. We evaluate how

different modeling parameters impact the performance including the historical data size of stationary

sequences, the number of clustering, and the size of destination grids.

– Highway length: We further evaluate how the highway length (i.e., travel distance on highways) affects

the performance.

5.4 Evaluation Results
Comparison to MSN and SSN: Fig. 11 plots the result of the destination prediction of Mohen and the baselines

MSN and SSN. The X-axis is the time of a day, and Y-axis is the accuracy of every hour. Based on the result,Mohen
achieves the accuracy of 72% on average, which is much higher than 37% of the baseline SSN. More importantly,

we found the performance of Mohen is close to the Oracle baseline MSN with an accuracy of 82% on average.

This implies even without the destinations of the testing vehicles, we can still achieve a certain level of accuracy.

This finding testifies a great opportunity for mobility modeling that largely relaxes the assumption that vehicles

have to be equipped with GPS devices. We further introduce a frequently used metric, i.e., Acc@topN [44], which
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Fig. 11. Baseline Comparison

Table 3. Acc@topN Comparison

Baseline Acc@top1 Acc@top5

MSN 35% 55%

SSN 82% 90%

Mohen 72% 88%

indicates the accuracy based on candidates with the top N probability. If the predicted destination is in the top N

candidates, we consider it as a correct prediction. Then we calculate the accuracy based on the same accuracy

equation (i.e., Eq. 8). The result is presented in Table 3. We found Acc@top5 is significantly improved when we

relax the top-candidate selection to be top 5. For example, our model Mohen improves by 16% and is much closer

to our oracle model SSN. The main reason is that people generally only move in a limited time and distance after

leaving highways or toll stations, which constrains the possible destination candidates. In this sense, increasing

the number of candidates in Acc@topN would greatly improve the accuracy.

We also conduct a statistical hypothesis test to validate the significance of the performance gains. Specifically,

we select paired t-test to check if the difference in the mean accuracy between the two models is statistically

significant. In our setting, according to the empirical practice [6], we conduct 5 times 2-fold test under the

significance level of 0.05. The calculated critical value of the MSN-Mohen pair is 2.093 and that of the SSN-Mohen

pair is 2.132. Both values are greater than the standard value 2.0150, which validates the significance of the

performance gain.

Comparison to Naive-HSN: As we mentioned, a key component in Mohen is to find similar sequences to

cluster. We show the advantage of our design by comparing it with a naive fusion of heterogeneous data. Fig. 12
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Fig. 14. Variant without In-
tegration

illustrates the performance of Mohen compared to Naive-HSN. It shows Mohen has much better performance

than Naive-HSN (only 45% on average). Even the direct measurement of sequence similarity can qualitatively

show the similarity (such as in Fig. 6), it is unable to quantitatively find the correct cluster for a specific objective

such as the destination prediction. It is necessary to include objective information (i.e., destination similarity) to

learn a better similarity measurement.

Comparison to DPLink∗: We compare our method with the baseline DPLink
∗
(shown as in Fig. 13). In

general, compared to other baselines, DPLink
∗
has a closer performance as our method. Specifically, the average

accuracy of DPLink
∗
is 65% compared to the 72% inMohen. The main reason is that both methods utilize mobility

sequences (or trajectories) encoding to extract the relationship between sequences that provides positive effect

on the performance. The difference happens in the morning peak (i.e., 9 am and 10 am) and the afternoon peak

(i.e., 4 pm and 6 pm) thatMohen performs better than DPLink
∗
, which shows the strength of our design when the

amount of data is large.

Comparison to a variant without Integration (Mohen−): A key advantage ofMohen is in its integration of

heterogeneous systems. To show its advantage, we further design a variant without integration. In our model, two

data sources have their unique functionality that trajectories from the mobile sensing system provide information

about destination and toll records from the toll payment system provides rich historical information to measure

the similarity of vehicles. In our design, instead of extracting in-coverage mobility sequences from the toll

payment system, we utilize the trajectories alone to represent it. Specifically, we map the trajectories on the

highway network and extract the entering and exit stations. Then this information is fed into our model in the

same manner as our toll records. In this way, the variant model only utilizes the mobile sensing system alone

without integration. We show the result in Fig. 14. On average, Mohen improves the accuracy by 16% compared

to the accuracy of 56% in Mohen−. The main reason is that trajectories alone from the mobile sensing system are

not representative enough as system integration, which mainly reduces the functionality of embedding learning

and clustering.
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Fig. 17. Vehicle Type

Location and time: Fig. 15 plots the accuracy of Mohen in different spatial areas. It shows the accuracy in

downtown is better than that in the suburb. We interpret the result as the effect of the clustering component.
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Because there are generally more vehicles in the downtown than in the suburb, it gives the opportunity to find

more similar vehicles to form the cluster, which improves the performance. Fig. 15 further demonstrates other

factors hidden in the downtown and suburban areas. In general, the downtown area has a more complex highway

network than the suburban areas because of its denser exits to different areas in the city. We found even the

highway network is complex, the performance in downtown areas is still much better than in suburban areas.

The main reason is that the destination prediction is constrained by the location of the exit toll station. People

generally exit from the station that is nearest to the destination, which constrains the number of destination

candidates. Fig. 16 plots the performance of Mohen on weekday and weekend, which does not show much

difference. This is because we include the context information in the prediction model that helps to capture

mobility on both weekdays and weekends.

Vehicle types: There are three types of vehicles including car, truck, and bus. We did not consider the bus

in the evaluation because they have defined mobility patterns that can be directly obtained from scheduling

centers. Fig. 17 shows the performance of Mohen on different types of vehicles. We found in the early morning,

the performance on two types is similar. In the day time, the performance of cars is better than trucks. This is

because cars are generally personal vehicles that have routine patterns. Trucks can change their destinations

depending on different business purposes.

Historical data size: Fig. 18 reveals how the size of the historical data influences the performance. The x-axis

is the number of days, which is the unit of the size. As the number of days increases, the accuracy also increases.

In particular, the increasing speed is very low when the number of days is less than one week. The performance

becomes stable when the days are more than 14 days. It implies that two-week data is potentially representative

to reflect the regular mobility of vehicles.
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Number of clusters: Our prediction models work independently on different clusters. We show the perfor-

mance changes with the different sizes of clusters. Fig. 19 shows the accuracy increases as the number of clusters

increases until it is equal to 50. Then the accuracy decreases when it is equal to 70. We interpret it as the balance

between bias and variance of data. A larger number of clusters generally help to differentiate the dissimilar

sequences, which reduce the bias of data. As the number is larger than a certain number, there is only a small

amount of data in the cluster, which introduces more variance.

Size of destination grids: The performance of Mohen is strongly related to the size of the destination grids.

Fig. 20 plots the sensitivity. In our experiment, the destination area (i.e., grid size) is manually defined according

to different application requirements. Shown as in Fig. 20, in general, a large grid size means a smaller total

number of destination candidates, which in turn benefits the prediction accuracy. We found even the grid size is

two thousand meters, the prediction is still under 90%, which is lower than the human mobility prediction limit

(shown as 93% in [40]). This demonstrates a certain number of vehicles with very irregular mobility patterns,

which requires a more sophisticated model to capture their mobility.

Highway length: We further evaluate how the highway length affects the performance, which in our case

implies the different travel distances on highways. Shown as in Fig. 21, in general, we found the longer travel
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distance makes the prediction more challenging that leads to the performance decrease in a longer distance.

Specifically, the performance is relatively stable when the distance is shorter than 70 kilometers but decreases

more significantly when it is much longer. The main reason is that most people generally travel within a short

distance, which makes long-distance travels less representative of all the mobility. To the best of our knowledge,

it is still an open yet interesting problem to model long-distance low-frequency mobility.

6 APPLICATION
Setting: To show the benefits of our model, we conduct a field study in a Chinese city to measure the impact of

closing exit ramps. We choose two exit ramps (shown as Fig. 22) near to the downtown areas as our measurement

objects, where generally suffer from congested traffic. Basically, there are two peak hours in one day. The morning

peak hour is 8:30 am (region A) or 9 am (region B) and the evening peak hour is 6 pm. At the peak hour (i.e., half

an hour), there is more than one thousand vehicle exiting highways (i.e., vehicles passing the toll station every

two seconds on average).
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Fig. 22. Setting: we partition the whole city into regions by a Voronoi diagram, where each region has one and only one toll
station. Especially, region A and B are located in the downtown area. The plot shows the traffic volume in a day.

Measurement: Formally, we can present our measurement as the equation Y = f (X , t)whereX is the number

vehicles from highways located in a grid at the time interval t , and Y is the traffic condition (i.e., mean driving

speed) in the grid. To learn this function, we first specify how we obtain the input X at time t and the output Y .
For each vehicle leaving highways in our system, we predict its destination. Based on the work [25], we infer

their passing grids and possible arriving time. By aggregating the result of all the vehicles in a time interval

(i.e., 8:00 am to 8:10 am), we know the number of vehicles (those from highways) located in each grid, which is

our input X and t . The output Y is obtained from the taxi dataset in the city. Given their driving speed, we can

easily obtain the average driving speed in each grid. Based on the input and output, we apply a machine learning

method to learn the function f .
However, the traffic condition in each grid is also impacted by vehicles not from highways, which are not

observable from our system. To simplify our setting, we assume the vehicles not from highways are stable

at different times of a day that we can model the impact by time without explicitly counting the number of

none-highway vehicles. To further support our assumption, we study the local traffic condition at different times

of the day. Our intuition is that if both the X and Y are stable, then the number of local vehicles is also stable. We

show our observations in Fig. 23 considering four timestamps (i.e., 8 am, 12 pm, 4 pm, 8 pm) of the same weekday

within a month. Highway and speed represents the number of vehicles leaving highway and speed in the grid,

respectively. We found both X and Y are stable that X and Y have a standard deviation less than 2% and 6% of the

mean value, which supports our assumption. Finally, we utilize a linear regression model to learn the function,

which leads to an accuracy of 88%.
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Fig. 23. Relationship between X (i.e., vehicles leaving highways) and Y (i.e., average speed in grids).
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Strategy: Based on the measurement approach, we design the exit closing

strategy. There are three elements to be adjusted in the strategy including: what

exit to close; when to close; how long to close. We present a strategy candidate

as S(e,w, l), where e , w , l are the adjustable elements, respectively. Specially,

w and l are discretized values (i.e., every 15 minutes). Given our measurement

approach, we could potentially test the impacts by each possible strategy and

select the one resulting in the desired effect. Considering different local traffics

may require different effects, we only show the effects of two different strategies

as an example including (i) close the exit in region A at 6 pm for 1 hour (ii) close the exit in region A at 6 pm for 2

hours. Fig. 24 shows the estimated average traffic speed in each grid after applying two strategies compared to no

strategy is applied. We found the traffic congestion is not evenly distributed in the region if no strategy is applied.

Some grids have heavy traffic while others have lighter traffic. Both strategies help reduce the traffic in the heavy

traffic area (i.e., increased box low bounds). Strategy II makes the traffic even better since it closes the exit ramp

longer and distributes more traffic to other regions. It is worthwhile to mention that the transportation agency

could design different strategies to meet the requirements under different conditions. Our system performs as a

tool to measure the possible impacts of the strategies.

7 LESSONS LEARNED AND DISCUSSIONS
Lessons Learned: In our work, we measure different characteristics of vehicular mobility and address the

post-highway vehicular mobility problem. We summarize the most important lessons learned in this work.

• For modeling on heterogeneous data, the key is to find the overlapping on different data. In our study, the

overlapping is that all the vehicles pass the toll stations no matter they have GPS traces or not. Based on the

overlapping, we can establish the connection between them, which is the base of utilizing complementary

characteristics. Shown in the evaluation, the single data source can only achieve 37% of accuracy, which

testifies the advantage of heterogeneous data.

• When the direct measurement of objective similarity is not available (i.e., destination similarity between

vehicles with and without GPS traces), we can take indirect measurements to approximate the objective

similarity. In our study, we achieve this by learning an encoder to connect the on-highway sequence

similarity and destination similarity. Compared with the naive fusion of heterogeneous data, our designed

similarity learning component helps improve the accuracy by 27%.

• Instead of training a single model to predict destinations of all the vehicles (shown as the result of naive

prediction in Fig. 12), a more feasible approach is to train separate models for different groups of vehicles.

• As shown in Fig. 11, our model has closed performance with the Oracle baseline, which proves sequential

models are good at mobility modeling if the node representation is well defined or learned.

Comparison to single data sources: In our study, the heterogeneous data is a better solution since we need

to take information from ETC systems as an extra input. As shown in the evaluation, our model performs well in

majority cases. However, it also shows limitations in some cases such as in the suburb and some wrong choice
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of the model parameters. In these case, single data sources may have better performance if there are enough

spatiotemporal coverage with existing stations or enough vehicles equipped with GPS devices. For irregular or

very unique personal mobility, GPS traces could be a better choice since they can observe these behaviors.

Pervasive Heterogeneous Sensing Systems:We emphasize heterogeneous sensing systems are pervasive

in the real world. For example, in urban areas, people are captured by surveillance cameras (i.e., stationary sensing

system) and some of their smartphones (i.e., mobile sensing system) send locations to map service providers [42].

On highways, all drivers pay at toll booths (i.e., stationary sensing system) while some vehicles (i.e., sensing

sensing system) of them also upload their locations through OBD devices [49]. Even in the futuristic scenarios of

autonomous vehicles, they could also communicate with stationary urban infrastructures such as traffic signals

(i.e., stationary sensing system) while also uploading its real-time status to the cloud through cellular networks

(i.e., mobile sensing system) [28] [47]. We envision our work is tied to these scenarios to extend the sensing

coverage of those stationary sensing systems.

Generalization to other human mobility data: In our setting, we use two concrete systems (i.e., a toll

payment system and a vehicle tracking system) as the sources of the heterogeneous data. In a more general

setting, such as GPS from smartphone localization data, it still can be input into our system since our mobile

sensing system is general enough to represent GPS locations from different data sources. The only extra effort is

to map collected GPS into road segments to find the corresponding passing toll stations. After extracting the

passing toll stations, the rest of the process is exactly the same as our vehicle tracking data.

Limitations: In this work, we only evaluate Mohen based on the ETC systems and GPS traces in one city. The

performance in other cities with significantly different features may be different. However, we believe the generic

design for mobility modeling can be applied to a wide range of cities with similar mobility features. Further, in

our evaluation, we only use the 114 thousand vehicles we have data to study their destinations, which are not at

the same scale as the real number of vehicles leaving the highways. However, it is almost impossible to obtain

detailed information for all vehicles since not every vehicle has GPS equipped. To partially address this issue, we

aim to explore cellphone data in the future work to infer mobility patterns of more vehicles.

Privacy and Data for Good: In Mohen, all data are collected legally with drivers’ consent and they reserve

the right to withdraw personal data at any time, e.g., ETC records or GPS. Current statistics show that more

than 99% drivers agree to contribute their data to the studies of urban traveling patterns. Besides the incentives

provided by ETC and insurance companies, the trending awareness of ’Data for Good’ has influenced more data

owners to hold a more collaborative attitude as long as the personal information is well preserved.

Granted with these large scale real-world data, it is non-trivial to protect privacy of drivers especially in the

context of fine-grained spatial information. All data used to train Mohen are anonymized, and we have filtered

out the most unique drivers with strong patterns to prevent potential re-identification. In future work, rigorous

studies about privacy bounds with respect to the data type would be conducted. We are working on sharing

sample data to the academia in a responsible, privacy preserving way to improve the highway and local traffic

experience which reciprocally benefit the drivers. To start with, urban-scale synthetic data sharing the same

utility features will be released through our platform.

8 RELATED WORK
Human Mobility in Mobile Sensing Systems: Most of the existing work models human mobility based on

mobile sensing systems, e.g., vehicular OBD devices [6] [9] [53] [46] and smartphone apps [55]. ElSherief et al. [7]

propose querying algorithms to exploit limited probing sensing resources for higher spatial coverage detection.

Model ParkMaster [19] leverages the ubiquitous smartphone as mobile sensing source to help drivers find parking

spaces in the urban environment and model ParkNet creates a spot-accurate map of parking with GPS devices.

ModelWalkCompass [36] manages to tell the direction of a user by exploiting smartphone sensors and model
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GruMon [38] accurately monitors group for dense and complex urban spaces by commodity smartphone sensors.

Bejan et al. [1] provide a statistical model to recover speed information from the sparse probemovement data. Some

recently works aim to design more delicate models to increase prediction accuracy [22] [8] [10] [16] [24] [37].

Given the full trajectories captured by these sensors, it is promising to model vehicular mobility. However,

these approaches are generally constrained by the low penetration rate of vehicles, which limits their potential

applications. For more general vehicles without equipped GPS devices, they cannot model the vehicular mobility

such as predicting destinations.

Human Mobility in Stationary Sensing Systems:Modeling vehicular mobility through stationary sensing

becomes popular as more and more Internet of Thing (IoT) devices are deployed in cities such as cameras and toll

stations. For example, Wang et al. [43] analyze and infer traffic patterns with video surveillance information. Yang

et al. [49] model the fine-grained travel time on highways with toll stations and infer the locations of each vehicle

on highways [48]. Zhou et al. [59] build estimated conflict graphs by collecting limited signal measurements with

limited number of stationary sensors. Some other works are based on cell towers [14] [13]. These approaches

utilize the full penetration rate of the stationary sensors but cannot track vehicles after leaving the coverage of

the sensors.

Human Mobility in Heterogeneous Sensing Systems: A few studies work on mobility modeling based on

heterogeneous sensing systems. Meng et al. [31] infer the traffic volume based on the loop detector data and

taxi trajectories. Wang et al. [42] track the hit-and-run vehicles with deployed cameras and taxis. Chowdhery et

al. [5] propose a layered architecture bridging the local fine-time scale of sensors to the coarser topological and

temporal operations of the cloud which facilitates information search and improve its availability. Lane et al. [26]

utilize heterogeneous sense data to personalize classifiers with data contributed from other similar users and

infer human activities. They did not fully utilize the complementary characteristics of heterogeneous sensing

systems. Our work utilizes the strength of heterogeneous sensing systems compared to single sensing systems

and deeply investigate the relationship of them. We study the destination prediction problem that cannot be

completed by a single sensing system or naive combination of heterogeneous sensing systems.

Other Works on Heterogeneous Data Fusion: There are also many works related to fusing heterogeneous

data, which are similar to our work that involves heterogeneous sensing systems. Jie et al. [17] and Cao et

al. [3] designed algorithms to link user identities in heterogeneous mobility data. Wang et al. [44] performed

location prediction using heterogeneous mobility data. Hsieh et al. [21] fused data from multiple data sources

in a city to suggest the best station locations for air quality monitoring. Many other works were also based on

heterogeneous data fusion to model the different phenomenon, such as urban anomalies [33] [54], city noise [57],

region functions [50], traffic accidents inference [4], etc. However, our work is fundamentally different from these

works in two aspects: (i) we do not require id linkage from different data sources, which is different from [17] [3];

(ii) our work aims to predict the mobility of people without data from mobile sensing systems by only fusing

heterogeneous data from a small portion of vehicles, which differs from others that are implemented with full

heterogeneous data such as [44].

9 CONCLUSION
In this work, we focus on the problem of extending sensing coverage of stationary sensing systems and design

a novel system called Mohen to model vehicular mobility based on heterogeneous sensing systems. Our key

idea is based on that human mobility is inherently consistent in different systems. We implement Mohen based

on large-scale real-world data including ETC data of 2 million vehicles per day and GPS data of 114 thousand

vehicles. The experiment shows its accuracy on the destination prediction and its effects on improving urban

flow. We anticipate that this work will motivate public and private agencies to work together to enable a new

class of live smart city services. We will release samples of our data to promote further research in this direction.
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