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Abstract

Accurate estimation of tail probabilities of projections of high-dimensional probability
measures is of relevance in high-dimensional statistics and asymptotic geometric
analysis. Whereas large deviation principles identify the asymptotic exponential decay
rate of probabilities, sharp large deviation estimates also provide the “prefactor” in
front of the exponentially decaying term. For fixed p € (1, 00), consider independent
sequences (X (™P)), o and (©™),ew of random vectors with ©" distributed according
to the normalized cone measure on the unit £ sphere, and X *?) distributed according
to the normalized cone measure on the unit ¢, sphere. For almost every realization
(6™ )nen of (B™)nen, (quenched) sharp large deviation estimates are established for
suitably normalized (scalar) projections of X (") onto #", that are asymptotically
exact (as the dimension n tends to infinity). Furthermore, the case when (X ™), cx
is replaced with (DC("’”)neIN, where X("?) is distributed according to the uniform (or
normalized volume) measure on the unit £, ball, is also considered. In both cases,
in contrast to the (quenched) large deviation rate function, the prefactor exhibits a
dependence on the projection directions (0"),en that encodes additional geometric
information that enables one to distinguish between projections of balls and spheres.
Moreover, comparison with numerical estimates obtained by direct computation
and importance sampling shows that the obtained analytical expressions for tail
probabilities provide good approximations even for moderate values of n. The results
on the one hand provide more accurate quantitative estimates of tail probabilities of
random projections of £, spheres than logarithmic asymptotics, and on the other hand,
generalize classical sharp large deviation estimates in the spirit of Bahadur and Ranga
Rao to a geometric setting. The proofs combine Fourier analytic and probabilistic
techniques. Along the way, several results of independent interest are obtained
including a simpler representation for the quenched large deviation rate function
that shows that it is strictly convex, a central limit theorem for random projections
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under a certain family of tilted measures, and multi-dimensional generalized Laplace
asymptotics.
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1 Introduction

1.1 Motivation and context

The study of high-dimensional norms, the convex bodies that describe their level
sets, and other high-dimensional geometric structures are central themes in geometric
functional analysis [29], and the burgeoning field of asymptotic geometric analysis [3].
Several results in these fields have shown that the presence of high dimensions often
imposes a certain regularity that has a probabilistic flavor. A significant result of this type
is the central limit theorem (CLT) for convex sets [26] which, roughly speaking, says that
if X™ is a high-dimensional random vector uniformly distributed on an isotropic convex
body (namely, a compact convex set with non-empty interior whose normalized volume
measure has zero mean and identity covariance matrix), its one-dimensional scalar
projections (X", 6") along most directions 6" on the unit (n — 1)-dimensional sphere $" 1
in R™ have Gaussian fluctuations. In fact, this result holds for the larger class of isotropic
logconcave measures as well as more general high-dimensional measures that satisfy
a certain concentration estimates called the thin shell condition (see, e.g. [37, 40, 28]).
Of particular interest is the geometry of £ spaces, which has been classically studied
using laws of large numbers, CLTs and concentration results [7, 17, 35, 36]. These
constitute beautiful universality results that suggest that random projections of the
uniform measure on a convex body behave in some aspects like sums of independent
random variables. On the other hand, they also imply the somewhat negative conclusion
that typical fluctuations of lower-dimensional random projections do not yield much
information about high-dimensional measures. It is therefore natural to ask whether
such random projections also satisfy other properties exhibited by sums of independent
random variables, in particular those that capture non-universal features that would
yield useful information about the corresponding high-dimensional measures.

With this objective, large deviation principles (LDP) were established for suitably
normalized one-dimensional random projections of E;‘ balls in [15, 16]. These works
established both quenched LDPs, conditioned on the sequence of projection directions, as
well as annealed LDPs, which average over the randomness of the projection directions.
Subsequently, quenched LDPs for multi-dimensional projections were obtained in [22],
and annealed large deviation results for norms of /) balls and their multidimensional
random projections were established in [1, 20, 19, 23], with [19] also considering
moderate deviations (see also [33] for a recent survey). Going beyond the setting of /]
balls (and measures with a similar representation), annealed LDPs were obtained for
norms of multidimensional projections of more general sequences of high-dimensional
random vectors (X™),cn that satisfy a so-called asymptotic thin shell condition in [22, 23].
All these LDPs are indeed non-universal, in that the associated speeds (or exponential
decay rates) and rate functions (that also captures the exponent) both encode properties
of the high-dimensional measures. However, although LDPs (in contrast to concentration
results or large deviation upper bounds) identify the precise asymptotic exponential
decay rate and allow for the identification of conditional limit laws [24], they have the
drawback that in general they only provide approximate estimates of the probabilities,
characterizing only the limit of the logarithms of the deviation probabilities, as the
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dimension n goes to infinity. Thus, existing LDPs for random projections cannot be
applied directly to provide accurate estimates of tail probabilities or develop efficient
algorithms that distinguish between two given high-dimensional measures, tasks that
are of importance in statistics, data analysis and computer science [11].

1.2 Discussion of results

Our broad goal is to establish sharp (quenched) large deviation results of high-
dimensional measures that not only capture the precise asymptotic exponential decay
rate of tail probabilities of random projections, but also their “prefactors” (or the terms
in front of the exponential), so as to provide more accurate quantitative estimates in
finite dimensions, much in the spirit of the local theory of Banach spaces. In addition,
we aim to identify additional geometric information that sharp large deviation estimates
provide over LDPs. In this article, we focus on one-dimensional projections of E;‘ spheres
and balls and obtain estimates of deviation probabilities that are asymptotically exact as
the dimension goes to infinity.

It is worthwhile to mention that for the Euclidean norm of a random vector distributed
on an isotropic convex body, sharp large deviation upper bounds were obtained in several
works (see, for example, [26, 13, 32, 17] and references therein). While these estimates
have the very nice feature that they are universal (in that they apply for all isotropic
convex bodies or, more generally, logconcave measures), that very feature also makes
them not tight for many specific sub-classes of convex bodies. As a consequence, our
proof techniques are different from those used in the latter works, and may be of inde-
pendent interest. In addition, we develop and analyze importance sampling algorithms
to compute geometric quantities such as the volume fraction of small £} spherical caps
in a certain direction, which would be infeasible to compute with reasonable accuracy
using standard Monte Carlo estimation since the quantities are vanishingly small. We
expect that such computational approaches based on large deviations may be useful
more generally in the study of high-dimensional geometric structures. Indeed, the first
version of this article has already spurred further work in this direction. For example,
Kaufmann [21] studied annealed (i.e., averaged over the randomness of ©) sharp large
deviation estimates for g-norms of random vectors uniformly distributed on ¢} balls, and
the paper [25] establishes quenched large deviation estimates for multi-dimensional
projections of £} balls and their norms.

We now describe some of the challenges in obtaining such sharp estimates and com-
ment on our proof technique. Our results can be viewed as a geometric generalization
of classical sharp large deviation estimates in the spirit of Bahadur and Ranga Rao [4],
which we now briefly recall. Given a sequence of independent and identically distributed
(i.i.d.) random variables (X;);cn, for each n € N, let S™ denote the corresponding
empirical mean:

1 1

S™i=— X' = — (X" T, 1.1
- ; = mlxman (1.1)
where X" := (Xq,...,X,,) and 3" := ﬁ(l, 1,...,1) € 1. Under suitable assumptions

on the (marginal) distribution of X; it was shown in [4] that
P (5" 2 0) =~ (14 o1) (1.2

">a)=—+—(1+4o0 , .
TaTaV2TN

where I is the Legendre transform of A, the logarithmic moment generating function of
X1, 7, > 0 and G, > 0 are suitable constants specified below and o(1) indicates a term ¢,
that satisfies ¢,, — 0 as n — oo. Key ingredients of the proof in [4] include first identifying
a “tilted” measure under which the rare event on the left-hand side of (1.2) becomes
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typical, and second, establishing a quantitative CLT for the sequence (S™),cn under
the tilted measure. Specifically, this tilted measure is also another product measure
of the form ®]l~>a, where I~Pa is a measure absolutely continuous with respect to IP, with
Radon-Nikodym derivative given by

dP,
dP

(l‘) — eT,,ac—A(‘ra)’
where 7, is the unique positive constant such that X; has mean a under the marginal
]?’a of the tilted measure. The constant 62 in (1.2) is the variance of X; under ]?’a. The
second step of establishing a quantitative CLT is in this case standard given the product
form of the tilted measure, and appeals to well known Edgeworth expansions that also
involve the third moment of S,, under the tilted measure ®"]l~3a.

Fix p € (1,00), and let the projection direction ©" be distributed according to the
normalized surface measure on $" !, and let X "*?) be a random vector independent of
©" that is uniformly distributed on the unit £} ball. In this article we obtain estimates of
tail probabilities of the scaled random projection

Wwne) . % <X<n,p>’@n> — ii (nl/PX}"”’)) (nl/zgg) , (1.3)

conditioned on © = (0"),ew = 0 = (6™),cn, for a.e. realization 6 of ©. Using terminology
that originates in statistical physics, due to the fact that we condition on the realization
0 of © and obtain results for almost every realization, we refer to these as “quenched”
deviation estimates. While (quenched) sharp large deviations of sums of weighted i.i.d.
random variables with i.i.d. weights have been considered in more recent work [9],
comparing the expressions for W) and S™ in (1.3) and (1.1), respectively, we see
that W (™P) is a randomly weighted sum of random variables that are not independent,
with random weights that are also not independent. Thus, the analysis in this case is
significantly more challenging and requires several new ingredients. First, we instead
exploit a known probabilistic representation for the cone measure on ¢} spheres [35]
to rewrite the tail event {WW(™P) > q) as the probability that a certain two-dimensional
random vector lies in a certain domain in R? (see Section 2.4), and then establish sharp
large deviation estimates for the latter. This transformation turns out to be useful even
though sharp large deviations in multiple dimensions are more involved, and none of the
existing results (see, e.g., [2, 5, 18] and references therein) apply to this setting. We use
Fourier analysis and a change of measure argument to obtain an asymptotic expansion
for the quenched two-dimensional density (see Proposition 5.4 and Section 7) and then
integrate this density over the appropriate domain. To identify the appropriate change
of measure or “tilted” measure, we first show (in Lemma 2.2) that the quenched large
deviation rate function obtained in [16] is strictly convex and has a unique minimizer.
Along the way, we also establish several results of possible independent result including
quantitative central limit theorems under the change of measure (see Lemma 4.4) and
multi-dimensional generalized Laplace asymptotics (see Proposition 5.6).

In addition, we also obtain corresponding results for ¢} balls, where X (n.p) is replaced
with X("?), a random variable independent of ©™ distributed according to the normalized
volume measure on a scaled /) ball. Obtaining sharp large deviation estimates for random
projections of /] balls is substantially more complex than the ¢} sphere setting because
the probability of interest is now expressed as an integral over a three-dimensional
domain whose boundary is non-smooth at the minimizing point of the Laplace-type
functional (see Section 2.4). This leads to additional difficulties in the computation
of the associated Laplace-type asymptotic integral (see Lemma 5.6). As elaborated in
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Remarks 2.12 and 2.8, our analytical sharp large deviation estimates do indeed capture
additional geometric information beyond the large deviation rate function, and in fact
we show that there is a clear difference between sharp tail probabilities in ¢} balls and
spheres, even though they share the same large deviation rate function. Analogous
sharp large deviation asymptotics can also be obtained in the case p = o or, in fact, for
more general product measures; the analysis in this case is much easier (see, e.g., [27,
Section 4.2]).

In order to provide evidence of the accuracy of our sharp analytical estimates of the
deviation probabilities for finite n, we compare them with numerical approximations.
Specifically, we use the tilted measure identified in the sharp large deviations analysis to
propose an importance sampling scheme that numerically approximates the deviation
probabilities. We then compare the estimates obtained from importance sampling with
analytical sharp large deviation estimates for a range of n.

1.3 Outline of the rest of the paper

After a summary of common notation and terminology in Sections 1.4 and 2.1, precise
statements of the main results are presented in Sections 2.2 and 2.3. An importance
sampling algorithm for calculating tail probabilities and comparisons with resulting
simulations and the obtained analytical formulas are presented in Section 3. The
main results rely on an asymptotic independence result for the weights induced by the
projection direction, which is obtained in Section 4, as well as a reformulation of the rare
event of interest as the event that a certain random vector lies in a two-dimensional (or
three-dimensional) domain, which is described in Section 2.4. Section 2.4 also contains
an outline of the proofs of the main results, with the complete proofs of the refined
quenched tail estimates given in Sections 5.5 and 5.6 for projections of £} spheres, and in
Section 6 for projections of é;} balls. Both proofs proceed by first performing asymptotic
expansions for the joint densities of the multi-dimensional random vectors, as formulated
in Section 5.2. These expansions are derived from a general result on multi-dimensional
generalized Laplace approximations obtained in Section 5.3 (see Propositions 5.6 and 5.7
therein) and estimates obtained in Sections 5.1 and 5.4, which justify the applicability of
these approximations in the present context. Proofs of several technical results used in
the analysis are deferred to Appendices A-F.

1.4 Notation and definitions

We use the notation IN, R and C to denote the set of positive integers, real numbers
and complex numbers, respectively. For a complex number z € C, we denote Re{z} to
be the real part of z. For a set A, we denote its complement by A¢. Also, given a m x d
matrix M, let M7 denote its transpose and when m = d, let detM denote its determinant.

Given an extended real-valued function f : RY — [0, o], its effective domain is defined
as {z € R?: f(z) < oo}. For a twice differentiable function f : R¢ — R (i.e., for which
each partial derivative 0;0; f exists for all 4,5 € {1,...,d}), let Hess f(z) denote the d x d
Hessian matrix of f at . For ¢ € IN, define the function space L,(R?) to be

L,(RY) := {f:]Rd—>]R;/ |f|qd:v<oo}.
Rd

For p € (1,00) and n € NN, let || - ||, denote the p-norm in R", that is, for z =
(1,...,2,) € R,
- p p\1/p
l@ll,, , = (w2 + -+ |2al") .
Let ngl and B} denote the unit £ sphere and ball, respectively:

n—1 ,__ n . _ no.__ n .,
$pti={zeR":|z|,,=1} and BI:={zreR":|z|,, <1} (1.4)
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Also, define the cone measure on é;} as follows: for any Borel measurable set A C Sg’l,

vol([0, 1]A)
np(Ad) = ——2, 1.5
I yp( ) VOI(]BZ) ( )
where [0,1]4 := {za € R" : « € [0,1],a € A}, and vol denotes Lebesgue measure.

Note that when p € {1,2,00}, the (renormalized) cone measure coincides with the
(renormalized) surface measure, and is equal to the unique rotational invariant measure
on $"~! with total mass 1. For the special case p = 2, we use just | - || to denote || - [|,,.2,
the Fuclidean norm on R™, $"~! to denote Sgil and o, to denote fi,, 2.

We end this section with the definition of a large deviations principle (LDP); we
refer to [10] for general background on large deviations theory. For d € IN, let P(R%)
denote the space of probability measures on R¢, equipped with the topology of weak
convergence, where recall that for 7,7, € P(]Rd), n € N, n, is said to converge weakly
ton as n — oo, denoted 7, = 1, if [, f(x)n(dr) = [ga f(x)n(dz) as n — oo for every
bounded and continuous function f on R?.

Definition 1.1 (Large deviation principle). The sequence of probability measures
(Mn)nen C P(RY) is said to satisfy a large deviation principle (in R?) with (speed n
and) a good rate function I : R? — [0,00] if I is lower semicontinuous and for any
measurable set A,

1 1
— inf I(z) < liminf —logn,(A) < li —logn,(A) < — inf I(z),
A0f, () < liminf Z-lognn(4) < limsup ~lognn(4) < — inf ()
where A° and cl(A) denote the interior and closure of A, respectively. Moreover, we say
that I is a good rate function if it has compact level sets. A sequence of random variables
(Vi)new with each V,, defined on some probability space (§2,,, F,, P,,), is said to satisfy
an LDP if the corresponding sequence of laws (P,;! o V,,),cn satisfies an LDP.

2 Statement of main results

Fix p € (1,00). Consider a probability space ({2, F,P) on which are defined three
independent sequences X = (X("’p))ne]N and X = (X("’p))nem, and © = (0"),cn. Each
X (mP) is distributed according to the cone measure i, , on the unit ¢} sphere, as defined
in (1.5), and each X("P) is distributed according to the normalized volume measure on
the unit EZ ball IB;‘ defined in (1.4). The random element © takes values in the sequence
space $ := ®,cnS$" !, with ©" € $"~! denoting the n-th element of that sequence, and
is independent of X (and X) with distribution o, where ¢ is any probability measure on
S whose image under the mapping # € $ — 6" € $"! coincides with ¢,, the unique
rotation invariant measure on $"~!. The dependence between the random vectors O™
for different n € IN can be arbitrary. For 6 € $, denote Py to be the probability measure
P conditioned on © = 6, and let £ and [E4 denote expectation with respect to IP and Py,
respectively. For n € IN, let W("P) be the normalized scalar projection of X (") along
©" defined as

1i/p 2
(np) "~ ()
W = L l§._1 xrmren, 2.1)
and similarly let W(™?) be the normalized scalar projection of X(™?) defined as
1/p 2
(n,p) ._ n (n,p) oyn
w20 1: xmrer, 2.2)
P

First, in Section 2.1, we introduce notation that is required to state the quenched
sharp large deviation estimates. In Section 2.2 we recall the quenched LDP for ¢} spheres
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and balls established in [16] and obtain an important simplification of the quenched LDP
rate function obtained therein, which in particular shows that it is convex and has a
unique minimum. The latter property will be crucial for our analysis. We then present
our sharp large deviation results for projections of /j spheres. Corresponding results for
¢, balls are presented in Section 2.3. Finally, in Section 2.4 we provide a brief outline
of both proofs, and present a more detailed comparison of our results with classical
Bahadur-Ranga Rao bounds.

2.1 Preliminary notation
Fix p € (1,00). Let v, € P(R) be the p-Gaussian distribution with density

1 p
fy) : e WPy e R, (2.3)

= ‘2p1/pp(1 + 1;7)

where I is the Gamma function. For ¢1, ¢, € R, define the extended functions

Ay (t1,t2) :=log (/R et1y+t2|y|pfyp(dy)) , (2.4)

and
\I/p(tl,tz) ::/Ap(utl,tg)vg(du), (25)
R

and observe that they both have effective domain D, := R x (—o0,1/p). Also, let ¥; be
the Legendre transform of ¥,,:

\I/;(thtz) = sup {t151 + to59 — \Ilp(sl, 82)}, tl,tg S IR, (2.6)
s1,52€R

and let J, C R? be the effective domain of ¥’
T, = {(z1,29) € R?: (21, 22) < 00} (2.7)

Since by [16, Lemma 5.8], the function A, defined in (2.4) is strictly convex on its
effective domain, which we denote by D, ¥, is also strictly convex on D,,. By [16, Lemma
5.9], ¥, is essentially smooth, lower-semicontinuous and hence closed. Therefore by [34,
Theorem 26.5], V¥, is one-to-one and onto from the domain of ¥, to J,. Thus, for each
(x1,22) € J, there exists a unique A, such that A\, € D, and V¥,(\;) = z. This in turn
implies that A, uniquely achieves the supremum in (2.6), and hence that

VU,(\) =z, (2.8)

and

U () = (2, A\) — Tp(\y). (2.9)

Remark 2.1. Since ¥, is a strictly convex infinitely differentiable function on D,, the
inverse function theorem and (2.8) imply that the mapping J, > z — A, € D, is also
infinitely differentiable.

2.2 Results on projections of /] spheres

We first state quenched LDPs for the sequences (W(?) .y from (2.1) and
(WmP)), o from (2.2). It follows from [16, Theorem 2.5] that for o-a.e. , under Py,
the sequence (W("fp))nem satisfies an LDP with (speed n and) a quasiconvex good rate
function

L,(t) = inf Wi (11, 72), (2.10)

T1€R772>01717;1/p:t
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where recall that a quasiconvex function is a function whose level sets are convex.
Furthermore, it follows from [16, Lemmas 3.1 and 3.4] that (W (")), ci also satisfies an
LDP with the same speed and rate function. Note that the rate function I, is insensitive
to the projection directions, in the sense that it is the same for o-a.e. 6.

We show in the following lemma that the infimum in (2.10) is attained uniquely at
(t,1), yielding a simpler form for the rate function and use that to deduce it is strictly
convex and has a unique minimizer. The latter is a crucial property both for obtaining
sharp large deviation estimates and developing importance sampling algorithms.

Lemma 2.2. Forp € (1,00) and a > 0 such that ¥;(a,1) < oo,

inf Vi(r1,72) = Vy(a,1) = sup {as; + s — Vy(s1,52)} -

_ p
T1 E]R,T2>0:7'17'2 l/p:a s1,s2€R

The proof of Lemma 2.2 is relegated to Appendix A; when combined with [16, Theorem
2.5, Lemma 3.1 and Lemma 3.4], it yields the following simpler form of the quenched
LDP.

Theorem 2.3. Fix p € (1,00). For o-a.e. §, under Py, the sequences (W), cx and
(W("vp))nem both satisfy LDPs with the same strictly convex, symmetric, good rate
function I, given by

I,(a) :== ¥, (a,1) = SUI;IR {as1 + 52 — ¥, (s1,52)}. (2.11)
51,52

We now introduce notation to state the sharp large deviation estimate for W (™»).
Recall the definitions of ¥,, V7, J, and A, from Section 2.1 and for x € J,, define
He = Hpo bY

Hp.o = (Hess ¥p)(Az), (2.12)

where we suppress the dependence on p from A, and H,. Also, fix a > 0 such that
I,(a) < co. With some abuse of notation, we write A, = A,» and H, = H,«, where
a* = (a,1). Note that then A\, = (A\s.1, A\s.2) € R? is the unique maximizer in (2.11), that
is,

\P;(a, 1) = Cl)\a,l + >\a,2 — \I/p(>\a71, )\a72), (2.13)
and
Heo = (Hess Tp) (Ag)- (2.14)
Next, define the positive constants &, = &, , and k, = K q Via the relations
53 = (HaAa, Aa) det H, (2.15)
K2 —1_ (/\371 + )\g,z)g/zp(p —1)a (2.16)
. ’/\372(7{51)11 — 21 da2(Hat)ia + )\3,1(7'151)22| (a2 + p2)3/2’ .

Remark 2.4. Although it is not a priori obvious that the right-hand side of (2.16) is
positive, this will become apparent from the proof of Theorem 2.5.

Finally, also define the following functions: for x € R,

ga(l‘> = Ap(l‘)\a’l, )\a’g)7
£a71(l‘) = m@lAp(x)\a71,)\a72), (217)
£a72(x) = aQAp(z)‘a,la /\a,Z)-
Note that the dependence on p of these functions is again not explicitly notated.
We are now ready to state the quenched sharp large deviation estimate for scaled

projections of £} spheres. Recall for 6 € 5, we denote IPy to be the probability measure P
conditioned on © = 6.
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Theorem 2.5. Fix p € (1,00) and a > 0 such that I,(a) < oco. Then the following
statements hold with the matrix H, as defined in (2.14) and constants {, = &, , and
Kq = Kp,, defined as in (2.15) and (2.16), respectively:
(i) Forn € IN, there exist mappings R = R} ,: $""! - Rand ¢} = ¢, :$"' — R?,
defined explicitly in (5.9) and (5.8) as a centered integrated log moment generating
function and its gradient, such that for c-a.e. 9,

P, (W("»P) > a) = we—nﬂp(a)-&-\/ﬁRQ(G")(l +0(1)) (2.18)
Kala V2N ’

where

Cr(e™) = exp (Hml/zcw“)

2
>. (2.19)

(ii) Moreover, there exist sequences of random variables (1, = 7} ,)neN, (8n = 5 4 )neN,

and (tp,; = t;7a7i)n€]1\ll 1 = 1,2, (defined on some common probability space) such
that for eachn € N,

(R (©"),c (0m)) 2L <rn + %sn to (%) (tot + 0(1), ta + 0(1))> . (2.20)

and as n — 0o,
(T’ru Sn;tn,17tn,2) = (ma 6,&1,‘12),

where
(ma 63{3”1752) =
(8- 3ELL(2)21B, GBI 275 € - 5B [(,,(2)2) 5.8 - 5B [1,(2)2) D),

7/ is a standard Gaussian random variable, and (5[,35, @, Q~5) are jointly Gaussian
with mean 0 and covariance matrix ¥, = ¥, , that takes the following explicit form:

Cov(la(2),£4(Z))  Cov(le(Z),Z%)  Cov({, 2),0,1(Z))  Cov(le(Z),La2(2))
Cov(Z2,0,(2)) Cov(Z2,7?) Cov(Z2,0,1(2)) Cov(Z2,0,2(2))
Cov(le1(2), fu(Z2)) Cov(fa’l(Z),ZQ) Cov(£e1(Z),£0,1(2)) Cov(le1(Z),La2(2))
Cov(y2(Z),0.(2)) COV(ang(Z),Z2) Cov(ly2(Z),0a1(Z)) Cov(le2(Z),Le2(2))
(2.21)

An outline of the proof of Theorem 2.5 is given in Section 2.4, with full details

provided in Sections 5.5 and 5.6. See also (7.12) and (7.13) for an interpretation of ¢
and H, as the scaled mean vector and limiting covariance matrix, under a quenched
tilted measure of a two-dimensional vector that arises in a convenient representation for
W (nP) described in Section 2.4).
Remark 2.6. We will refer to the term C7 (" )eV™R:a(?") /,£,1/2mn in (2.18) as the “pref-
actor” since it provides a multiplicative correction to the exponentially decaying term
e~»(a) which is identified by the LDP. In addition, it follows from (2.19)—(2.20) that (in
distribution) R?(©™) and C7'(©™) both converge to zero as n — oo; see also Lemma 5.8
for more refined estimates. Further insight into the form of the prefactor can be found
in Remarks 2.8 and 2.15.

As mentioned above, the most significant term in the prefactor that depends on 4 is
eV .. (®")  The following proposition describes the additional geometric information
contained in this term beyond what is available in the rate function I,,, which is o-almost
surely insensitive to the projection sequence ©.

EJP 29 (2024), paper 1. https://www.imstat.org/ejp
Page 9/56


https://doi.org/10.1214/23-EJP1020
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Sharp large deviations for random projections of £} balls

Proposition 2.7. Fix p € (1,00), a > 0 such that I,(a) < oo and let R}, , be the mapping
in Theorem 2.5 that is defined explicitly in (5.8). Then

1. Forp =2, R? ,(0") is a constant regardless of the direction 0™ € $"~';

2. Forp > 2, the maximum of R}! ,(0") over 0" € $"~! is attained at (+1,+£1,...,+1)/
v/n, while the minimum is attained at fe; forj=1,...,n;

3. Forp < 2, the minimum of R ,(0") over 9™ € $"~! is attained at (£1,+1,...,+1)y/n,
while the maximum is attained at +e; forj =1,...,n,

where (ej)j:L,__,n are defined to be the standard basis vectors in R™.

Remark 2.8. Proposition 2.7 in conjunction with Theorem 2.5 shows how the sharp
large deviation estimates reflect the difference in the geometry of £ spheres for p € (1,2)
and p € (2, 00) with respect to the relative distribution of mass along different rays. This
motivates obtaining sharp large deviation estimates for projections of more general
high-dimensional objects to uncover new geometric information about these objects.

As a corollary, combining the two parts of Theorem 2.5, we obtain an alternative
expression for the distribution of the conditioned tail probability:

Corollary 2.9. Fix p € (1,00) and a > 0 such that I,(a) < co. Forn € IN, recall the
definitions of (7 )nen, ($n)nen and (t,)nen in Theorem 2.5 (ii), and that of H, from (2.14).
Then

(d) M, —nl :
Po (W) > a) = P (W) > af@n) & = e @tV (1 4 o(1),
o o ( (1)
where )
M, = exp (gn n HH;l/%n ) . (2.22)
Moreover, as n — oo,
2
(My, ) = (exp (6 + || ) ,m) : (2.23)

where (R, 6,%,,%,) is as defined in Theorem 2.5(ii).

Proof. By (2.18), (2.19) and (2.20), the tail probability can be written as

ellHa 2P +o(1)

Ka€aV 2T
My i@y +v
:76’“”0’ nrnl+01’
PRz (1+0(1))
since exp(o(1)) = 1+0(1). Also, from the relation (2.22), the mapping (v, $n, tn,1,tn,2) —
(M,,,ry,) is continuous. Therefore, we may apply the continuous mapping theorem to
the last display, and invoke Theorem 2.5(ii) to obtain the joint convergence stated
in (2.23). O

Po (W(n,p) > (l) (i) e—TLHp(a)+ﬁT'n+Sn+0(1)(1 + 0(1))

Remark 2.10. In Theorem 2.5 and Corollary 2.9 we only consider values p € (1,00)
because for p € (0,1), ¢, balls are no longer convex and the existence of even an
LDP has not been established. Moreover, as shown in [16, Theorem 2.6], when p = 1
the quenched LDP of the projection exists only when the projection directions satisfy

lim,, o0 Togn MAX1<i<n 01(") = ¢ for some constant ¢ € (0, 00), and in that case, it is with

speed n/+/logn and the rate function is no longer universal but depends on the limiting
constant c. On the other hand, we omit the case p = 0o, or the more general case of
product measures, because this is in fact simpler to analyze than the p € (1,00) case;
details can be found in [27, Section 4.2].
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2.3 Results on projections of /) balls

Next, we state the corresponding sharp large deviation results for balls. Forp € (1, c0)
and a > 0, recalling that A, ; is the first coordinate of the maximizer ), in the expression
for \P;‘,(a) in (2.9) and H, is as defined in (2.14), define the positive constant v, = v,
via the relation

7“(27 - 1))\ 2a -1 @ -1

’Yg = )‘2,1(1 + a)\a71)2(det Ha)2 D2 a1t ;(Ha)u + (Ha)ao + E(Ha)u

Theorem 2.11. Fixp € (1,00) and a > 0 such that I,(a) < co. Then forn € IN,

b an n n
Py (W(n,p) > a) - Mefﬂp(a)hﬁf% 0 )(1 +0(1)), (2.25)
YoV 21N

where v, = 7, is the constant defined in (2.24), and R] and C] are the functions
defined in Theorem 2.5.

Remark 2.12. (i) Note that the tail probability in (2.25) is a geometric quantity, equal
to the volume of the p-spherical cap (at level a) of £} balls along the direction 6".

(ii) Recall that it follows from the results of [16] (recapitulated here as Theorem 2.3)
that /) spheres and balls cannot be distinguished because the large deviation
speeds and rate functions for random projections of ¢ balls and spheres coincide.
In contrast, we see from (2.18) and (2.25) that although the two prefactors have a
similar form, their actual values differ since in general v, # k,&,. Thus, the sharp
large deviation estimates obtained here are sufficiently refined to distinguish these
two objects, whereas the LDP rate function does not do so.

(iii) As in Remark 2.8, due to the appearance of R} in (2.25), the sharp large deviation
estimate provides more insight into the distinction between the geometry of £}
balls with p € (1,2) and ¢} balls with p € (2, c0).

Similar to Corollary 2.9, we have the following immediate corollary for balls:

Corollary 2.13. Fix p € (1,00) and a > 0 such that I,(a) < oco. Forn € N, recall the
definitions of (M,,)nen and (r,)nen in Corollary 2.9 and let vy, be as in (2.24). Then for

n €N,
n (d) n —nl,(a nr
P (W< 1P>>a):7”e (@ (1 4 o(1)),
© YoV 21N ( (1))

where (2.22) and (2.23) hold.

2.4 Reformulation of the problem and outline of the proof

Fix p € (1,00). As mentioned in the introduction, one of the reasons the esti-
mate (2.18) is challenging to establish is that W ("?) and W) are randomly weighted
sums of random variables that are not independent, and furthermore, the random
weights are also themselves not independent. In this section we provide a brief outline
of our proof and additional insight into the form of the sharp large deviation estimates,
contrasting them with existing results, and explaining the role of various constants.

The first step of the proof is to reformulate the probability of the rare event in terms
of a certain multi-dimensional random vector (S("?) in the case of spheres and §(mp) in
the case of balls) using a well known probabilistic representation for the random vector
X ("P) that we now recall. Assume without loss of generality that the probability space
(Q, F,P) is large enough to also support an i.i.d. sequence of generalized p-Gaussian
random variables (Yi(p ))ZE]N, independent of O, and define the n-dimensional random

EJP 29 (2024), paper 1. https://www.imstat.org/ejp
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vector Y (mp) .= (Yl(P), .. ,Y,Sp)), where each Yj(p) has density f, defined in (2.3). Then, it
follows from [35, Lemma 1] (see also a statement of this property at the bottom of p. 548
in [8]) that

p @ Yy

(np) & =~
T e,
n,p

n €N, (2.26)

where recall that ||z, , denotes the p-norm in R". Define the R?-valued random vector

S @) 3@ [P
§(np) :zﬁz(ﬁ@jyjf’,‘yjl’ ) (2.27)
=1

In view of (2.1) and the independence of X(P) (2.26), and O, fora > 0 and 6 € §,
we may rewrite the tail probability on the left-hand side of (2.18) as

f&ny(l’
Py (W09 = ) =P .
L R M
_p|lt S VoY ® > 1 S|yl
i Wit ey i
j=1 j=1
=P, (S’(n,p) c Dp,a) , (2.28)
where D, , is the two-dimensional domain defined by
Dy = {(ml,xg) eER?: 29 >0,21 > ax;/p} ) (2.29)

On the other hand, again from [35, Lemma 1], we also have an equivalent representa-

tion for X (P,
ye(np) @ ul/n& nelN (2.30)
[y en] ’ '

where U is a uniform random variable on (0, 1), 1ndependent of the sequence (Y (")), cn.
Define the R?-valued random vector

s I I P -
S A A S v IR IR CLER D (2.31)
j=1 Jj=1

From the equivalent representation (2.30), for a > 0 and 6 € 3, we may rewrite the tail
probability of W(™?) as

1/p ™ any(P
Py (W("’p)>a):]P LZUU” f > a
(Ut

[y
n,p
" " 1/p
1 1 ) |P
_ 1/n = ny(p) - (p)
=P U VRV > a | S,
j=1 j=1

—P, (gm,p) c @W) : (2.32)

where @p,a is the three-dimensional domain given by
Dpa 1= {(xl,xg,y) ERP:1>y> 0,20 > 0,21y > az /p} (2.33)
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Remark 2.14. Throughout the paper, we will typically use an overline to denote quanti-
ties related to these multi-dimensional reformulations, and script fonts for quantities
related to ¢} balls.

While several results on sharp large deviations in multiple dimensions have been
obtained (see, e.g., [2, 18] as well as [5] for a comprehensive list of references), none of
these cover the cases of interest in (2.28) and (2.32). In particular, the work [2] considers
empirical means of i.i.d. random vectors whereas, under Py, S(™?) is the empirical mean
of non-identical random vectors. Moreover, the results of [18] also do not apply since the
condition imposed in [18, Assumption (A.2)] is not satisfied here due to the additional
v/n factor in the exponent of (2.18) compared with [18, Equation (3)]. Instead, our proof
proceeds by first exploiting quantitative asymptotic independence results of the weights
(©7)j=1,....n obtained in Section 4, and combining them with new asymptotic estimates
for certain Laplace-type integrals stated in Section 5.

Remark 2.15. Comparing the estimate in (2.18) with the sharp large deviation estimate
for the projection of an i.i.d. sum onto the vector 3" = (1,1,...,1)/y/n given in (1.2), we
see that £, in (2.18) plays a role similar to 5,7, in (1.2). On the other hand, the additional
constant k, in (2.18) arises due to the geometry of the domain Dpya defined in (2.29) and
the fact that we obtain this estimate by reformulating it in terms of a two-dimensional
problem. From a technical point of view, the additional 6"-dependent terms R (0™)
and C7(6™) arise because we are considering (quenched) sharp large deviations of a
vector S(™P) whose independent summands are not identically distributed under Py on
account of the different weights arising from the coordinates of . From their exact
definitions given in (5.8) and (5.9), it is easy to see that both these terms would vanish if
we considered 6" € $"~! with identical weights such as 0" = 7" = (1,1,...,1)/y/n.

3 An importance sampling algorithm

To numerically compute the tail probability Py(W (P > a) = Eg[l{w(n,pba}} using
standard Markov Chain Monte Carlo (MCMC), for any 0" € $7~1 one would have to
generate independent samples of X ("?) from the cone measure fin,p defined in (1.5), and
use the empirical mean as an estimate of the expectation. However, since the probability
is very small, this is inefficient or computationally infeasible for even moderate values
of n. In this section, we propose an alternative importance sampling (IS) algorithm
to more efficiently compute the tail probability numerically, for a range of values of
n, and compare this with the analytical estimate obtained in Theorem 2.5. For a > 0,
fix p € (1,00) and recall the constant A\, defined in (2.13). Also, recall the definition
of the density f, in (2.3). Given n € NN, let y(mp) = (}71(n”p), . .,}771(”’7')) where Y(" 2
j=1,...,n, are random variables defined on (2, 7, P) that are independent under IP(;
for each 6 € $, and such that )?74(””’ ) has density

fr o (y) = exp (A, (VB2 191")) — Ap (VRO a1, Aa2)) foly), v € R, (3.1)

where we suppress from the notation the explicit dependence of E;fj on #". Also de-

fine
n (n,p) en

e . . 3.2
1/2 Z ||Y(n7p)|| ( )

In view of (3.1) and (3.2), it then follows that

y(:p)

Po(W™P) > 0) = Ey j

)
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+A, (\/ﬁawa,l,xa@))]. (3.3)

The IS algorithm estimates the tail probability on the left-hand side of (3.3) by first
sampling a direction #” according to o,, and then sampling from i.i.d. copies of the vector
y (np) = (371” R, }7,{’), independently of the ™ sample, to approximate the expectation
on the right-hand side of (3.3) by a standard Monte Carlo estimate.

10°

—sLD| —SLD
—1s | S —Is
LDP|} AN LDP

10710

e,
®

1020

Tail probability
3,
S

Tail probability
/

10720

1042

0 500 1000 1500 2000 20 40 60 80 100 120 140 160 180 200
Dimension Dimension

(@) a=0.1. (b) a =0.7.

Figure 1: Log scale plot of estimates of Pg(W(”’3) > a) vs. dimension.

The results are displayed in Figures 1-2 and Tables 1-2. In each case, the IS estimate
is computed as above, the LDP estimate is e~™o(a) (i.e., with 1 as a prefactor), and the
sharp large deviation (SLD) estimate is the prefactor (see Remark 2.6) times e~lp(a),
We consider p = 3 with only 100 samples since we do not have closed form expressions
for various functions needed in the IS simulation, thus requiring greater computational
effort per sample. In Table 1 we also calculate the confidence interval of the IS estimate
and tabulate the relative distance between the SLD and IS estimates, computed as
(SLD —IS) x 100/IS. First, we see from Figure 1 that the LDP estimate is not a good
enough approximation, but the sharp large deviation (SLD) estimate does a much better
job. For large a, namely a = 0.7, in Figure 1(B) and Table 1, we see that the SLD and IS
estimates match pretty well even for small n (namely, even n = 20). However, this is not
the case for a small, namely for ¢ = 0.1. In this case, as evident from Figure 1(A) and
Table 2, the SLD estimate appears to achieve the same accuracy only for much larger n,
which likely reflects the dependence of the o(1) term in (2.18) on a.

Table 1: Estimates of Py(W (") > 0.7) for p = 3. The sample size for IS is 100.

n SLD IS Relative distance Confidence Interval

20 | 6.8707 x 10¢ | 5.3317 x 1076 27.18% [3.4203 x 107°,7.2430 x 10~9]
80 |2.5403 x 10718 | 3.4245 x 10718 —25.82% [1.5542 x 10718 5.2948 x 10~ '8]
140 | 6.9378 x 10731 | 6.1856 x 103! 12.16% [2.5305 x 10731,9.8407 x 1031
200 | 2.8813 x 1073 | 1.6547 x 10743 74.13% [4.0920 x 107%4,2.9002 x 10743

Finally, we also ran simulations for different realizations 6 of the direction sequence O.
We see from Figure 2 that different projection direction sequences result in fluctuations
around the quantity e —"1»(@) /Kq€av/2mn, which is the basic sharp large deviation estimate
obtained by ignoring the "-dependent terms in the prefactor in (2.18). As shown in
Theorem 2.5(ii), these fluctuations converge in distribution to functionals of a multi-
dimensional Gaussian vector with an explicit covariance matrix.
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Table 2: Estimates of Pg(W(”’p) > 0.1) for p = 3. The sample size for IS is 100.

n SLD IS Relative distance Confidence Interval
20 |6.9193 x 107! | 3.2004 x 10~* 116.20% [2.5636 x 10~1,3.8372 x 1071]
420 | 1.1317 x 1072 | 8.3597 x 1073 35.38% [5.6085 x 1073,1.1110 x 107?]
820 | 6.0651 x 10~* | 5.2198 x 10~* 16.19% [3.2412 x 1074, 7.1985 x 1074]
1220 | 3.7235 x 1075 | 4.4306 x 10~° 15.96% [2.8312 x 107°,6.0299 x 10~°]

10-19,

10720 ¢ .

- ¥ * C
gm’?‘ ° © % 0
1022 o
10-23 L L L L
90 92 94 96 98 100

Dimension

Figure 2: Log scale plot of estimates of Pg(W(”vp) > 0.7) vs. dimension for p = 3.
Solid line is e~ "I»(@) /ka€aV 2mn. Scatter points are SLD estimates for different direction
sequences.

4 Asymptotic independence results for the weights

Recall that P(R) is the set of probability measures on R. For p € [1,00), denote

Pp(R) := {V € P(R) : / lul” v(du) < oo}7
R
and equip P,(RR) with the p-Wasserstein distance defined to be

Wy(v,v'):=  inf / |z — y|" w(dz,dy), v,V € Py(R), 4.1)
R2

well(v,v’)

where I1(v, V') denotes the set of couplings of v and v’ or equivalently, the set of probabil-
ity measures on R? whose first and second marginals coincide with v and v/, respectively.
We now define a function with polynomial growth in the natural way.

Definition 4.1. Given m € IN, we say that a function f : R — R has polynomial growth
of degree m if there exist T € R and C € (0,00) such that

lfO<c(t™+1), for |t|>T.

We say a function f : R — R has polynomial growth if it has polynomial growth of degree
m for some m € .
Next, we recall the definition of the p-Wasserstein distance on probability measures.

Lemma 4.2 (Definition 6.8 and Theorem 6.9 of [39]). Let (v")n,ew C Pp(R) and v € Pp(R).
Then the following two statements are equivalent:

1. W,(v",v) = 0.
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2. For any continuous ¢ : R — R that has polynomial growth of degree p

/R bz (dz) — /R b(x)v(dz)

For each n € IN and 6 € §, let Ly denote the empirical measure of the coordinates of
the scaled projection direction /nf™:

1 n
ntzf 5 n. 4.2

The following strong law of large numbers for (L ),en was established in [16, Lemma
5.11]. Recall that 7> denotes the standard normal distribution.

Lemma 4.3 (Lemma 5.11 of [16]). Forp € (1,0), forc-a.e. € S,
W, (Ly,y2) = 0, asn — oo.

We now establish a central limit theorem refinement of Lemma 4.3. Given an i.i.d.

array (Z" = (Z},j =1...,n))nen of standard normal random variables, for any twice
continuously dlfferentlable function ¢, define
2
" @2 nZn
én(aﬁ)::ZM” ‘C] -7z, (4.3)
22 \170,,
and set

(4.4)

. vndy o,
o= \FZ = st +é 2 ><|z"||n,2 Zﬂ)

For any probability measure = € P(R), define «( f]R , for any Borel
measurable function F': R — R.

Lemma 4.4. Given a thrice continuously differentiable function F : R — R and two
twice continuously differentiable functions G1,Gs : R — R such that F"’, G/ and GY
have polynomial growth in the sense of Definition 4.1, we have the following expansion:

\/E(L%(F) - 72(F)7L%(G1) - 72(G1)7L%(G2) - 72(G2))
D ( 2 o =), o(1), 7n(Ga) + 0
2 (5P + 8aF) +0 (2 ) FalG) 01, 0(Ga) + 01 )
where §,, and 7,, are as defined in (4.3) and (4.4), and as n — oo,
(er(F) én(PW) f‘n(Gl) 72'n(C;’Q))
(QL—E[ "(Z)Z)D, E[F”( )22]52,63—;E[GQ(Z)Z]BS,QS—;E[G;(Z)Zﬁ))

where (2[ 9,66 ) is jointly Gaussian with mean 0 and covariance matrix

Cov(F(Z),F(Z))  Cov(F(Z),7%) Cov(F(Z).Gr(Z)) Cov(F(Z),Ca(Z)
Cov(Z2,F(Z))  Cov(Z2%,7?)  Cov(Z2,G1(Z))  Cov(Z2,G2(Z))
Cov(G1(2), F(Z)) Cov(Gi(2),22) Cov(Gi(2),G1(2)) Cov(Gi(2),Ga(2)) |’
Cov(G(2), F(2)) Cov(Ga(Z),2%) Cov(Ga(2),G1(2)) Cov(Ga(Z), Ga(Z))

and Z is a standard normal random variable.

This result is similar in spirit to [20, Theorem 1.1], which establishes a central
limit theorem for the sequence of ¢-norms of \/n®™", n € N. Lemma 4.4 above pro-
vides fluctuation estimates for suitable joint functionals of \/n©®", for which we first
apply a Taylor expansion to the functionals. The proof of Lemma 4.4 is deferred to
Appendix B.
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5 Proof of the sharp large deviation estimate for spheres

Throughout this section, fix p € (1,00) and for n € N, recall from Section 2.4 the
definition of the two-dimensional random vector 5" := S("?) = L3 | (\/n@1Y;, [Y;[P),
where (Yj)jen is an ii.d. sequence of random variables with common density f, as
in (2.3), and for 4 € $, let h}} denote the (joint) density of S™ under Py, where in this
section we will typically suppress the dependence of A7, S and Y; and other quantities
on p. In view of (2.28), we then have

Py (W) > a) =Py (S € Dy ) = /

hiy (x, y)dzdy, (5.1)
Da

where D, = D, , is the domain defined in (2.29).

Remark 5.1. Note that Bg depends on ¢ only through ™. For notational simplicity
throughout we will adopt the convention that for quantities that depend on both n and 67,
we will use a superscript n to denote the former dependence and a subscript 6 instead of
0™ to denote the dependence on 0.

The key ingredients required to estimate the tail probability in (5.1) are an asymptotic
expansion for the joint density ﬁg carried out in Proposition 5.4 of Section 5.2, a multi-
dimensional generalized Laplace approximation stated in Proposition 5.7 of Section 5.3,
and a certain estimate that justifies the application of this Laplace approximation that is
stated in Lemma 5.8 of Section 5.4. The proof of Proposition 5.4 is somewhat involved
and hence deferred to Section 7. Instead, these results are first used in Sections 5.5
and 5.6 to prove Theorem 2.5. We first state a preliminary result in Section 5.1.

5.1 Estimates on the joint logarithmic moment generating function

We obtain an estimate on the growth of the log moment generating function A,
of (Y;,]Y;|") defined in (2.4), which will be useful in the subsequent discussion. The
following expression was established in [16, Lemma 5.7]:

Ap(te,te) = —% log(1 — pto) + log M., (%) , (5.2)
for
(t1,t2) € Dy = {(t1,t2) € R® 1t < 1/p}, (5.3)
where
M, (t):=E[e"], teR, (5.4)

is the moment generating function of Y;. In order to understand the growth in ¢; of the
derivatives of A, it suffices to understand the derivatives of log M, .

Lemma 5.2. For1 < p < 0, let M% and A, be as defined in (5.4) and (2.4), respectively.
Then for every k € INU {0}, the derivative

dk
t— ﬁ log M’Yp (t),
exists and has at most polynomial growth, in the sense of Definition 4.1. Therefore, for
Jj,k € NU{0}, and any t, < 1/p, the function
t1 — 8{85/\1)(751, t2)

has at most polynomial growth.

The proof of Lemma 5.2 involves conceptually straightforward (though detailed)
estimates, and is thus deferred to Appendix C.
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5.2 An asymptotic expansion for the joint density

The main result of this section is Proposition 5.4, which provides an asymptotic
expansion for the joint density hj of the two-dimensional random vector S™ under Py. To
state the result, for n € IN, define

V= (Vaely, Y, j=1,....n (5.5)

For t = (t1,t2) € C?, the Laplace transform of (Y;,|Y;|”) is given by
O, (t1,ts) = {etlmtﬂyjlp} . (5.6)

£ Yyt |Y5 P Re{t1}Y)+Re{t2}|Y;[?

The observation |e | =e shows that @, is finite precisely
when Re{t2} < 1/p, or equivalently, (Re{t1}, Re{t2}) lies in D,, the effective domain of
A, defined in (5.3). For t = (t1,t2) € D, and 6 € S, also define

n 1 - n n
Wpo(t) = - E log @, (v/nbjty,t2) = /Rlog P, (uty,t2) Ly (du), (5.7)
j=1

where Ly is the empirical measure of the coordinates of /nb", as defined in (4.2).

Remark 5.3. Since log®, = A, on D,, for (t1,t2) € Dy, R 3> u — log®,(uty,t2) is
continuous and has polynomial growth by Lemma 5.2. Hence, for every ¢t = (t1,t2) € D,
and o-a.e. 6, the convergence of Ly to -, established in Lemma 4.3 shows that as n — oo,

T (1) /}R log , (ut1 t2)12(du) = (1),

where the last equality holds by the definition of ¥, given in (2.5).

Next, recall the definition of J, from (2.7) and for x € J,, the definition of A,
from (2.7)-(2.8).Then for 0 € S, define

Ry (0") = \/ﬁ(\IJ;"e()\z) = Up(Az))s (5.8)
and
cr(0™) = V/nV ( ;’79()\95) — \Ilp()\m)) , H2 (™) := Hess \I]Z’g()\m), (5.9)

where we drop the explicit dependence on p from c}, H} and R}, and note that the
right-hand sides above depend on 6 only through 6™ (see Remark 5.1).

For a > 0, with the same abuse of notation used for H, in Section 2.2, we let ¢}
and R} denote the functions ¢/. and R[., respectively, where a* = (a,1). We show
in Section 7.2 that ¢}(6™) and H7}(6") are the mean vector and covariance matrix,
respectively, of ﬁ Z?’Zl(f/j" — ), with V]” as in (5.5), under a certain quenched tilted
measure; see (7.12) and (7.13).

Proposition 5.4. Fix p € (1,00), n € N, and recall the definitions of ¥,,, V7 J, and i
given in (2.5), (2.6), (2.7) and (5.7), respectively, and for x € J,, recall the definitions of
H., c2(-) and R}(-) from (2.12), (5.9) and (5.8), respectively. Then for o-a.e. 6,

() = o g ()5 (1 4 0(1)), (5.10)

and the expansion in (5.10) is uniform on any compact subset of J,, where gy is the
infinitely differentiable function defined by

g5 () = (det M)~ /2eVPREOD e, (5.11)
Section 7 is devoted to establishing Proposition 5.4, with the final proof given in

Section 7.4.
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5.3 A multi-dimensional generalized Laplace approximation

The formula (5.1) and the expression for 713 in (5.10)-(5.11) show that the tail proba-
bility can be expressed as a Laplace-type integral over the domain D, defined in (2.29).
However, to estimate this integral, we cannot directly apply conventional Laplace ap-
proximations such as those in [6, Chapter 8] or [42, Chapter V] due to the additional
dependence of n in gy. Instead, in Propositions 5.6 and 5.7, we first establish a gen-
eralization of multi-dimensional Laplace approximations that can accommodate such
n-dependent terms, which may be of independent interest.

Definition 5.5. Given m, d € IN, o € (0,1) and a bounded domain D C R™*9¢, we say
that the sequence h" : R™*? — R, n € N, admits a (f,z*, o, g")-representation if for
eachn € NN,

hn(m) _ gn(m)e—n,f(x)’ = ]Rm+d’

where

1. f is a nonnegative function that is twice continuously differentiable in D and
achieves its minimum on cl(D), the closure of D, at a unique point z*,

2. there exists C € (0,00) such that for each n € W sufficiently large, g"(z) =
exp(r™(x)) is continuously differentiable with

|r"(z)| < Cn®||z||, for all x in a neighborhood of z*.

We start by establishing a Laplace asymptotics result, which extends the one-
dimensional result in [31, Chapter 9.2].

Proposition 5.6. Given m, d € IN, and a bounded domain D C R™ X ]R‘_i,_ containing
the origin. Suppose the sequence h" : R™% — R, n € N, admits a (f,z*,a,g")-

representation on D with * = (0,0,...,0). Then we have the following asymptotic
expansion:
om) % (g .
/ W (z)dx = (L)i - 9"(z") e @ (1 40(1).  (5.12)
2 * m *
b " [Tici Omtif(z*) Hj:l ‘a?jf(x )

The proof is deferred to Appendix E. We now obtain an alternative representation for
this integral. To state the result we need to introduce the definition of Weingarten maps.
Let D be a hypersurface in RY. Denote the tangent space at a point x € D to be T} (D)
and the normal vector field at « to be NV,. Then the Weingarten map at z is defined to
be the linear map L, : T,(D) — T,(D) where L,(v) := 9,N, and 09, is the directional
derivative in the direction of v. Also, for a map L, let L~ ! denote its inverse and recall
that det(A) denotes the determinant of a matrix A. (See also [2, Section 4] for more
information on Weingarten maps).w
Proposition 5.7. For m,n € IN, let D ¢ R™*? be a bounded domain whose boundary
is a differentiable (d — 1)-dimensional hypersurface. Let h" : R™"*¢ — R, n € N, be a
sequence of functions that admits a (f,z*, «, g")-representation on D in the sense of
Definition 5.5. Then

_— " _ (2m)@=D/2 det (L7 (L1 — Ly))~ /2
= /Dh ()2 = S (Hews 7)) IV F @), V@)1

g (@)e 1+ 0(1)),
where fori = 1,2, L; is the Weingarten map at z* € 9D of the surface C;, given by

Cr:={y: fly) = f(z")} and Gy :=0D.
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Proof. The proof will make use of arguments from [6] as well as a result from [2].
Since 0D is a differentiable (d — 1)-dimensional hypersurface, there exists a one-to-one
continuously differentiable transformation I" : N' — N CRx ]Rf1 such that F' maps z*
to the origin. Setting Jr(z) € R? x RY to be the Jacobian matrix of I at , we can write

WALRES / g™ (z)e @ dy = / |det Jp(x)| g”(I‘*l(x))e*"f(F_l(m))dx.
D I'(D)

By the assumption in Definition 5.5 there exist « € (0,1) and C € (0, o0) such that ¢"(z) =
exp(r"(x)) with [r"(z)| < Cn® ||z||, on a neighborhood of D. By the differentiability of T,
we have |r"(1"*1(x))’ < Cn® ||z|,. Hence, Proposition 5.6 with m, d ¢g", f and D therein
replaced with d— 1, 1, |det Jr(z)| g"(I'~*(x)), foI'~! and I'(D), respectively, implies there
exists a constant C' = C'(I', D, f) € (0, 00) that does not depend on g" such that

(2m)=D/2¢r

" = n(d+1)/2

g (z)e ™ @ (1 4 o(1)). (5.13)
In order to deduce the constant C’, we note that the same formula also holds when
¢g" =1 and hence it follows that

B o omy@-1/20r
7 ::/De @y = B C e 1 4 o)), (5.14)

Also note that Z" coincides with the integral in [6, Equation (8.3.63)] when A\, n, ¢ and gg
therein are replaced with n,d, —f and 1 here. By the stated properties of D, there exists
a local chart of a coordinate system G : N, — U of A, C D around z*, for some subset
U c R, Let J. be the Jacobian matrix of the transformation G at z*, and let Hf denote
its transpose. Then, under the stated conditions on f and D, the formula [6, Equation
(8.3.63)] yields the following estimate:

(2m) (@72 |det(373,)| />

 nld+D/2] det Hess(f o G(a*))[V/2|V f(z*)]

fn

e (1 4 0(1)). (5.15)

Next, to further simplify the expression in the last display, by [2, Equations (4.5) and
(4.6)] it follows, after identifying DG(0), I and A therein with J,, f and Hess(f o G(x*)),
respectively, that

|1/2

|det(373.) _ det(L7H(Ly — Lo))~1/? (5.16)

| det Hess(f o G(2*)) V2|V f(x*)|  ((Hess f(x%)) ="V f(2*), Vf(z*))!/?’

with Lq, L, as in the proposition. (Note that there is an erroneous additional factor

of v27n in the denominator of the expression in [2, Equation (4.6)], which we have

corrected). Comparing (5.15), (5.16) and (5.14), we see that
det(L7H(Ly — Lo))~1/?

((Hess f(x*)) =1V f(z*), V f(x*))1/2

The proposition then follows on substituting the above expression for C’ into (5.13). O

C' = (5.17)

5.4 Continuity estimates for terms in the prefactor

In order to apply Proposition 5.7 to the expression for i_zg given in (5.10)-(5.11), we
need to verify that hj satisfies Definition 5.5. The following lemma will be useful in
verifying property (2) of Definition 5.5.
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Lemma 5.8. Fix p € (1,00). For everyy € J,, a € (1/2,1) and ¢ > 0 with a fixed
B.(y) C J,, there exists = = E(y,a,e) € (0,00) such that for o-a.e. 0, there exists
N = N(y,a,¢,0) € N such that for x € B.(y) andn > N,

[VARL(O") — VAR (0™)] < Zn |1z — yll,., (5.18)
and

H‘Hl/zcn(en) 2 _ HH*]/QCn(en)
T T 2 Y Y

2
<z o -y, (5.19)
2

Before presenting the proof of the lemma, we provide an alternative formulation
of (5.18) and a related result. Fix a € (1/2,1), p € (1,00), y € J, and ¢ > 0 such that
B.(y) C Jp. From (2.4), (5.6) and the fact that Y} is a p-Gaussian random variable, it
follows that the equality A, = log ®, holds on the domain D, of ¢, defined in (5.3). When
combined with (5.8), (5.7) and (2.5), this shows that

n

VRRZ(0™") = (1og @, (V1] A 1, As 2) — B [log @5(Z01, A 2)])

Jj=1

where Z ~ 7, is a standard normal random variable. Since x — A, is infinitely differen-
tiable by Remark 2.1, there exists C’ € (0,00) such that ||A; — A\y|| < C' ||z —y|| for z €
Bc(y). Therefore, to show (5.18), it suffices to show that given any fixed s = (s1, s2) € D,
for every ¢/ > 0 such that B./(s) C D,, there exist C = C(s,a,¢’) € (0,00) and a random
integer N = N(s,a,¢’) such that P-almost surely,

Z (Ks(v/nOfty,ta) — E[Ks(Zt1,12)])| < Cn*|lt]|, for |[t| <&’ andn >N, (5.20)

j=1
where
Ks(t1,t2) :==1log ®p,((s1 +t1), (s2 +t2)) — log (51, 52), (5.21)
for
(t1,t2) € Dy s i= {(u1,u2) € R* :ug < 1/p — 82} (5.22)

Let Z, (Z;)jen be independent standard Gaussian random variables on the probability
space (Q', F',P"). Then letting Z(™ := (Z,,...,Z,) we have (e.g. see Section 2.4 or [35,

Lemma 1]),

()(Zlaazn)
(e1,...,0)) = ————. (5.23)
' |2

The following result on Gaussian vectors will be used to prove Lemma 5.8.

Lemma 5.9. With the notation above, fix o € (1/2,1), let D = R x (—o00,T) and let
K : D — R be a twice continuously differentiable function. Suppose fort; € (—o0,T),
the mappings t1 — 01K(t1,t2), t1 — 012K(t1,t2) and t1 — 011K (t1,t2) have polynomial
growth in the sense of Definition 4.1. Then for every € > 0 such that B.(0) C D, there
exist C = C(s,a,¢) € (0,00) and a random integer N = N (s, «,¢) on (', F',P’) such that
P’ -almost surely, for

> (/c (H‘gﬁ(fmtl,m) - [IC(Ztl,tg)]> < Cn®||t||, for|t|] <eandn > N. (5.24)

=1
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Deferring the proof of Lemma 5.9 to Appendix F. we now use it to prove Lemma 5.8.

Remark 5.10. From (5.23), we will use in our proof the following equivalence that a
statement about Z(™ /|| Z(")|| holds P’-almost surely if and only if the same statement
with Z(" /|| Z(")|| replaced by ©™ holds P-almost surely.

Proof of Lemma 5.8. We begin with the proof of (5.18). Since &, is finite near the
origin, ®,, is infinitely differentiable on its domain D, and hence, for any s € D,, the
functional K, from (5.21) is twice continuously differentiable on its domain D,, ; defined
in (5.22). Since log ®,, = A, on D,, the expression in (5.21) and Lemma 5.2 imply that
the mappings ¢, — 01K (t1,ta), t1 — 012Ks(t1,t2) and ¢ — 011 s(¢1,t2) have polynomial
growth for t; < 1/p — s5. Therefore, Lemma 5.9 implies that for each s € D, and
a € (1/2,1), for e > 0 with B.(0) C D, there exist C = C(s,a,¢) € (0,00) and a random
integer N = N(s,q,¢) such that (5.24) holds P’-almost surely. Due to the relation
on =P o (0)~1, Remark 5.10 implies that (5.20) holds and thus, that (5.18) also holds.

We now turn to the proof of (5.19). Fix s € D,,. For ¢ = 1,2, and (¢1,t2) € D, ,, define

]61‘(151,152) = 81 log (I)p(tl,tQ), (525)
and
K:S)i(tl,tg) = ’61((81 + tl)7 (52 + tg)) — K:Z'(Sl, 82). (526)

Note that for 7 = 1, 2, by the smoothness of ®,, K, ; is twice continuously differentiable
on its domain D, ; and also the mappings t1 — 01K;,;(t1,t2), t1 +— 012K i(t1,t2) and
t1 — 011Ks,i(t1,12) have polynomial growth for ¢, € D, ; by Lemma 5.2 and the fact
that log ®, = A, on D,. Thus, for¢ = 1,2, K, ; satisfies the assumption in Lemma 5.9.
Hence, (5.9), (5.7), (5.23), Lemma 5.9 and the equivalence between statements about
Z™M /||Z™)|| and ©", imply that for every y € J,,, a € (1/2,1) and € > 0 with B.(y) C J,,
there exists = = Z(y,¢, @) € (0,00), and for o-a.e. #, there exists N = N(y,«,¢,0) € N
such that for ¢ € B.(y) and n > N,

|vncl (6™) — v/ncp (6™ <En |z —yll,, i=1,2, (5.27)

where c; ;(0") denotes the i-th coordinate of c};(¢"). By the smoothness of z — A, in
Remark 2.1, there exists C’ € (0, 00) such that ||A;|| < C’ for € B./(y). Hence, (5.9) and
Lemma 5.9, with K replaced by K;, imply that for every y € J, and o € (1/2,1), there
exists ' = Z/(y,¢, @) € (0,00), and for o-a.e. 6, there exists N’ = N'(y, a,¢,0) € N such
that forx € B.(y) and n > N’,

[Vncl (0™ < En® [[All, < C'En®, i=1,2. (5.28)

Recall the definition of H, in (2.12). The following relation

S 9] DR LEEVENT

2

HrH 1/2 n en

implies that the left-hand side of (5.19) can be written as

]HH;”%W

HH 1/2 m (o)

‘ ZA"A (5.29)

where for: =1, 2,

2

Z 1/2 ” mJ(gn) . (H;1/2)1j y](@n))
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2
A= Y (M 2)igen 5 (07) + (Hy2)igey (0M)]

j=1

By the smoothness of ¥, and ), in Remark 2.1, x — 7—[;1/2 is also infinitely differ-

entiable and there exists C” € (0, 00) such that |(7—[;1/2)ij —( ;1/2)1‘]‘| < C"||lz —y| and
| ;1/2)ij| < C” for z € B.(y) and 4,5 = 1,2. Hence, by (5.27) and (5.28), for c-a.e. 0,

x € B:(y) and n > max{N, N'},

AP <3 [ 5 07) = (04 55 67)

IN

’(HQI/Z)@ — (M, M)

2 2
[ O]+ [ 2| D [e 5(07) = € 56|
j=1 j=1
<2(C"C'E 4 C"E)n 2 |z — gy, - (5.30)
Next, by (5.28), for o-a.e. 6, x € B.(y) and n > N’,
AP < 20" C'E'nTY2, (5.31)
Therefore (5.19) follows from (5.29)-(5.31). O

5.5 Proof of Theorem 2.5(i)

We are now ready to prove the main estimate (2.18). Fix p € (1,00) and a > 0
such that I,(a) < oo and recall the definition of the domain D, = D, , given in (2.29).
Since I,(a) is convex and symmetric, I,(a) is increasing for a € R;. Thus, (2.10) and
Lemma 2.2 imply that

161% vi(z) = %r>1£ I,(t) =1,(a) = inf o Uy (71, m2) = ¥y(a,1).
T a T1ER,72>0:71 7, =a
Hence, the infimum of U} over the closure cl(D,) of D, is attained at a* := (a,1).

Moreover due to (2.11), the assumption I,(a) < oo implies \I/;(a, 1) < oo, and hence,
a* = (a,1) € J,, defined in (2.7). Further, by (2.29), a* is a point on the smooth part
of the the boundary 0D, of D,. Let U C R2 := {(z,y) € R : 2 > 0,y > 0} be an open
neighborhood of a* to be chosen below and note that the boundary of U N D, is also
smooth at a*. Then, for § € $, we can split the probability of interest from (5.1) into two
parts:

Py (S" € D,) =Py (5" € D,NU) + Py (S" € D, NU°). (5.32)

The proof will proceed in two steps. In the key first step, we will estimate the first
term on the right-hand side of (5.32) by integrating the estimate of the density BZ of S™
obtained in Proposition 5.4 over the domain D, N U, and then analyze the asymptotics
of the resulting Laplace type integral, as n — oo using Proposition 5.4, Proposition 5.7
and Lemma 5.8. The second step will involve using the LDP for (S™),,c to show that the
second term on the right-hand side of (5.32) is negligible.

Step 1. Using the expressions for Bg from (5.10) and the fact that the domain D,NU C
R? is bounded, we have for o-a.e. 6,

Py (5" € Do U) = /D By(a)ds = T+ o)) (5.33)
ol
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where
"= / go(z)e ™ @ dg, (5.34)

where gy is as defined in (5.11).

To apply Proposition 5.7, we first prove the following:
Lemma 5.11. For a € (1/2,1), the function §j (z)e™"¥»(*) admits a (Vr,a*, a, gy )-repre-
sentation on the bounded region D, N U.

Proof. To verify property (1) of Definition 5.5, first note that ¥}, is nonnegative since it
is a rate function by Theorem 2.3. Next note that by (2.5), (5.2) and Lemma 5.2, ¥,, is
twice (in fact infinitely) differentiable on D, = R x {¢, : t2 < 1/p}. Hence, by the duality
of the Legendre transform [43, Section IIL.D], it follows that ¥} is twice differentiable in
D, and achieves its minimum uniquely at a* = (a,1) € 9(D, N U). Thus, property (1) of
Definition 5.5 holds.

We next turn to the verification of property (2) of Definition 5.5. From (5.11), it
follows that g () = exp(ry(x)), where

2

1 (z) = log det H /2 + /RR™ (") + HH;”%;(G”) . zeD,NU.

Lemma 5.8 and the smoothness of = — logH, Y 2, which follows from Remark 2.1
and (2.12), imply that for a sufficiently small neighborhood of z*, for any « € (1/2,1),
there exist C' € (1, 00) and a finite random variable N such that for o-a.e. 6, rjj satisfies
property (2) of Definition 5.5 and the claim follows. O

Given the claim, Proposition 5.7 applied with d = 2, D = D, N U and h"(z) =
g3 (z)e™¥»(®) shows that for o-a.e. 6,

(2m)'/2 (Lo (Lay = Laz2) 2 )
15 = : pa)e ™) (1 o(1)), (5.35
$ T ((Hess (o)) V() Vi (a2 ()0 T (o) (559

where L, and L, are the Weingarten maps of the curves C; := {z € R? : \I!;(x) =

U*(a,1)} and Cy := {x € R* : z; = azs/?}, evaluated at a* = (a,1). To further sim-
plify (5.35), first note that by the duality of the Legendre transform, and the definition of
Aa,j in (2.13), we have

9;Ui(a*) = gy, for j=1,2, (5.36)
and
(Hess W7 (a*)) ™" = Hess U (Aa) = Ha- (5.37)
Hence,
2m)/2 (LY (Lay — Laso)) /2 -
7y = @2 Laillan = Lap)T 0 by ety 1 4 (1), (5.38)

n3/2 <Ha)\a7 )\a>1/2

Next, observe that [2, Example 4.3] shows that in R?, the Weingarten map is reduced
to multiplication by the inverse of the radius of the osculating circle, which is equal to
the absolute value of the curvature. Recall that for a curve in R? defined by the equation
T(x,y) = 0 for a sufficiently smooth map 7 : R? — R, the curvature at a point z* on the
curve is given by the formula

(T2 +T3)°2

(a).
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Thus, to calculate the curvature of the curve C; at a*, use the above formula with
T(x,y) = Vi(z,y) — ¥r(a,1) and z* = a*, and substitute the relations 9;V;(a*) = A4 j,
j =1,2, and the definition of H, mentioned above to conclude that

A2 o (Mo )1 — 201 ha2(Hg )z + A2 1 ()2

L =
@l (A2 1+ A 2)32

(5.39)
On the other hand, the curvature of the graph of a function y = 7'(z) at the point (z, T(z))
for sufficiently smooth 7' : R — R is given by ‘T”(w)‘ /(1 + (T")2(x))*/2. Recalling the

definition of D, from (2.29), we can apply this with 7'(z) = (z/a)? to compute the
curvature of C, = 0D, at a* as:

—1
L.,— Pp—1la

ST 640

Substituting these calculations back into the expressions (5.33) and (5.38), and recalling
the definitions of gj from (5.11), C7 (™) from (2.19) and £, and k, from (2.15) and (2.16),
we conclude that for o-a.e. 0,

_ _ cnn ngn
Py (S" € D,NU) = %eﬂNHﬁRa(@ )(1+o(1)). (5.41)

Step 2. We now turn to the second term in (5.32). Note that by the continuity of U7,
there exists n > 0 such that

inf U* > U*(a®) +n.
it W) > e b

By the refinement in Lemma 2.2 of the (quenched) large deviation principle for S™
established in [16, Proposition 5.3], ¥ achieves its unique minimum in D, at a* = (a,1).
Thus, for c-a.e. 0,

hrnsup ~log Py (8" € D,NU") < —=¥3(a*) —n, (5.42)

n—oo

which shows that the term in (5.42) is negligible with respect to (5.41).
When combined, (2.19), (5.8), (5.11), (5.32), (5.41) and (5.42) together yield (2.18).
This completes the proof of Theorem (i).

5.6 Proof of Theorem 2.5(ii)

We start by obtaining expansions for R} (©™) and ¢/}(©™). First, note that the functions
Lo, Lo, and £, 5 defined in (2.17) and their derivatives up to second order (for ¢, ; and
£,,2) and third order (for ¢,) are continuous and have at most polynomial growth by
Lemma 5.2. Therefore, setting

Tn 1= 7A’n(ga)a Sn ‘= §n(€a)a tn,l = 7277,(&1,1), tn,?: = 7277,(&1,2),

where #,, and §,, are defined in (4.4) and (4.3), respectively, we can apply (5.9), (5.8) and
Lemma 4.4 to obtain

RI(O") = — Z o(VnO}) — Ell.(2)))

@r +is +o =
- n \/ﬁn \/ﬁ i
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,L - a,1(v/nO7) — E[ly1(Z)]
cal \/ﬁ;( o ron Bleen2) )

@ ( ) o(1).

Moreover, Lemma 4.4 also shows that we have the convergence
(rnv Sn;, tn,la tn,2) =

~ 1 ~ 1 ~5 ~ 1 ~ ~ 1 ~
(m ~ SEICL(2) 210, (EU2) 2210% € - SE[6,,(2)7] 9,8 - JE [(,,(2)7] @) ,
where (ﬁl, 35, @, Q~5) is jointly Gaussian with mean 0 and covariance matrix (2.21).

6 Proof of the sharp large deviation estimate for balls

6.1 Preliminary notation
Fix p € (1,00) and a > 0 such that I,(a) < oo. The definitions in Section 2.4,

specifically (2.32), yield the following expression for the tail probability of projections of
£ balls:
p

Py (W(n’p) > a) :/_ by (1, 2, y)dzr dzady, (6.1)
D,

where for 6§ € §, he(xl,azg,y) is the den51ty under P, of the random vector §(™?) =
(§(P) U'/") defined in (2.31), and D, := D, , C R? is the domain defined in (2.33). By
the independence of U and Y("?), for 2 € R? and y € (0, 1], b2 (21,22,y) is the product of
Bg (z1,x2), the density of S(m:p) under Py evaluated at (z1,22), and the density of U/ at
y, which is equal to %e" log¥ Hence, by Proposition 5.4, we have the following uniform
estimate for h7: for o a.e. 0,

2
— n .
hg(‘rl; x27y) = 79?(1"171‘27y)e_n/F(xhxzvy)<1 + 0(1>>7 (5617 1‘2) S Rga Y € (07 1]) (62)

2T
where
g (21, 22,9) := 5@3(%»%2), (6.3)
with gy defined in (5.11), and
F(z,y) = \Il;(:r) —logy, z=(z1,22) € R2,y € (0, 1]. (6.4)

Thus, as in Section 5.5, the integral (6.1) of interest is once again a Laplace-type
integral, and so one expects the significant contribution to come from the value of the
integrand in a neighborhood of the point where the minimum of F' over D, is achieved.
Now, for any x € R?, the minimum of F(x,y) over y € (0, 1] is clearly attained when y = 1,
and by Lemma 2.2 the minimum of F(z, 1) over the region {z € R? : 75 > 0, 7,25/ = a}
is attained at x = (a,1). Together with the strict convexity of the function V3 (a,1)
established in Theorem 2.3 and the fact that its minimum is attained at 0, this shows
that for ¢ > 0, the minimizing point is given by

argmin  F(x1,x90,y) = arg min F(x1,22,y) = (a,1,1). (6.5)
(w1,22,y)€Dq (:L’l,mg,y):OSySl,IQZO,IlZaa:é/p

However, in this case, the boundary of the domain D, is not smooth at the minimizing
point (a,1,1), and so instead of Proposition 5.7, we apply Proposition 5.6 to prove
Theorem 2.11.
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6.2 Proof of the sharp quenched estimate for (;-balls

We now prove Theorem 2.11.

Proof of Theorem 2.11. Fix p € (1,00) and a > 0 such that I,(a) < co. For # € S, recall
that the density of S$™ can be expressed as in (6.1) and (6.2), and recall the assertion
in (6.5) that the minimum of the function F in (6.4) on D, is attained at (a, 1,1). Thus,
for any open neighborhood U of (a, 1, 1) whose closure does not intersect the plane y = 0,
we split the probability into two parts. Fix § € $. Then

Py (8" € Dy) =Py (8" € Dy NU) + Py (8" € Dy NUC) . (6.6)

For the first term in (6.6), we have the following estimate from (6.1) and (6.2):

n2

Py (S” €D, N U) = —[ gg(scl,a:g,y)e_"F(“’“’y)da:lda:gdy, (6.7)
27 Jp,nu
where gy and I’ are given in (6.3) and (6.4).
The bulk of the proof is devoted to the asymptotics of the Laplace type integral in (6.7).
In order to apply Proposition 5.6, we first perform a change of variables to transform the
domain of integration. Let T : D, — R? be the mapping that takes (1, z2,%) to (X,), Z)
such that

X:xly—axé/p, YV=1—y, Z=uxy—1. (6.8)

Note that the transformation ¥ is invertible in a neighborhood of (a, 1,1), the Jacobian of
this transformation at (a,1, 1) is 1, the image of D, under this transformation is

Dy :={(X,V,2)eR*:0<Y <1,Z>-1,X >0},
and T maps the minimizer (a, 1,1) of F' to (0,0,0). Hence, under the transformation ¥,

setting U := T(U), we rewrite (6.7) as

2 1
Py (8" € Do NU) = ;Lﬂ/~ Cgp o TNV, Z)e et (XY B gxdydz. (6.9)
D, NU

Let vji := 919505 F(a,1,1). Then, from (6.8), we have

1
8}7607;(07 0,0) = U100% + Uo1o% + U001% 0.00)
- 1
= V100 11—y 0.0.0)
= V100;
OF o T4 X +a(l+ Z)/r
T(O,O,O) = V100 (1(_ y)2) — Vo1 000
= av100 — Yo01;
OF 0T ~! a(1+ 2)0-p/r
372(07()’0) = Uloop(l)y + vo10 000
=0,
0?Fox !

a (14 2)0-»)/p a (14 2)=n/p
0Z2 (0,0,0) = <U200p1_y V110 W

a(p—1)\ (1+ 2)d-2p)/p
+ U100 <_ (p2 ))( )
P 1-Yy
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a(l+ Z)(l—p)/p

+ U0 ==, + Voo
p 1=y (0,0,0)
a? 2a a(p—1)
= —5 V200 + —V110 — ——5 V100 T V020-
p p p

Combining (6.4) with the duality relations (5.36)-(5.37), imply the following identities:

v100 = Ox, ¥, (a™) = Aa 1,

voo1 = —1,

V110 = 851’962\1/;(&*) = (Ha)12 s
V020 = 332@2‘1’;@*) = (Ha)z_zl,
V200 = 331,371‘1’;@*) = (Ha)ﬁl-

To apply Proposition 5.6, we first prove the following:
Claim. For a € (1/2,1), the integrand g o T~1(X, Y, Z)e~"F°T ' (¥.¥.2) in (6.9) admits a
(Fo%71(0,0,0),a,gy o T !)-representation on the bounded region D, N U.

Proof of Claim. Let U be a neighborhood of a* = (a, 1). Then it follows from Lemma 5.11
that the function z — gg(:v)e_”q’;(x) admits a (V7 (a, 1), , gy )-representation on D,NU,
and thus properties (1) and (2) of Definition 5.5 hold with f = ¥%, ¢" = gy and z* =
(a,1). It is easy to see that this implies that the corresponding properties also hold for
the representation stated in the claim. Indeed, since F(z,y) = \I!;(:c) — Iny by (6.4),
D, = {(z,y) : x € D,,1 > y > 0} by (2.29) and (2.33), and U does not intersect the
hyperplane {y = 0}, this implies that F' is twice continuously differentiable on D, N'U
with unique minimizer on the closure of D, N U achieved at (a,1,1). On the other hand,
Lemma 5.11 and property (2) of Definition 5.5 imply that gy is continuously differentiable
and there exists C' < oo such that Ingj(z) < Cn®||z||> for all = in a neighborhood
U’ of (a,1). By (6.3), it follows that on any neighborhood U’ of (a,1,1) of the form
{(z,y) : x € U',1 > y > ¢} for some ¢ > 0, gj is twice continuously differentiable and
satisfies In g} (z1, z2,y) < gn"‘H(azl, Z2,Y)||2. Combining these two properties with the
fact that T is infinitely differentiable, maps (a, 1, 1) to (0,0,0) and D, NUto D, NU, and
has an infinitely differentiable inverse on Dg N U,Nit follows that properties (1) and (2) of
Definition 5.5 hold with f = Fo T, D=D,NU, g" = gj o T ! and z* = (0,0,0). This
proves the claim. O

Note that @a C R, x R2. Thus, we apply Proposition 5.6 with m = 1 and d = 2 to the
transformed integral (6.9) with ¢”, f, z* and D therein replaced with g7 o T=!, F o T1,
(0,0,0) and D, to obtain

Py (8" € D, NU)

B n2? \/ﬂ gy o 371(0, O,O)eano‘z—l(o,o,o)

= — X 1+ o0(1)).
2 nd/? aXFof—l(o,o,O)ayFo5—1(0,0,0)\/|8§Fo¢—1(0,0,0)|( @)

The expression on the right-hand side can be simplified further using first the relations
%40,0,0) = (a,1,1), F(a,1,1) = \I';;(a*), g5 (a,1,1) = gy (a*), which follow from (6.3)
and (6.4), together with the expressions for the partial derivatives of F' calculated above,
to obtain

_ _ 1 wo
Py (8" € DaU) = o gi(a")e™"5 (1 +0(1)),
where
. alp—1 2a _ _ a? _
Ya 1= Aa,1(@Aa,1 +1) ’_(2)/\&1 + 7(7_[&)121 + (Ha)zzl + 7(7—[@)111 .
p p p
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Substituting for gy and \II; using the relations (5.11), (2.19) and (2.11), we then obtain

n cpen) oy (a)+/AR (67
Py (8" € D,NU) = %\/ﬁ (1+ 0(1)), (6.10)
where 7, = (detH,)7., which coincides with the definition given in (2.24).

For the second term in (6.6), as in the proof of E;} spheres in (5.42), one can invoke
the quenched large deviation principle for 8" established in [16, Proposition 5.3] along
with the fact that the rate function has a unique minimum, as proved in Lemma 2.2
to show that it is negligible with respect to (6.10). When combined with (2.32), (6.6)
and (6.10), this yields (2.25). O

7 The joint density estimate

This section is devoted to the proof of the density estimate stated in Proposition 5.4.
As usual, throughout fix p € (1,00). In Section 7.1 an identity for the joint density is
established in terms of an integral. This integral is then shown in Section 7.2 to admit
an alternative representation as an expectation with respect to a tilted measure. The
latter representation is used in Section 7.3 to obtain certain asymptotic estimates. These
results are finally combined in Section 7.4 to prove Proposition 5.4.

7.1 An integral representation for the joint density

Lemma 7.1 (Representation for the density of S™ under Py). Fixn € IN and § € S, and
recall the definitions of ¥,,, J,, A, ®, and \11"9 in (2.5), (2.7), (2.9), (5.6) and (5.7),
respectively, and recall that hg is the dens1ty, under Py, of S™ defined in (2.27). Then for
all sufficiently large n, and x € J,,, the following identity holds,

- n\?2 . n
Rj(@) = (52) e @en a0 T @), (7.1)
where
n — i(t,nx) 1+Zt1) >\ 2+it2)
Zy (w) .—/ H \F(? o) dt. (7.2)

Moreover, there exists s > 1 such that (t1,t2) = ([Tj_; ®p(v/10} (Az1 +it1), Ae 2 +itg))*/™
lies in IL; (R?) for all sufficiently large n.

Proof. Let D, be as in (5.3), fix # € J, and omit the subscript = from A, € D, C R? and
the superscript p from many quantities for notational simplicity. Recall the definition
of VJ" in (5.5) and for # € S, let [} be the density of the sum Z;’L:l V]” under Py. The
moment generating function of this sum is given by

/ eI (y)dy = By [T )]
RZ

n
= H Ey [BM\/W?Y#MW]’IP} < o0,
j=1
where Yi,...,Y, are i.i.d. with density f, defined in (2.3) and the finiteness follows
because \ € D, and thus Ay < 1/p. Then the Fourier transform of the integrable function
y > e 2 (y) is given as follows!: for t € R?,

RZ

INote that we use the convention for characteristic functions and thus put  in place of —2mi in the Fourier
transform.
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= Ty [erev]

=[] @p(Vnb) (M +it1), Ay + ita). (7.3)

=

We now make the following claim:

Claim. There exists s > 1 such that for any A € D,,, t € R? and j, k € {1,...,n}, j # k,
we have

KM9E (0 1) = / 1@, (VRO (s + 1), As + it) @y (VIO (A + it1), Ao + its) [ dt < .
RQ
(7.4)

We defer the proof of the claim, first showing how the lemma follows from the claim.
Let s > 1 be as in the claim. Since the moment generating function ®,, is bounded,
the claim holds for any s’ > s. Now, pick any integer n > 2s. Then Ho6lder’s inequality
and the claim imply that the right-hand side of (7.3) lies in IL; (R?). Hence, the second
assertion of the lemma holds for any such n. We may then apply the inverse Fourier
transform formula to conclude that, for all sufficiently large n,

B 1 2 n
lg(z) = (%) /RQ e~ (AFita) H (VB (A + it1), Ag + ito)dt. (7.5)

Next, recall that for any € J,, A = A, is chosen so that (2.9) is satisfied. Also,
by (2.27) and (5.5), we have
1= o
=LV
j=1

Hence, using (7.5), (2.9) and (5.7), we see that the density 713 of S under Py is given by

hy () = n?l} (nx

2
/ €_<>\+Zt nx) H (b f@ )\1 + ltl) Ao+ th)d
R2

Jj=1

2 * * . n
) en@ / en(Yp(@)=(ha)) g=iftina) H O, (Vnbj (M + it1), Ay + it2)dt
R2

)
)
)
)

21
2 . ) n
= % e_n\ljp(:c)/ e—n\I/,,(A)e—z(t,mr H /\1 + Ztl) Ao +it2>dt
R2

=1
"B, (VT (Ar A+ it1), As + it)

N2 0t (@) n(E7 ,(A) - ()\))/ —ilt,na)
s i P 2 t
2w ¢ ’ € ' R2 € _7:1—[1 @,,(ﬁ@?)\l, Ag) ’

for x € J,.. Since the right-hand side above coincides with the expression for l_Lg given
in (7.1) and (7.2), this proves the first part of the lemma given the claim.
To complete the proof of the lemma, it only remains to prove the claim.

Proof of the Claim. Fixn € NN, j,k € {1,...,n}, j # k, and set ¢; := ¢7 and 0, := 0}.

_ k
Let 0 := Uy mds

denote the density of V" + Vk under Py. We assert that to prove the
claim it suffices to show that the functlon R? 3 2+ eM?)5(2) lies in Ly ,,.(R?) for some

€ (0,00). Indeed, then by the Hausdorff-Young inequality [14, Theorem 8.21], the
Fourier transform of z — e{**)5(z) lies in LL,, where s is the “conjugate exponent” of

1+ r. By (5.5) and (5.6), this is equivalent to saying that (7.4) holds with s =14 1/r > 0.
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To this end, we start by obtaining a convenient expression for ©. Note from (5.5) that
V' + Vi = T(Y;,Y;), where (Yj)jen are ii.d. with common density f, and T := T/ :
R? — R x R, is the differentiable transformation given by,

T(y1,y2) = (Vn(01y1 + 0292), |1 |” + [92]”),  (y1,92) € R*.

Given (z1,22) € R x R4, we solve for (21, 22) = T(y1, y2)- For z5 > 0, consider the curves
{y € R? : 21 = /n(b1y1 + O2y2)} and {y € R? : 22 = |y1|” + |y2|"}, which describe a
line and an 612, sphere, respectively. Using Lagrange multipliers, it is straightforward to
deduce that, the equation (z1, 22) = T'(y1, y2), which describes the intersection of these
two curves, then has two solutions when |z;| < z3/?/n(|61 7/ ™Y + |goP/ P~ D) p=D/p —,
M (z2), one solution when |z;| = M(22) and no y € R? such that T'(y) = (21, 22) and when
|z1| > M(z2).

For |z1| < M(z2), we define y* and y~ to be the two solutions to T'(y) = 2. Thus, T
is locally invertible on its range and hence, by the change of variables formula and the
differentiability of T, we may write the density v as

Ay vd)
3(2’1, 2’2)

O ua) [\ s
z 1 .
’ 6(21,22) € {z2>0,{|z1|<M(22)}

(s 72) = (fp@f)fp(y;)

- (|5

Here, |0(y1,y2)/0(z1, 22)| is the Jacobian of the transformation T at (y;,y2), which is
given by the explicit formula

' 9(y1, y2)
0(z1, z2)

_ |91,y
+ folyr ) fo(yz) ‘8((,21122))‘) 120021 |<M(22)}

1
O2sgn(y1) |y1 P! — 61 sgn(ys) |ye|

!
Vnp

where sgn(-) denotes the sign function.
For r > 0, the above discussion shows that

Jr(y) = , (7.6)

p—1

/ |€)\121+)\222,(—}(21’ Z2)|1+T dzydzy
R2

el (106 D | 10y [\
— A1z1+A22z2—22/p 192 1092 1 ’ dazd
/1R2 ‘ <‘ (21, 22) 0(z1, 22) {z2>0 a1 <M(e2)} 216052
e (106 DT [0 ) [T

< 9r A1z1+A222 ZQ/P‘ 1592 15Y2 1y, . ndzd
= /]R2 ¢ 8(21722) 3(21722) {22>0,]21| <M (22)} 421022
:2r/ e>\1\/5(91y1+92y2)+(>\2*%)(|91|p+\y2\p))‘1+T UGRDI .

R2 8(21722)

where the inequality follows from (a + b)!*" < 27(a' ™" + b'*7) for a,b € R, and the last
equality uses the definition of T'. Next, let V' C R? be a neighborhood of the origin. Then

/ |6)\1z1+/\2221—)(21’zz)‘1+T dzydzs
R2

1+r a(ylayZ) "

:27-/ ‘ehﬁ(ely1+e2y2)+(xz—5)(\.1/1\P+|yz|”>> dyrdys
R2AN 9(z1,22)
+2r/ 6A1ﬁ(91y1+02y2>+(xz—§)<|y1|P+\yzv’))’1“ Oy.v2) | 0
R2AA O(z1,22) |

Since p € (1,00) and =z € J, implies pAs = pry2 < 1, it follows that
VRO 0202)+ (M2 5) (P +Hv21) Jies in IL,(R?) for any r > 0. Moreover, since p > 1,
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by (7.6), there exists r; > 0 small enough such that the Jacobian Jr lies in L,, (N). On
the other hand, there exists 0 < ry < oo large enough such that the Jacobian Jr lies in
L,,(N¢). Thus, by Holder’s inequality, there exists » > 0 such that the last display is
finite. This completes the proof of the claim, and therefore of the lemma. O

O

7.2 Representation of the integrand in terms of a tilted measure

We next obtain a representation for the integrand of the integral Z; in (7.2) using a
change of measure. Once again, from Section 2.4, recall the i.i.d. sequence of random
variables (Y});cn defined on (2, F,PP) that have density f, and are independent of
© = (0")pen. Fix a > 0 such that I,(a) < oo, recall the definition of A = A, from (2.9).
Fix n € IN, and consider a “tilted” measure P" = P™“ on (Q, F) such that the (marginal)
distribution of ©" remains unchanged but conditioned on ©® =0 € S, {Yj”,j =1,...,n}
are still independent, but not identically distributed, with Y;* having density f}‘ = fgff
given by

£ W) = exp (Ao, (VO)y, [y”)) = Ap (VROF AL, X2)) fo(y), v € R, (7.7)

with A, as defined in (2.4) and as before we omit the explicit dependence and other
quantities of fj’? on p and a. For # € §, denote by 1?)3 and INEZ)‘ the probability and
the expectation taken with respect to P", conditioned on 6, and likewise, let \7&2()
and (%E/Z(, -) denote the conditional variance and conditional covariance, respectively,
under Pg.

Recall from (2.4) and (5.6) that A,(t) = log®,(t) for t € R2. Then, by (5.5), (5.6)
and (7.7), it follows that for j = 1,...,n and 8 = (B, B2) € R?,

T B,V _ Pp(v/nB7 (B1+X1),82+A2)
Iy [e< J)] - By (V0T ) (7.8)

and hence,

Ej [V = Vs Eg {ew"?ﬁn)} ‘ = Vlog ®, (Vi A1, Aa). (7.9)

8=(0,0)
Denoting V;* = (V},V}}), by (7.8), we also have for &,/ = 1,2,

Covy (V74 Vi) = Bg [V V] — By [V By [V

7l
= 03, 5, Ej {ew’v"ﬂ>” — B Vi By [V

B:(O)O)
= 03 log @, (v/nb} A1, A2). (7.10)
For z € J,, define 1775” to be
N 1 <
V= — VI —x). (7.11)

Lemma 7.2. Forx € J, and 0 € S, recall the definitions ofI_/jf”, ®,, c?, HI and 171” given
in (5.5), (5.6), (5.9) and (7.11). Then

cnem) =y V7], (7.12)
(H™ (0™)t,t) = Var, <<t 17I">) , forallt € R% (7.13)
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Moreover, fort = (t1,t2) € R?,

S [ ") - : 1), Az 2 + it2)
~n — T Z<t,\/ﬁV _ i(t,nx 1 1+t x,2 2
i olt) = B [e N =e 1;[ f@ P W ALY

Furthermore, for c-a.e. §, as n — oo, H(0™) converges to the quantity H, defined
in (2.12).

Proof. We fix § € § and z in the domain J,, of \111*7 defined in (2.7) and omit the subscript x
from ), for notational simplicity. By (7.9), (7.11), the definition of \I!;},@ in (5.7) and (2.8),
we have,

n

B [77] - 1nz( @+ E5[7}]) _\fi (=2 + Vlog (@, (v A1, X))

J:1

( nz +nVey (X))
—\fv( 0N =T, (V)

When combined with (5.9), this proves (7.12). Similarly, by the independence of ‘7j”, j=

1,...,n, under I~Pg, (7.10), the definition of \Il;,g in (5.7) and the definition of H in (5.9),
it follows that

aw

Var, (<t,17:>) ZVarg ((£, V")) = (M2 (0™, 1),

which proves (7.13). Also, by the definitions of ﬂg,e and 173? in (7.14) and (7.11), respec-

tively, the independence of Vj", j=1,...,n, under ]AP’QL and the relation (7.8), it follows
that for ¢ € R?,

") - (M1 +it1), A + it
st = LB [0 = e [ 2SR

which proves (7.14).

It only remains to establish the convergence stated in the last assertion of the lemma.
By (5.9) and (5.7), it follows that for each i, j = 1,2, there exists a, 5 € IN such that the
entry (H7(6™)):; can be written as

n

1
(H2(0™)55 = — D(VR0) 0705 log B, (/) A, o)

j=1
= / u® 005 log By, (ury, Aa) Ly (du).
R
Since, the moment generating function ®,, is infinitely differentiable, the mapping

w— p(u) = u*d205 log ®,,(uA1, A2) is continuous. Moreover, ¢ has polynomial growth by
Lemma 5.2. Since Lemma 4.3 implies that W, (L}, v2) — 0 as n — oo, it follows that

(HE(O™),; - / w00 log @y (uds, Ao)ra(du) = (M),
R

where from Lemma 4.2(2) that, as n tends to infinity, the last equality follows by the
definition of H, in (2.12). O
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7.3 Estimates of the integrand

Lemma 7.3. Fix v € J,. Recall the definitions of XA/x” and (V]’)Fln given in (7.11)

and (5.5), respectively. There exist constants C < oo such that for alln € N and for
o-a.e. 0,

1n~n (/N Nn’n?) ~ 1” n (/N ~n7n4 ~
g;Ee |:HV; - Eg[Vy'] } E; f [HVJ - B[V} }<C, (7.15)
and for alln € NN,
~ ~ ~ o~ I3 ~
EZ{ By Ve } <C. (7.16)

Proof. Due to the following standard inequalities, (a® + b2)3/2 < C'(|al® + [b°) and
3P < (520 |a;|*)3/4, to show (7.15) it suffices to show the boundedness of

SB[ B ) ] ena D3R (7B 72])

We show boundedness of just the first term; boundedness of the second can be shown
analogously. Using following relation between cumulants and central moments, by
simple calculation we have

,ZEH [( By [V”}ﬂ
- 7215" {( —E; [Vi4] 1 +/Raf(log @y (ure,1, Az2)) Ly (du)
= 3Var, (V2 + /R 94 (1og @, (uhs 1, As.2)) L (du). (7.17)

Now, by (7.13), %Z(?{fl) = (H2(0")),, and so by the last assertion of Lemma 7.2,

for g-a.e. 0, as n — oo, %Z(Vxnl) converges to (H;)11. Also, since the function R >~
0t (log @, (uM; 1, A\z,2)) is continuous and has polynomial growth (the latter by Lemma 5.2),
Lemma 4.3 and Lemma 4.2(2) together show that for o-a.e. 8, the second term on the
right-hand-side of (7.17) also has a finite limit as n — oco. Therefore, for o-a.e. §, the sum
of the two terms is uniformly bounded.

Next, we deal with the second inequality. By (7.11), we have

vr - BV = \FZ<V” Ej[V7]) -

By Jensen’s inequality, we further obtain

3

47N 3/4
<(Eg =3 (v~ B 1)

]:
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4 4 3/4
n n

2 T [/ mniysn 2 mn [/ TN [/
SE D (- Esvi) ||+ 5B | | D (Vi - )

j=1 j=1

IN

Now, to show the boundedness of the last display, it suffices to show the boundedness of

4
n

1~ _ ~
S (D (V- Bv) | | for m=1,2

Jsm
Jj=1

We show the boundedness of the first term above, and the second follows similarly. For

m € {1,2}, by the independence of (V. )j=1,....n, We have

g1

4
n

1 —n ‘n mnrin
EEG Z (V],m - E9 [‘G,m])
Jj=1

1 <~ _ -~ 4
— 2 B | (Vi - B 177) |

j=1
w5 > B |(vn - B | B | (V- o)
1<i<j<n
2

1 n - _ P 4 92 n - _ o A
< L3 E |7 Bwp) | vo 2508 (v, - Eav) |
Jj=1 =
which is bounded above by (7.15). This proves (7.16). 0

Lemma 7.4. Fix z € J, and recall the definitions of H, ®,, c;, H, V' and iy g given
in (2.12), (5.6), (5.9) (7.11) and (7.14), respectively. Then for o-a.e. 6 and every neigh-
borhood U C R? of the origin, there exist a neighborhood U of z and a constant C' € (0,1)
such that for all sufficiently large n,

sup |ﬂ7yl’0(t)|1/n <C, yeUl. (7.18)
teue

Furthermore, for o-a.e. 0, there exist a neighborhood U C R? of the origin and a
neighborhood U of x such that for all sufficiently large n,

~n t —ite) (0™ 1 T
fy 0 (\/ﬁ> eTitey (0 )‘ < exp <—2 ((Hy — 5[)t,t>) , yeU, tel. (7.19)

Proof. We omit the subscript = of )\, for notational simplicity. Now, for § € $, and ¢ € R?,
the relation (7.8) yields the inequality

Cbp(\/ﬁﬁy()q + itl), Ao + itg)
QP(\/,FLH?AM )‘2)

-[fs o) <

} <1. (7.20)

Noting from (5.6) that ®,(¢) is the Fourier transform of the joint density of (Y7, |Y1[?),
evaluated at +it, we can apply the Riemann-Lebesgue lemma [14, Theorem 8.22] to
obtain

H(\/ﬁ@?(l)\l — tl),i)\g — tQ)H — o0 = |(I)p(\/f59;i()\1 + itl),)\g + itg)’ — 0.
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Now for 07 # 0, [t|| — oo implies [|(v/n0} (iA1 — t1),iA2 — t2)|| — oo. Thus, under the
assumption that 67 # 0, we see that

O (VO (A1 +it1), A2 + ito)
D, (Vb A1, A2)

lim
£l —o00

Since ¢, is a moment generating function which converges to 0 at infinity, ®,, is strictly
smaller than 1 other than at the origin. For any neighborhood of the origin U C R? and
any 0 < K < oo, there exists 0 < r < 1 such that forallt € U¢, if K~ < |\/50;l| < K and
07 # 0, then

@y, (Vb7 (A1 +it1), Ag + it2)

<.
Py (V1) A1, A2)

This implies
@, (VN (M +it1), A2 +it2)
, (v A1, Az)

Combining this with (7.14) yields the inequality

< p x|y |srop o}

sup

(t)‘l/n < 7“% 2i=1 1{K—1§‘ﬁ6?|§K,9?¢0} .
teue

fz o
Since 1 Z?zl 1{K—1§|\/719_;.1|§K} = Ly([K~', K]\{0}) whose limit, as n — oo, is dominated
by ck :=72 ([K~', K]) > 0 due to Lemma 4.3, we have for o-a.e. 6,

lim sup sup ‘ﬂ;‘79(t)|1/n <reE <
n—oo teUc

Thus, for c-a.e. #, we have a uniform bound 0 < C' < 1 such that for all sufficiently
large n,

i <. (7.21)

sup
teUe

Since ®,, is uniformly continuous in A, by definition and A, is a infinitely differentiable
function of = by the inverse function theorem applied to (2.9), we may choose a neigh-
borhood U of x such that for y € U,

‘l/n

sup ’ﬂzﬂ(t) <C,
teue

i.e., for o-a.e. # and all sufficiently large n (possibly depending on #), (7.18) holds.
Next, note that by (7.14) and (7.12), for t € R?,
T t _ n n ~ i ’\n_'vn in
i (\/ﬁ) 20 = g [oH(92 BIPED]

Thus, for 8 € $, by (7.13) and [12, Lemma 3.3.7], we have the following expansion:

1

For € > 0, by (7.16) of Lemma 7.3, we may choose a neighborhood U C R? of the origin
with small enough radius so that the right-hand-side of the last display is bounded by
e||t||? for t € U. On the other hand, by the convergence of H"(6") to H, established in

~n 3 —i(t,c(0™)) 1 n/gn mn n _ mn[irn 3
Hx.0 % e e _1+§<H.£(0 )t7t> SEG ‘<tavx _EQ[VL]>‘

3 n on i n
< 1 B |72 - B39
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Lemma 7.2, for o-a.e. 0, there exists € > 0 such that H?(0") — eI is positive definite for
all sufficiently large n (possibly depending on 6) and for t € U,

it () o < 1 ) - enten) < ewp (< (0207 —e01n).

Note that the right-hand side of the last display converges to the integrable function
exp(—3((H, —el)t, t)) as n tends to infinity. Similar to the proof of (7.18), the uniformity
of the bound in (7.19) follows from the definition in (5.9), (5.7) and the aforementioned
uniform continuity of ®,, in x. O

7.4 Proof of the joint density estimate
We now con}bine the lemmas established in Sections 7.1-7.3 to prove the estimate
for the density hj of S™ obtained in Proposition 5.4.

Proof of Proposition 5.4. Fix n € IN. Combining Lemma 7.1, (5.8) and (7.14) of Lem-
ma 7.2, we see that for z € J, and c-a.e. §,

Ao (z) :%e—"%(%ﬁ’%ﬁw")ﬁ/ an o (t)dt. (7.22)

T 27 z,0
When compared with (5.10) and (5.11), to prove the proposition, it suffices to show that

n
37 |, oty = det Hy 12 exp (HH 1/26n (g

o).

with the approximation uniformly for z in any compact set of J,.
Let U C R? be a neighborhood of the origin. We split the integral in the last display
into two parts

/ ﬂzvg(t)dt:/ ﬂ:79(t)dt+/ fy o(t)dt. (7.23)
R?2 U c

Now, by the estimate (7.18) in Lemma 7.4, we have for C € (0,1) and s > 1,

o< [,

From the definition of i} , in (7.14) and Lemma 7.1, we see that \ﬂgﬂ(tﬂs/ " is integrable.
Hence, the right hand side of (7.24) tends to zero exponentially fast as n tends to infinity.
Moreover, the convergence is uniform in a neighborhood of x by (7.18) from Lemma 7.4.

Recall the definition of ﬂx,e in (7.14). By (7.11) and (7.12), the characteristic function
itc™ (6™)

x

o)™ at. (7.24)

fizo(t)| dt <C"7 /
, .

of Vm" is given by /i, 4 (ﬁ) e~ . Since the sequence (Vxn)nem satisfies the Lyapunov-

type condition stated in (7.15) of Lemma 7.3, the central limit theorem implies that it
converges weakly to a centered Gaussian distribution with covariance matrix .. Thus,
the corresponding characteristic functions satisfy

t e (" 1
i, <\/ﬁ> e—iten (0™) exp (—2(H$t,t>) . (7.25)

Now, by (7.19) of Lemma 7.4 and (7.25), we may apply the dominated convergence
theorem, and use (7.25) to obtain for o a.e. 6,

1 t
i tdt:f/ i ()dt
/U o) n J nu ?\vn
1 o
= /\/EU exp (ztc om) — 2<Hzt,t>> dt
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1 item (0™ . t —ite™(0™) 1
itcl n ey — —— Ha: on t, 1 dt
+ - /\/EU e Ha g 7 e exp 2( (0")t,t)

_ 1 /R exp (Z‘tcg(an) - ;<Hzt,t>> di(1+o(1)),

n

with H, as in (2.12). Using standard properties of Gaussian integrals, this implies that

/ fiy o ()dt = 2% det H;l/Q exp (H’H;UQCZ(H") 2) (14 0(1)), (7.26)
U
Combining (5.11), (7.22), (7.23), (7.26) and the estimate of the integral over U¢ in (7.24),
we conclude that the asymptotic expansion for the density Bg(:ﬂ) given in (5.10) holds
uniformly for = in any compact subset of J,,.

Finally, by the definition of )\, in (2.9) and the inverse function theorem, the mapping
x — A, is infinitely differentiable. Therefore, combining (5.11), (2.12), (5.9) and (5.8),
we conclude gy is infinitely differentiable. O

A Infimum of the rate function

In this section, we analyze the infimum of the rate function.

Proof of Lemma 2.2. Recall from (2.6) and (2.10), that we have the following expression
for the rate function: for ¢t € R,

. *
]Ip(t) = inf “i/p \Ilp(Tla 72)
7'1E]R,Tz>0:‘r1‘r2 =t
- inf  W(n,7)
TIER,T2>0:m T, =t
= inf W)(7t, 70), (A1)
T2 >0

where U5 (Tot, 75 ) = sup,, ,er {5172t + 5275 — ¥y (s1, 52) .

By Lemmas 5.8 and 5.9 of [16], V¥, is essentially smooth, convex and lower semi-
continuous; see Definition 2.3.5 of [10] for the definition of essential smoothness. Thus,
by convexity, for ¢,7 € R, when V7 (7t,7F) < oo, there exist s; = s;(7t,77), i = 1,2, that
attain the supremum in the definition of Wy (7t,77), i.e.,

\Il;(rt,rp) = 517t + 5277 — U (51, 52), (A.2)

where, by (2.5), U, (s1,s2) = [ Ap(usi, s2)y2(du), with v, being the standard Gaussian
measure and A, defined as in (2.4). Note that s, s, satisfy the following first order
conditions:

Tt:al\I/p(Sl,Sz) and Tp:aQ\I/p(Sl,Sg),

where J; represents the partial derivative with respect to s;, for i = 1,2. From [16,
Lemma 5.9], we can exchange the order of differentiation and integration to obtain

81\I/p(51, 82) = /

ud1 Ay (ust, s2)y2(du),
R

(A.3)
32\I/p(51,82):/32Ap(u51,$2)72(du).
R

To calculate these integrals, we first recall the expression for A, established in [16,
Lemma 5.7],

1 51
A — —Zlog(l — logM, | ——F A4
»(51,52) » og( ps2) +log M, ((1 _p82)1/p) ’ (A-4)
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where M, denotes the moment generating function of the measure ~, with density
defined in (2.3). Differentiation yields

uSy1
((1 ps2)'/P 1
(91Ap(U81782) ( _usy 1/ ) 1 —p32 l/P
1—ps P
(1=ps2) (A.5)
US1
"/p ( 1—ps2) UP) usq
32Ap(US17 s2) = 1— pSg ( usy ) 1 _ p52)(p+1)/p.
(1—ps2)t/»
Combining all the above relations, we obtain
M/ ( 7’!1.;1 v )
ot — / Tp \ (1—ps2)t/P (1 U )1/p72(du), (A.6)
Uus1 — DS
]RM (7(1 p@a)l/P) bs2
M/ ( US1
1 (- psz)l/i”) usy
= / + (du)
1— us — (p+1)/p
R ps2 M, (W) (1= ps2)
1 t
_ T8 , (A.7)
1 — pso 1 — pso
and note that (A.7) implies
Ppsg + 1ts; = 7P — 1. (A.8)

Now, in view of (A.1), to compute I, (t) we have to first take the derivative of ¥} (7, 77)
with respect to 7 and set it to 0. Note that in the following, si, s are functions of 7 and ¢
satisfying (A.6) and (A.7). Using (2.5) and (A.1), we first rewrite ¥, (s1, s2) as

Wy(srs2) = [ Ay(usy,sa)alda)
R

us,

1
= log(1 — ps2) + /]Rlog M, ((1—]952)1/1’) Yo (du).

From equations (A.2)-(A.8), we obtain

d d
E\Il;(Tt,TP) = (17t + $97° — W, (51, 52))

0Os S1 8 _ 882 1

= —7t t+ —=7P p—1 _ Y22
=" + st + aTT + psaT S p——
/MV((lp)/) b wam wn )
R M, (7) 01 (1 —pso)t/P 01 (1 — psg)t/ptl 72
(1—ps2)1/P

Jss 1 0s1 1Tt  Osg

i7'15—i—5t—|—277’—i— 5Pt — T
or ! or psz ot 1 —pso or 1—psy OT
0so TP(1 — psg) — s17t — 1

or 1—pss

+ psarP!

Slt

= 51t + psoP!

=Pl l

T
Setting the derivative computed above to 0, we conclude that the minimum over 7 > 0
in (A.1) is attained at 7 = 1. Substituting this back into the definition of I,, we conclude

that I,() = W5 (¢,1) which, along with (2.6), proves Lemma 2.2. O
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B Proof of the Central Limit Theorem for the empirical measure

Proof of Lemma 4.4. Let (ZJTL, j=1,...,n)pen be independent standard Gaussian ran-
dom variables. Then note that (e.g. see Section 2.4 or [35, Lemma 1])

@ Zj
o= L.
N VA

(B.1)

where we use || Z"| = ||Z"|,, to denote the Euclidean norm of the vector Z" :=
(Zy, ..., Z").

n

Since F' is a thrice continuously differentiable function, we may apply Taylor’s
theorem, for z € R and h > 0 to obtain

1 (=~
F (x)hQ—i— F (af)h:a7

F(x+h)=F(x)+ F'(2)h + G

for some T € (z,x + h). With the expansion above, we obtain

Zrb
Z{ (viza) - BF)]
RIS vazy N\ FEEn (vazp o\
= IZ F(Zj) E[F(Z)]+F (Z ) ( ”ZnH Z]) + 9 ( ”ZnH ZJ)

j=1

3

F/// Z’n

N (Z}) fn _zr) |,
6 1z

3

$p(F) + — - 7%
O+ Z2 5\

J

3
n F/// Z Zn
1 ! (Z}) (f ) (B.2)

where 7,,(-) and §,(-) are defined in (4.4) and (4.3), respectively, and Z" € R lies between
Zr and \/nZ?/ || 2"

In the following, the notation o(1) means having order o(1) in probability IP. We first
show that the last term in (B.2) is of order o(1/n) in probability. By assumption,
polynomial growth, so there exist ¢ > 0 and C' < oo such that

|[F" ()] < C(1+|t|"), VteR.
Therefore, for each n € NN,

‘F/// ) \fZ . 3
> <|Zn|| ‘Zj> =

j=1

3

=l Q

Z
VL g
|zl

jz:(ur’z

Since Z]" lies between Z7' and /nZ7/||Z"||, and \/n/||Z"|| converges to 1 almost
surely. For each 0 < C' < oo, there exists N = N(w) such that a.s. for alln > N,

%

< |z} (1+0O).

Combining the last two inequalities above, we obtain for some constant C’ < oo, and all
n >N,

n F/// ) \FZH 3 n 3
—-Zr| <y 14|z -z}
z:: 6 <||Zn|| .7) = ;( +‘ J’ ) 127 J
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n 3
1 2 VA
- 3

O A

1 n
LNzl aslz

j=1

From the Gaussian concentration inequality (see [38, Theorem 3.1.1]), there exists a
universal constant ¢ such that for § > 0,

P (2" - Vn| > §) < 2e=",
Given € > 0, we have

1 n n -
P <\/ﬁ||Z |- v/a|* >e) :]P(|||Z |- val >n1/6€1/5)

_ee2/3p1/3

< 2e

— 0, as n — oo. (B.3)

On the other hand, since (Zj”) j=1,....n are independent, by the strong law of large
numbers for triangular arrays, as n tends to infinity, almost surely

I :
S|z etz Bli2f 1+ 2] (B.4)
j=1

Similarly, the strong law of large numbers also ensures that as n tends to infinity,

12",

Vvn ’
Together, (B.3), (B.4) and (B.5) show that

n ‘F///(Z}m) \/EZJ" § 3_
2 <|Zn|| ‘Z-ﬂ‘> =

j=1

a.s. (B.5)

We may then rewrite (B.2) as follows:

n n

% MF (\/ﬁ?n”) —E[F(2)] | = #(F) + %én(F) +0 (\/15> . (B.6)

Jj=1

Due to the assumption that F"”, G/ and G all have polynomial growth, the variances
of F(Z), F'(Z2)Z, F"(2)Z%, G1(Z), GY(Z)Z, G2(Z) and G4(Z)Z are all finite. Define
sequences (A,,), (B,), (€,), (D), (€,), (Fn), (&,) and ($,,) as follows:

A, = \/15; (F(z}) —E[F(2))), B, = % é (F'(2})Z} —E[F'(2)2]),
¢, = \/lﬁé (F"(Z})(21)? —B[F"(2)Z%]), D= \}ﬁé (|Z;|2 - 1) ,

¢, = x/lﬁ;n:l (G1(Z2) - B[G1(2)), §n = \}ﬁjzn:l (&1(2])2} — E[G1(2)2)),
6, = jﬁz (G2(2]) ~ ElGa(2)]) . B = jﬁz (G4(2})2) ~EIGH(2)2]) .
EJP 29 (2024), paper 1. https://www.imstat.org/ejp

Page 41/56


https://doi.org/10.1214/23-EJP1020
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Sharp large deviations for random projections of £} balls

By the multivariate central limit theorem, (2,,,B,, €., Dy, €, §n, Gp, H,) converges in
distribution to a jointly Gaussian random vector M := (2,5, ¢, D, ¢, §, &, §) in R® with
mean 0 and covariance matrix

(i> :: COV(MZ7M])7 for Z’j = 17""67 (B‘7)
ij

where

(M17M23M37M47M57M6)M77M8)
= (F(Z)aF/(Z)Za F”(Z)szZ23G1(2)7G/1(Z)Z7 GQ(Z)aGIQ(Z)Z) .

By the Skorokhod representation theorem, we can find (‘Eln, %n, En, f)n, Efﬁn, §n, @,,,, 5”)

and M = (2A,8,€,9,¢,§,6,9) all defined on some common probability space, such
that

@De & &5 ¢ % & & 17

d
(Q[nv %TM Q:nag'lm ena%wu 67“57]”7 M) (mn; %na Q:wugna eﬂmgna 6”7‘6”7 M)?

and

(9[ % ~n7@na§nvéna%n) — Ma-s' (B.8)

Now, we substitute ( ‘B @ D, én,§m én,ﬁn) into (B.6), and we first take care
of r,

F(Z}) - E[F(Z)] + F’ (Z7) (Cir Z;L>

@ % (f A, + (vViB,, + nE[F(Z)Z]) ‘/ﬁ(;égi”n;’/?lm)
=%, +vn <]E[F’(Z)Z] + %%) <1 zl(i%i%‘/)@:m)
=2, + vVnH; (?%, 3%) ,
where H; : R? — R is the mapping
Hi(z,y) = (E[F(2)Z] + <) m

Since B, /\/n and D,,//n converge to 0 almost surely by (B.8), we consider the Taylor
expansion of H; at (0,0):

1—(14y)'/?
Hy(z,y) = T+ 2 T
Y (z,4)=(0,0)
+ (E[F(2)Z)+2) =7 Y
2(1+9)32{ 4.)=(0.0)

+O0(2? +y?)
- —%E[F’(Z)Z} + 02 +12).

Combining the last three displays, we obtain

Pa(F) 2 2 +f< 7= BlF(2) ]+o<‘3;j i:))
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vnoyn

By the a.s. convergence, (U,,,D,,) — (A, D), we see that as n tends to infinity,

— ZE[F'(2)Z]D,, + E[F'(Z)Z]0 <%i 52) .

B2 D2
%‘F\/ﬁﬁo, a.s

Applying Slutsky’s lemma and the almost sure convergence above, we obtain

Fn(F) = 2 — %E[F’(Z)Z]BS, (B.9)

as n — oo.
Similarly, for s,, we have

2
- F// ZTL ZT} < f 1)
Z 127l

Ty

@1 (€ Dn
—277,2 \/fﬁ,\/fﬁ’

where H, : R? — R is the mapping

Sn(F)

=

Hs(z,y) == (E[F"(2)2% + z) <(1+1y)1/2 — 1> . (z,9) € R

Note that ¢, /+/n and D, /+/n converge to 0 almost surely by (B.8). We now apply the
Taylor expansion to H; at (0,0) and obtain

Hy(e,y) = {EF"(2) 21 + 0" +4°).

With the above expansion for H,, we write

50 (F) Y ZE[F"(2)29D2 + O (QB + 93>

vno Vn
= —E[F"(2)2?D?, (B.10)

| = ool

as n tends to infinity, which holds since 5,, — ® almost surely. This completes the

analysis of the expansion for F. Fix i = 1,2, we next consider the expansion for G;.
Following the same method, we can write

ZG( ) - ECH2)

:\/1%; Gi(Z7) — E[GA(2)] + G2 )(f A Zf)*;GQI(Z”(M_Znﬂ'

127 lze
Again by assumption, G/ has polynomial growth, and thus the last term is of order
o(1). Hence, we may rewrite the terms above as follows:

ZG (VA - =)
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n nZm
- % Z Gi(Z}) — E[G:(2)] + Gi(Z}) <\||F2nﬁ — Z;?) + 0(1)
= . (Gy) + o(1). (B.11)

Thus, the expansion in Lemma 4.4 follows from (B.1), (B.9), (B.10) and (B.11). The
second assertion of the lemma is a consequence of (B. 9) (B. 10) the analog of (B.9)
with F' replaced with G; and the joint convergence of A, D0, €,) = (A, D, €) and
(Q[n,i)n,(’j ) = (Ql D 6) O

C Proof of Lemma 5.2

Proof. For p = 2, 7, is the standard Gaussian, log M., (t) = t?/2 and so the lemma follows.
Next, we consider the case p > 2. Let Y be a generalized p-Gaussian random variable
with density as in (2.3). The moments of Y are given in [30] by

0, m odd,
E[Y™] = { pr/rp(mil) (C.1)
W, m evel.
Note that dlog M., (t)/dt = E[Ye"™]/E[e"Y], and for each k > 1, d*log M, (t)/dt" is a
linear combination of products of functions the form

E [YnetY}

b ————
E[ety] ’

for n=1,... k.
Therefore, we only need to show that these functions have at most polynomial growth.
The case when k = 0 then follows since the derivative of log M, has polynomial growth,
thus, log M., also has polynomial growth.

We first consider the case when n is odd and the case when n is even can be deduced
analogously. Note that for ¢t € R and »n odd,

) (pl/p)?m,+l+nl—\(2'm,+2+n)
E [YnetY} ZZ::ot m+1 T 2

E etY = m (pl/p)Z'nLF(%)
[ ] Zm Ot2 T'(2m+1)

ZOO pam1 (pl/p)27rt+1+n1—\< 27714;]2+n)
m=0 T'(2m+1+n)
= [ 2m41

~ (p1 /)20 (25T

> gm0 A\ p )
m=n' I'(2m+1)
1/py2m+1l+np( 2m+24+n
S g2mil (»/7) p(2mizin)
m=0 T(2m+1+n)
1/py2m+2n/ P 2mt2n/+1)
(pt/P)2m+ F( B )
T'(2m+2n’+1)

ZOO t2m+2n’
m=0

Pick n’ = (n — 1)/2 to obtain
. o (» 1/p)21n+1+n,r(2m-;2+n)
B[yre™] ¢ y Y=ol T@mt1+n)

EletY] — tn—1 (p1/p)2men—ip( 22
[ } Zm OtQm T (2m+n) =

Now, note that for each m € NU {0},

1/p 2m+1+np 2m+2+4n
- F(2m+g> ! I r (th’Hn) (2m+1+n)"l <1,
(p}/p)2m-+n—ip(2min) Im+14+n I (2m+1+n)
T'(2m-+n) P
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where the second to last inequality is due to Wendel [41, Equation 7]. Thus, we have
shown that E[Y"e!Y]/E[e!Y] < t2~", which has at most linear growth for any n € IN.
Lastly, we turn to the case when 1 < p < 2. We simply demonstrate the case k =1,
the general result can be deduced using similarly. Again, we start with k£ = 1, and for
general k € INU {0}, the result can be deduced using the same technique as in the case
p> 2.
In view of (C.1) we have fort € R,

tY
% log M, (1) = EED[/Y]]
S 2 B
T i
B e e B e s

n— 1/p\2m+2 2m+3 oo 2m-41 (pl/p)2'77L+21—\<2Lp+3)
< z:therl (™77 F( P ) D=t TEm+2)

= T (2m + 2 oo (1/P)2mr (22T
m=1 ( ) 2 m=0 " T

n—1 1/p 2m+2F <2m+3) 0o om (pl/p)2m+2n+21—\(2'rn+sn+3)
= Z £2m+1 P P 4 420+l 2m=ol T(2m+2n+2)
r'(2m+2 00 (pt/p)2mT(2mtl) ’
m=1 ( ) Zm:O t2m F(2m+1)p

where the inequality follows from E[e!Y] > 1, which is due to Jensen’s inequality.
To conclude the proof of the lemma, it suffices to show that there exists n € IN such
that for all m € NU {0}

(pl/p)2m+2n+21—\( 2m—+42n+43 )

e enpl(Gm 204 3)/pLEm+1)
(p/P)>mT (22 ) T(2m+1)/p)T 2m+2n+2) —
T'(2m+1)

To this end, pick a,b € IN such that the following inequalities hold:

(2m+1)<1—1)—1<a<(2m+1)(1—1);

p p
1 3 1 3
(2m—|—2n)<1—>—<b<(2m+2n)(1—>—+1. (C.2)
p p p p
Then we have the inequality
2 2 2 2
M- 1 <b-a<2m-241-Z. (C.3)
p p p p

Now we use the identity I'(z + 1) = 2I'(z) and the chosen «a, b above to obtain

%F((2m+2n+3)/p)I‘(2m+ 1)
T((2m+1)/p)T (2m+2n+2)

MF(Qm—&—l)(%)-“(zﬁ%l—i—a) F(%—i—b—l—l)
P (225 4 a+1) D(2m + 2n + 2)(3mE2043) (2208 p)
< prntl 2m+1)---(2m+ 1+ ap)
- Cm+2n+3)---(2m+2n+3+bp)’
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where the inequality follows from (C.2) and (C.3). We further see that

g2 I' ((2m 4+ 2n 4 3)/p) T (2m + 1)
P T (@m+1)/p)T @m+2n+2)
< anl 2m+1  2m+41+ap 1
- 2m+2n+3  2m+2n+ 3+ ap 2m+2n+3+(a+1)p)--- (2m + 2n + 3 + bp)

2n+1 1
2n+3+ (a+1p)---(2n+ 3+ bp)

< p2n+1 1 bre
= (2n+3+ (a+1)p)

s=p

1—2

Il

2n
D 1
Sp((2n+3+(a+1)p)1zi> <2n+3+(a+1)p))

which tends to zero as n tends to infinity, uniformly in m. This concludes the proof of the
lemma. m

D Geometric information in sharp large deviation estimates

Fix p € (1,00) and n € IN. We now demonstrate how sharp large deviation estimates
encode geometric properties of the underlying high-dimensional measure. First observe
from the estimate in (2.18) that the leading order term that depends on 6 is R?(6™),
which, in turn, depends on ¢ only through W7 ;(\,), as evident from its definition in (5.8).
From the definitions in (2.4), (2.9)and (5.7), we have

1 n
Vo o(Aa) = - ZAp (VN0 Xa1, Aas2) 5 (D.1)
i=1

where we suppress the 0" dependence in \Ilgﬂ. We first state a lemma regarding the
properties of A, in [16].

Lemma D.1 ([16, Lemma 7.5]). Let p € (1,00) and t; < 1/p. The map Ry > t; —
A, (V/t1,t2) is concave but not linear for p > 2, linear for p = 2 and convex but not linear
forp < 2.

Proof of Proposition 2.7. From the definition of R (0™) in (5.8), it suffices to understand
the behavior of (D.1). Since by (2.9), A\s2 < 1/p. We may apply Lemma D.1 in the
following proof.

First, for p = 2, from (2.4) and (5.2), a simple calculation yields

1 Ao,

1
Ao(hats Aa2) = =5 log(1 = 2Xa2) + 5755 —

Hence, by (D.1) and the last display, \IIZ)Q()\G) does not depend on # and thus is a constant.

Next, consider p > 2. By D.1, A, (v/*, Aq,2) is concave but not linear. By the definition
of A, in (2.4) and the symmetry of the p-Gaussian distribution (2.3), A,(, As,2) is an even
function. Therefore, for 6" € §7~1,

1< 1<
NN (Vb Aan Aaz) = = 3 A, ( n(07)2(Aat)2, )\M)
(Lt ni
S AI) (ej )2()\(1,1) 7)\(1,2
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= Ap (\/rﬁ)\a,la )‘a,2> .
Moreover, since A, (\/ , /\a,g) is not linear, the equality in the last display holds only when

(07)2 = (03)° =+ = (62)° = .
n
Thus, we conclude that the maximum of ¥} ,()\,) is attained at (+1, £1,...,£1)/y/n.
On the other hand, to identify the minimizers of 6" — W7 ,(),), note from Lemma D.1
and the fact that Ay (-, A4 2) is even, we can write ¥} o(\,) = F (07, ...,0), where F = F,
is defined to be

n

1
Flti,ta, . tn)==> A t:(Ma1)? Az ) - D.2
(Otneste) = 30 (e Mz (0.2
for (¢1,...,t,) lies in the compact domain

A= (t17t27,tn)€R’iZt]:1
j=1

Since F is strictly concave by Lemma D.1, the minimum of F is obtained at the extreme
points of A, namely, the vectors, +e;,j = 1,...,n. Thus, by (D.2), the minimum of
U7 9(Ae) is also attained at

0" ==xe;, for j=1,...,n.

The case p < 2 follows from the same argument on interchanging maxima and minima,
and invoking now the convexity of ¢; — A,(v/%1,t2) from Lemma D.1. O

E Proof of Proposition 5.6

Proof. Fix m, d, D, h™ and (f,z*, o, ¢g") as in the proposition. By setting f(z) = f(z) —
f(z*), without loss of generality, we assume f(2*) = 0. For k¥ € IN and any multi-
index 8 = (B1,...,5k) € IN¥, we define f5 = 8‘5?‘ ’’’’’ g, f(x*). Since D C R™ x R¢ and
x* =(0,0,...,0), * lies in the boundary of D. Moreover, since f is twice continuously
differentiable in D and its minimum over cl(D) is attained at z*, we have V f(z*) -
(a1,...,am,0,...,0) = 0 for all a; € R, ¢ = 1,...,m, which implies that f; = 0 for
1 = 1,...,m. Moreover, since f achieves its minimum uniquely at z*, f;; > 0 for
t=1,...,m. By Taylor’'s theorem, we may then write f as

m d
flz) = Z %x?(l + Py(x)) + | > fizi(1+ Pi(z)), forxzeD
1=1 1=m-+1
where (P;);=1,...m+q are continuously differentiable real-valued functions on D. We

will proceed by making several changes of variables. We start with the transformation
Ty :R™ x RY — R™ x R where u = T (z) is defined to be

u; =x;(1+P(x)Y?, i=1,....m and w; =z;(1+Pi(z)), i=m+1,...,m+d.

Note that the Jacobian J; of T} is 1 for x € D. Let u* := Ti(z*) = (0,...,0). Let
D’ := T1(D) and note that D’ C R™ x ]Ri contains a neighborhood of the origin. For
u € D', define

m f ) m-4d
F(u) = f(T7 () =Y Sl + S fous. (E.1)
=1 i=m+1
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Next, let m* be the maximum of F' in D’ or equivalently, of f in D and define
G™(u) := ¢g"(T; *(u)). Using the change of variables T}, we see that

" ::/ h”(z)dx:/ G"(u)e " du, (E.2)
D !

Since D' C R™ x R%, we see that D’ is covered by the family of surfaces F(u) = t for
t € [0,m*], thatis, D' C Usejo,m-{u € R*"! : F(u) = t}. Note also that D’ is bounded and
VF is nonzero in D’. Using the method of resolution of multiple integrals [42, Theorem
9, Chapter V], we then have

*

I":/ v (t)e " dt, (E.3)
0
where
G" (u)
0 ::/ —— " _dA, te[o,m"], (E.4)
=t \ [y R

with dA denoting the surface element of the surface F'(u) = t.

To further simplify the integral in (E.3)-(E.4), we introduce an additional change of
variables 75 : R™ x R4 — Ry x [r/2,m,2]™ x [0,7/2]4"! by letting (£, 6, ¢) = T>(u) be
such that

1/2
2§ . .
u; = cosfy---cosf;_qsinb;, i=1,...,m,

i

Ui = cos? 0y - - - cos? Oy, cos? ¢y - - - cos? ;1 sin” ¢y, 1=1,...,d—1,
m-+1

Umtd = cos? 01 - - - €082 Oy, cOS2 by - - - COS® Pg_o cOS% Pg_1, (E.5)
m-+d

for 0, € [-n/2,7/2],i=1,....,m, ¢; € [0,7/2],i=1,...,d —1and & € [0,m*]. Since for
i=m+1,...,m+d, u; € Ry, the domain of ¢; is restricted to [0,7/2], and thus we
may take the square in cosines and sines for i = m + 1,...,m + d. Therefore, 75 is a
modified version of polar coordinates and is well defined. From (E.1) and (E.5), F(u) =&
for u € R™*? and the Jacobian 7, of T is

a(ula o 7um+d)
(57917"'76m7¢17"'7¢d71)

) m/2+d—1 mn ) a—1 )
(2¢) H cog?dtm=—1-ig. H cog?d—1-2 @; sin ;. (E.6)
i=1

- fm—i—l T fm+d\/ fl,l o 'fm,m i—1

From the second change of variables in (E.5), we have

T2 =3

dA

dA 7 d0de. (E.7)
vy~ S

Recall ¢"(z) = ") and G™(u) = ¢"(T7 *(u)). Let #*(¢, 0, ¢) denotes the transformation
of r™ under T5 o Ty. Then, (E.4), (E.6) and (E.7) imply that

(2t)m/2+d—l

' (t) = (E.8)
fog1 - fmra/ f11 - fm
m d—1
X / / e'f‘n(t,@,d)) H C082d+m717i 91 H COS2d7172i ¢7 sin ¢ld¢d0
oc[—m/2,m/2]m Jp€[0,m/2]4—1 i=1 i=1
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(2t)7n/2+d— 1

- e, (E.9)
Imt1 fmva/ 1 fmom
where
-1
fn(t)zlog/ / e (t:0:9) HCOS2d+m 1=ip; Hcost 1228 4, sin ¢;dpdb.
O€[—m/2,m/2]™ Jpe[0,m/2]41 i=1 i=1

(E.10)

Since |r"(x)| < Cn® ||z| for n large and x in a neighborhood of the origin, there exist
€ > 0 and 7"(¢) such that |7"(¢)| < Cn®t for n large and t € (0, ¢).
From (E.3) and (E.9), we observe that

2m/2+d—1 m” n
" = tm/2+d—1e—nt+r (t)dt.

a fm+1 "‘fm+d\/ fl,l fm,m 0

Now, applying [31, Chapter 9, Theorem 2.1] with p, 7, ¢, A, i, and v being ¢, 7, t"/2+d=1,
m/2+d, 1 and 1, we obtain

2m/2+d—1 m /2 )
1" = cos?Htm=1=i 949

fm—',—l"'fm+d\/.f1,1"'fm,mg —7/2
d—1 2
T iiei . T (m/2+d)
2d—1-2¢
X H/o cos ¢sm¢d¢W

_ (27.(.)m/2gn(x*)
B nd+m/2fm+1...ferdm(l"‘O(l))-

F A uniform deviation estimate

We now establish Lemma 5.9. Key ingredients of the proof include the Gaussian
concentration inequality and certain deviation estimates that are uniform with respect to
a class of functions, much in the spirit of uniform Glivenko-Cantelli or Donsker classes.

Proof of Lemma 5.9. Fix ¢ > 0. Also, consider z € R and (¢1,t3) € D. We will repeatedly
use the fact that (xtq, t2) lies in D. By the assumed differentiability properties of K, an
application of Taylor’s theorem shows that

IC(.Z‘tl, f,g) = ’C(O, tg) + 61/C(p(l‘t1, tg), t2)l‘t1, (F.1)
where p : D — R is a function that satisfies
lp(y,t)] < [y| for (y,t) €D. (F2)

|p(xty,t0)| < |a:~t1\. By the polynomial growth assumption on the partial derivatives of IC,
there exist ¢, C' € (0, 00) such that

sup |01k (xty,t)| < C(1+€?|z]?), (F.3)
teD, ||t]|<e

sup |01 K(wty, ta)] < C(1+e?x]|?), for j=1,2. (F.4)
teD, |it]<e

n

2 < (IIZ ||“’t2> ‘E[’q”htﬂ]) =t (7 (0 + (). (E5)

j=1
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where
n Z
IT(t) = Z (81’C < <||\Zf j||t1,t2> 7?52) H\Zln)jn — 01K (p(Zjt1,12) , t2) Zj) . (F6)
j=1
Ig(t) = Z (61’C (p (thh t2) ,tg) Zj —E [61]C(p(Zt1, tg), tg)Z]) . (F7)
j=1

The proof follows in several steps.

Step 1. We claim that for « € (1/2,1), there exist C; € (0,00) and a random integer N,
such that IP’-almost surely,

sup |n7al{‘(t)| <(C; for n>Nj. (F.8)
teD,||t||<e

d i (’C(l’tl,tz) —
7 01K (p(at1,t2),t2)7) = dx ty
0K(0, 1), it = 0.

’C(O’t2)) = 0K (wty, ts),  ifty #0,

Together with (E.3), this implies that for x € R,

= sup |0iK(zt1,t2)| < C(1 +e?x|?).
teD, |[t]<e

d
sup | = (1K (p(xt1,t2),t2)T)
teD,||t] <e | AT

Combining the last two displays, we see that

n
sup [n”I(t)] <n* sup sup 01 |K(aty, 1) %—Zj
teD,||t]<e teD,|tll<e 5 E[\/ﬁzj } ||Z ||
Iz () =7
(V-] z® ]t | € § ( ( ) )
< — 1+ e?max |Z;|" ) 1Z;] .
‘ o o) VA )1

(F.9)

Since (Z;), e are independent, by the strong law of large numbers, IP’-almost surely,
as n — oo,

1 & . . (n)
H;(l +(Ce)1|Z;|)) | 2] = E {(1 +(Ce)?|Z|) |Z\} and H\/EH — 1. (F.10)

Furthermore, the Gaussian concentration inequality [38, Theorem 3.1.1], implies that
there exists ¢ € (0, 00) such that

e (| ) =

2 2a—1

f’ > na— 1/20) < 2 —c(C) ,

‘Z(n)

which is summable because « > 1/2. Hence, by the Borel-Cantelli lemma and the second
limit in (F.10), there exists a random integer N; € IN such that P’-almost surely,

n1/27a

‘ Z7(n)

—\/ﬁ‘gé and max<|\/§,1>§é, n > Nj. (F.11)

The claim of Step 1 then follows from (F.9), (F.10), and (F.11).
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Step 2. We now establish a bound on 7% (¢) defined in (F.7). Specifically we show that
there exist Cy € (0,00) and a random integer N, € IN such that P’-almost surely, for
n > Ny,

sup |n~*I3(t)| < Ca, for n> Nj. (F.12)
lItll<e
Before proving this bound, we first show how when combined with Step 1, this proves
the lemma. Indeed, (F.5), (F.8) and (F.12) together show that there exist C;,Cs € (0, 0)
such that almost surely, Ny},

ZK (HZ“”Htl’tz) —E[K(Zt1,t2)]] < n® [t (C1 + C2) < (C1 + Co)n® |t]] -

This implies that (5.24) holds IP’-almost surely and concludes the proof of the lemma.
To complete the proof of the lemma, it only remains to prove the bound in Step 2.

Proof of bound in Step 2. To prove (F.12), we introduce a suitable truncation of
(z, (t1,t2)) — O1K(p(zt1,t2),t2)x. To this end, recall the definition of ¢ in (F.3). Since
a > 1/2, we may choose 8 > 0 so that

20— 1—2f¢ >0 anddefine r, :=n’. (F.13)
define
"K t1,t2),t if ns
T, (2,t) = K (p (aty, t2) , t2) z, if [z <7 (F14)
01K (p (sgu(x)rpty, ta) , ta) sgn(x)ry, if |z| > rp,

where sgn : R — {—1,1} is defined by sgn(z) = 1 if z > 0 and sgn(z) = -1 if z < 0. We
bound (F.12) above by the sum of three terms:

sup |n~ I3 (t)| < I3y + I3y + 13, (F.15)
l1tll<e
where
1 n
I3 = sup  |— Y (Tn(Z;,t) — B[T.(Z,1)])]|, (F.16)
teb,||t]|<e | T =1
1 n
Ii= sup  |— Y (1K(p(Zit1,ta), 12) Z; — T(Z;, 1)), (F.17)
teD,||t]|<e | T =1
1 n
Iyi= sup |B | (01K(p(Zjt1,t2),t2)Z; — Tn(Z;, 1)) | |- (F.18)
teD,||t|| <e [t

We now treat each of these terms individually.

Step 2A. For the first term I2, in (F.16), we start by proving that there exist C5 < co and
a random integer N3 such that P’-almost surely,

13 <Cs3+2 for n>Ns. (F.19)

Proof of Step 2A bound. The proof of (F.19) starts with the following claim.
n(z,t) is Lipschitz continuous with constant

C(1+e%rd)r2.
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Proof of the Claim. Define

x, if z<ry,,
T 1= .
sgn(x)ry, if x>r,.

First, note that since K is twice continuously differentiable, by (F.1) and (F.14), fort € D,
IIt]| < eandt; #0,

00 T (2,1) = Oy, <IC(xt1,t2)tl IC(O,tQ)) _ wt O K (wty, o) — K(wty, o) + K(0, )

t
1.
= *55 011K(&, t2),

where the second equality follows from Taylor’s theorem with £ being a constant such
that |¢| < |zpt1| < ery. Likewise, by (F.2), p(0,f2) =0, and for € D, ||t|| < e and ¢; =0,

atlTn(m’t)|t1:O = lim (81K (p(mtl’tz))tQ)x_alK:(O’h)m)

t1—0 tl
. ’C(l‘thtg) — ’C(Oﬂfg) — 81’C(07t2)l‘t1
= lim 5
t1—0 tl

= %x281ﬂ€(0, tg).

By (F.4) and the last two displays, fort € D,

t|| < &, we have

10y, T (2, )] < C(1 + 97972 (F.20)

n*

Similarly, forx € Rand t € D,

t| < e by (F.1), (F.14) and Taylor’s theorem, when ¢; # 0,

8t2’11‘n(x,t) _ at2 (IC(I‘tl,tg) — ]C(O,tz)) _ 82/C(a:t1,t2) — 82/C(07t2)

tl tl

= £012K (&, 12),
where ¢ is a constant such that |¢| < |z,t;| and when ¢; =0,
O, T (2, t) = O, (01K (0,t2) ) = 2012K(0, t2).
The last two displays and (F.4) imply that
10,, T, (,8)| < C(1 + €%9)r,, forz e Rand |t]| <e. (F.21)
Thus, the claim follows from (F.20) and (F.21). O

We now continue with the proof of Step 2A. For n € NN, let §,, and k,, be finite positive
constants given by

€ ~ 2
Op = —= and k= |(C(1+¢&%r] rinl_a -‘ . (F.22)
C(1+eirt)rint—o ’7( ( ) )

Given the claim, there exist (I;)x=1,. x, C {t € D :|/t| <&} such that U}, Bs (Ix) D {t €
D:|¢|| <e}andforz eR,

~ 2
T, (2, 0) — T (2, 0)] < [Ju— o] C(1+e%r)r? < —

n= -«

for w,v € Bs, (Ix), (F.23)
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where the last inequality uses ||u — v|| < 24,, and (F.22). Together with the expression for
13, in (F.16), this shows that

1
I3y < sup  sup |—

k=1,...,kn t€Bs,, (1) ne j

(Tn(Z5,t) — E[Tn(Z,1)])

n

1 n
< sup Z( sup T,(Z;,t)—E

sup T,(Z;,t)

)

k=1,...k, | V% J=1 \t€Bs, () t€Bs,, (Ix)

+ sup n'"|E| sup T.(Z,t)— inf T,(Z1)
k=1,...,kn tEBs,, (Ix) t€Bs, (Ik)

+ sup n'7®| sup T,(Z,t)— inf T,(Z,t)
k=1,....kn t€Bs,, (1) teBs,, (1)

sup T,(Z;,t)

1 n
< sup |— sup T,(Z;,t)—E
o Z ( ! t€Bs,, (I)

T k=1,0kn | T teBs,, (1)

) +4e,  (F24)

j=1

where the last inequality follows from (F.23). In addition, note that, together, (F.3)
and (F.14) imply

sup T,(Z;,t)
teBs,, (1)

< CO(14€979).

Hence, by the union bound and Hoeffding’s inequality [38, Theorem 2.2.6], which is
applicable since (Z;),c are i.i.d., for any n € IN and C3 € (0, 00) we have

>>03

sup T,(Z;,t)

1 n
P sup Z( sup T,(Z;,t)—E

k=1,....kn n = tGBJn(lk) tGB(Sn (lk)
kn 1 n
< P na sup T”(Z’ t) —-E sup Tn(Z'y t) > 03
; n ; <t€Bz§n,(lk) ! teBs,, (Iy) !
202 2c
< 2k, exp (~3n> ,
nC?(1 + e9r})?

which is summable in n by (F.22) and (F.13). Step 2A then follows from the Borel-Cantelli
lemma and (F.24).

Step 2B. Next, we deal with the quantity I3, in (F.17) and show that there exists Cy < oo
and a random integer N5 such that IP’-almost surely, for n > N5,

I}, <C4, and I35 < Cy. (F.25)

Proof of Step 2B bounds. Note that by (F.17), (F.14), (F.3) and (F.2),

n

n 1 ~ A
I3 < e Z <|Zj| C(1+e?1Z;|") +rnC(1 4 5qrqu)) K1z, 15r0}-

=1

Hence, Markov’s inequality and the fact that (Z;);cw are i.i.d. imply that for any
Cy € (0,00),

1 n ~ _
IP(I;LQ > 04) <P <n0‘ Z <|Z]‘ C(l + e |Zj|q) +7’n0(1 + Eq’l’g)) 1{\Zj\>rn} > O4>

=1
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1 ~
< =t B[ (121G + 211251 + raC 1+ 28 117,50, -

Cy
Now, for any k& € INU {0}, the Laplace approximation (see e.g. [42, Chapter 2]) implies
1 22 k—1 _ra
E[|Z|k1 p rn}:z/ oF——e~ T dr = 2rk 7e= 3 (14 0(1)).
{171zrm} {z>r,} V2T

Hence, there exist C} € (0,00) and N, € IN such that for n > N, and k € NU {0},

ra
2

E |:|Z|k 1{|Z\>7'n}} < C&TZ€7

The last three displays together yield the following bound on the tail probability of I3;:

/
P13, > Cy) < %nko‘ (rné’(l + squ)) eTn/2,
4
Since this is summable in n due to the definition of r,, in (F.13), the first inequality
in (F.25) follows from the Borel-Cantelli lemma.
Since (F.17) and (F.18) imply I}, < [E[I3], the second inequality in (F.25) follows from
the first. This concludes Step 2B. Moreover, when combined with (F.15), Step 2A and
Step B prove the claim of Step 2. O
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