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Performance on stochastic figure-ground perception varies
with individual differences in speech-in-noise recognition
and working memory capacity
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ABSTRACT:

Speech recognition in noisy environments can be challenging and requires listeners to accurately segregate a target
speaker from irrelevant background noise. Stochastic figure-ground (SFG) tasks in which temporally coherent
inharmonic pure-tones must be identified from a background have been used to probe the non-linguistic auditory
stream segregation processes important for speech-in-noise processing. However, little is known about the relation-
ship between performance on SFG tasks and speech-in-noise tasks nor the individual differences that may modulate
such relationships. In this study, 37 younger normal-hearing adults performed an SFG task with target figure chords
consisting of four, six, eight, or ten temporally coherent tones amongst a background of randomly varying tones.
Stimuli were designed to be spectrally and temporally flat. An increased number of temporally coherent tones
resulted in higher accuracy and faster reaction times (RTs). For ten target tones, faster RTs were associated with bet-
ter scores on the Quick Speech-in-Noise task. Individual differences in working memory capacity and self-reported
musicianship further modulated these relationships. Overall, results demonstrate that the SFG task could serve as an
assessment of auditory stream segregation accuracy and RT that is sensitive to individual differences in cognitive
and auditory abilities, even among younger normal-hearing adults. https://doi.org/10.1121/10.0016756
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I. INTRODUCTION

Listening to speech in background noise is a common
experience (Burke and Naylor, 2020) that can become chal-
lenging, even for younger adults with normal hearing
(Zekveld et al., 2010). Speech-in-noise recognition is related
to a listener’s ability to group similar acoustic elements
together while separating dissimilar acoustic elements into
distinct sources (called auditory stream segregation; see
Moore and Gockel, 2002 for a review).

Tests of speech-in-noise recognition used in the audiol-
ogy clinic generally involve patients recognizing words or
sentences spoken by a target speaker in the presence of a
competing sound, such as a competing background speaker,
multi-talker babble, or noise (e.g., Killion et al., 2004,
Wilson, 2003). Although performance on these tests provides
important information about functional hearing abilities, use
of speech materials engages language comprehension and
occasionally production processes that cannot be readily
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disentangled from auditory stream segregation processes. In
particular, word, phrase, and sentence stimuli can vary sub-
stantially in intelligibility due to their phonetic/phonemic,
lexical, and semantic properties (Mattys et al., 2012). Indeed,
language ability is a major indicator of speech-in-noise recog-
nition performance (Rogers et al., 2006). For example, better
lexical access ability is associated with better speech-in-noise
recognition for both monolingual and bilingual individuals
(Kaandorp et al., 2016). Although early bilinguals who learn
their first and second language simultaneously during child-
hood perform similarly in their first and second language on
speech-in-noise recognition tasks, late bilinguals can show
worse performance in their second language (Coulter et al.,
2021) and bilinguals sometimes perform worse than monolin-
guals (Kaandorp et al., 2016; Rogers et al., 2006). These lin-
guistic influences on performance further highlight the
necessity of developing tasks that do not use speech materials
to evaluate auditory stream segregation ability in as wide a
range of listeners as possible.

To more precisely assess (and perhaps ultimately treat) the
speech-recognition deficits that individuals often report when
listening in noise (Pang et al., 2019; Shinn-Cunningham and
Best, 2008), identification tasks using stochastic figure-ground
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(SFG) stimuli (often called “tone clouds”) may provide mecha-
nistic insights into the auditory stream segregation processes
that underlie speech-recognition abilities with non-linguistic
stimuli. SFG tasks have been used to investigate the segrega-
tion of background and foreground information in visual proc-
essing (Huang et al., 2020; Lamme, 1995), motion perception
(Chen et al., 2005), and auditory processing more generally
(Teki et al., 2016). When used as a measure of auditory stream
segregation, SFG tasks often require listeners to segregate
inharmonic temporally synchronous target tones from other-
wise spectrally random background tones. Specifically, these
stimuli largely consist of consecutive non-repeating chords of
pure-tone components selected across a wide range of frequen-
cies (the “ground”). A portion of this is then overlaid with
repeating chords consisting of the same set of pure-tone com-
ponents (the “figure”). Listeners are tasked to indicate when
they hear the target figure “pop out” from the ground.

Behavioral and neuroimaging studies have demon-
strated that SFG tasks engage segregation processes that
underlie speech perception (Teki et al., 2011; Teki et al.,
2013). Although SFG and speech-in-noise tasks are both
understood to require auditory stream segregation processes,
little is known about the relationship between performance
on these tasks and the individual difference factors that may
modulate such a relationship. The present study takes a next
step at better understanding these relationships.

As will be discussed, the present study aimed to do
the following: (1) Assess auditory stream segregation abil-
ity on an SFG task designed to more closely approximate
real-world scenarios and determine its psychometric prop-
erties; (2) assess the relationship between this SFG task
and a commonly used speech-in-multi-talker-babble recog-
nition test (Quick Speech-in-Noise or QSIN task; Killion
et al., 2004); and (3) investigate the extent to which indi-
vidual difference factors in non-auditory working memory
capacity (WMC) and self-reported musicianship affect
SFG task performance and its relation with speech-in-noise
recognition.

A. Auditory stream segregation and SFG tasks

The temporal coherence model (Shamma et al., 2011)
proposes that auditory stream segregation occurs in two
steps: (1) feature analysis, in which populations of neurons
are tuned to temporal and spectral auditory information, and
(2) evaluation of the temporal coherence of auditory stimuli.
SFG tasks have demonstrated that this process readily
occurs during active and passive listening (e.g., Teki et al.,
2011), although the likelihood of its occurrence is affected
by temporal coherence of the stimuli (the relationship
among auditory components over a period of time;
O’Sullivan et al., 2015; Teki et al., 2011; Teki et al., 2013)
and perceptual load (i.e., demands on perceptual capacity
for incoming information across or within perceptual
domains; Molloy et al., 2019). Because of the many ways in
which task demands and acoustic properties can be adjusted,
SFG tasks provide a rich avenue for examining auditory
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stream segregation and its relationship to speech-in-noise
perception.

SFG tasks often include non-linguistic stimuli in which
multiple pure tones at random frequencies are repeated at
given intervals over time with a subset of tones forming a
figure that can be distinguished from temporally or spectro-
temporally incoherent background tones (e.g., Teki et al.,
2011). In these tasks, one or more spectrotemporal proper-
ties of the figure tones are manipulated to influence the ease
of figure detection. For instance, studies have investigated
the effect of coherence (i.e., the number of temporally
coherent pure-tone components in the figure; O’Sullivan
et al., 2015; Teki et al., 2011; Teki et al., 2013; Teki et al.,
2016). Detecting temporal coherence within the figure
allows for segregation of the background from the figure
into two separate auditory streams (Shamma et al., 2011;
Teki et al., 2011; Teki et al., 2013). Within SFG tasks, suc-
cessful segregation is needed for figure detection, which is
often behaviorally measured by accuracy (e.g., hit rate or d’)
of detecting the figure (e.g., O’Sullivan et al., 2015; Teki
et al., 2011), or detecting gaps within the figure portion of a
stimulus (i.e., figure-gap detection task; Holmes et al., 2021;
Holmes and Griffiths, 2019). For example, Teki et al. (2011)
manipulated coherence (number of pure-tone components)
and duration (number of figure chords) of stimuli in a figure
detection task, finding that increases in both resulted in
increased performance for figure detection. In a figure-gap-
detection task, Holmes et al. (2021) found that decreased
target-to-masker ratio (TMR) thresholds resulted in lower
signal detection for three-chord 1200-ms figures containing
a 200-ms gap amongst background noise.

B. SFG performance and speech-in-noise perception

Performance on various forms of SFG tasks has been
positively associated with speech-in-noise perception abil-
ity, both behaviorally (e.g., Holmes and Griffiths, 2019;
Teki et al., 2016) and neurally (Holmes et al., 2021;
O’Sullivan et al., 2015; Teki et al., 2011). For example,
using a figure-gap detection task, Holmes et al. (2021)
established that d’ scores on an SFG task were positively
correlated with those for a speech-in-noise task with 16-
talker babble. Similarly, Holmes and Griffiths (2019) found
that TMR thresholds in a speech-in-noise task were posi-
tively correlated with TMR thresholds on a figure-gap dis-
crimination task, both when the three figure frequencies
remained the same and when the three figure frequencies
changed together over time (i.e., when tones were based on
multiples of first formants from a speech-in-noise task).
Task difficulty may also affect the relationship between per-
formance on speech-in-noise and SFG tasks; if SFG task
demands are too easy or too difficult, the SFG task may fail
to show any relationship with speech-in-noise perception.
For example, TMR thresholds in a speech-in-noise task
were neither significantly correlated with performance on a
simpler figure detection task of three-tone chords played,
nor in a more difficult figure-gap discrimination task in
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which figure frequencies were comprised of the first three
formants of the sentences used in the speech-in-noise task
(Holmes and Griffiths, 2019).

Neuroimaging studies that have used SFG tasks have
observed patterns of neural activity similar to those
observed during effortful speech processing (Adank, 2012;
Alain et al., 2018; Holmes et al., 2021; Teki et al., 2016),
likely because both tasks are subserved by auditory percep-
tion, attention, and stream segregation processes. However,
even passive SFG paradigms, which do not require an overt
response from participants, have been shown to elicit similar
patterns of neural activity to active listening tasks (Molloy
et al., 2019; Teki et al., 2011), suggesting that auditory
stream segregation in SFG tasks can be primarily driven by
low-level bottom-up processes.

1. Individual differences

In addition to the acoustic properties of the stimulus,
interactions among individual difference factors (e.g.,
WMC, age, and musical experience) may also contribute to
differences in auditory perception, stream segregation, and
temporal auditory acuity that underlie speech-in-noise rec-
ognition. For example, the relationship between WMC and
speech-in-noise recognition appears to be driven by shared
domain-general cognitive capacities rather than audibility.
The Ease of Language Understanding model (Ronnberg
et al., 2008; Ronnberg et al., 2013) states that working
memory processes are brought online as listeners try to infer
meaning from an acoustic input that mismatches representa-
tions in long-term memory. Other perspectives note an even
more domain-general role for working memory in speech-
in-noise perception; a degraded signal may slow encoding,
causing interference as one stimulus (e.g., phoneme, word)
is still being perceived while the next one rapidly arrives
(Wingfield et al., 2015). Indeed, associations between WMC
and the perception of phonemes, syllables, words, and sen-
tences has been observed (see Akeroyd, 2008 for a review),
and auditory WMC for speech and non-speech materials has
been positively associated with speech-in-noise recognition
(Bidelman and Yoo, 2020; Lad et al., 2020). This relation-
ship is not always observed, however, particularly in youn-
ger adults (e.g., Fullgrabe and Rosen, 2016a,b; Vermeire
et al., 2019) who tend to have better speech-in-noise percep-
tion than older adults (Presacco et al., 2016; Vermeire et al.,
2019). Nonetheless, the most consistent relationship
between WMC and speech-in-noise recognition has been
observed in studies that have used the reading span
(RSPAN) task (e.g., Akeroyd, 2008; Besser et al., 2013), a
visually presented WMC span measure (Daneman and
Carpenter, 1980; Ronnberg, 1990).

Although the relationship between WMC and speech-
in-noise tasks is sometimes dependent on age, studies inves-
tigating musical expertise have found that, for both younger
(Parbery-Clark et al., 2009) and older adults (Parbery-Clark
et al., 2011), individuals with greater musical experience
may perform better on auditory WMC and speech-in-noise
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tasks (see Coffey et al., 2017 for a review on musician
advantages in speech-in-noise tasks). For example, trained
musicians appear to show better auditory stream segregation
(Marozeau et al., 2010; Zendel and Alain, 2009), better
auditory working memory for digits and words (Parbery-
Clark et al., 2011), and greater temporal auditory acuity
(Parbery-Clark et al., 2011; Rammsayer and Altenmiiller,
2006; Rammsayer et al., 2012) than non-musicians (cf.,
Sherbon, 1975), although speaking a tonal language shows
similar benefits (Bidelman et al., 2013). In a study examin-
ing speech perception with multiple competing talkers from
different spatial locations, Bidelman and Yoo (2020) found
that with an increasing number of distractor speakers, musi-
cians were faster at identifying the target speaker, showed
less of a decline in speech recognition as the number of dis-
tractor speakers increased and were better at identifying the
location of the target speaker compared to non-musicians.
Similarly, musicians performed better on the QSIN com-
pared to non-musicians. When controlling for WMC, the
relationship between musical training and QSIN scores per-
sisted but the relationship between musical training and
speech recognition performance in the presence of compet-
ing speech was no longer significant. Musicians also demon-
strate better auditory frequency discrimination acuity
(Parbery-Clark et al., 2009). The possibility of enhanced
performance on speech-in-noise tasks for those with higher
WMC or musical training could be because (1) individuals
with greater WMC may be less impacted by background
noise and/or (2) musicians may be able to better perceive
more subtle auditory cues (like pitch) than non-musicians,
allowing for less effort and more resources to be devoted to
the demands of auditory WMC tasks (Parbery-Clark et al.,
2009). Of note, although there is evidence that musicians
are better than non-musicians at speech-in-noise recognition
tasks, this advantage is not always observed and may be
related to task difficulty and level of linguistic information
needed to complete the task (Coffey ef al., 2017).

C. Present study

Based on previous findings of behavioral and neural
similarities between speech-in-noise and SFG task perfor-
mance, the present study aims to characterize the relation-
ship between an SFG task and a standard measure of
speech-in-multi-talker babble recognition (QSIN) and to
identify potential effects of more sensitive listening abilities,
as might occur with musical training (e.g., Bidelman and
Yoo, 2020; Parbery-Clark et al., 2009; Parbery-Clark et al.,
2011; Yoo and Bidelman, 2019). In addition, the present
study seeks to address some potential confounds in the stim-
ulus design of prior SFG tasks. Compared to previous stud-
ies employing SFG tasks, the stimuli used in the present
study differ in three main aspects. First, previous studies
have focused on the detection of figures composed of rapid-
rate (> 10 Hz) consecutive chords with an inter-chord inter-
val (ICI) of Oms (e.g., Holmes et al., 2021; Teki et al.,
2011; though see Teki et al., 2013 and Teki et al., 2016 for
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some exceptions) or consecutive figures containing a single
gap (e.g., Holmes et al., 2021; Holmes and Griffiths, 2019).
The present study instead examined figure detection of non-
consecutive and aperiodic figure chords at a slower rate
(~4Hz) with random ICIs. This was done to mitigate the
use of periodicity as a potential cue (e.g., Elhilali et al.,
2009); rather, to successfully identify a figure, individuals
would instead need to rely on the build up of correlated
tones (repeated frequencies) over a short period of time
(Shamma et al., 2011).

Second, we applied a random jitter to the pure-tone
components comprising the background chords such that the
onsets of the corresponding tones were asynchronous. This
differs from previous studies where the background consisted
of coherent, albeit random, chords of tones with identical
onsets. The jittered background, we argue, is a more accurate
depiction of what listeners might encounter in real-world
scenarios: a background that is temporally uncorrelated from
an internally consistent figure.

Third, almost all prior SFG tasks reviewed here
employed a randomly selected number of pure-tone compo-
nents in the background chords (as few as 5 to as many as
21), with the exception of O’Sullivan et al. (2015) who
employed 15 tones per chord. This meant that the intensity of
the background chords would vary while the intensity of the
figure chords would remain constant (and, possibly, higher
than the background). The SFG stimuli in the present study
were designed to be relatively temporally and spectrally flat
such that the background tones—despite being jittered—
were evenly distributed across both time and frequencies as a
way to negate potential confounds related to changes in
intensity that may alert listeners to the presence of a figure.

Also, unlike prior SFG studies, a measure of reaction
time (RT) to figure detection was included rather than
manipulating figure duration explicitly. RT in the present
study serves as a measure of processing speed. Specifically,
RT is a continuous measure that reflects the amount of time
needed for auditory stream segregation and decision execu-
tion. As such, RTs add further insight into how auditory seg-
regation processes are influenced by stimulus features and
individual differences in non-auditory WMC and musician-
ship. Trial-level accuracy and RT data were analyzed using
generalized linear mixed-effects regression, which has been
shown to better account for subject- and item-level variabil-
ity and produce smaller type I error rates than analyses per-
formed on aggregated data (Murayama et al., 2014).

We generated three principal hypotheses to address the
three study aims. In line with previous work (e.g., Teki
et al., 2011), it was hypothesized that (1) increasing tempo-
ral coherence (i.e., the number of tones in each figure chord)
will facilitate figure detection in the SFG task reflected in
increased accuracy and decreased RTs. Furthermore, given
the neural and behavioral associations between speech-in-
noise recognition and SFG task performance, it was also
hypothesized that (2) individuals exhibiting better perfor-
mance in the SFG task will also exhibit better speech-in-
multi-talker babble recognition scores on the QSIN. Finally,
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given that individual differences in WMC and musicianship
have been linked to speech-in-noise recognition (e.g.,
Parbery-Clark et al., 2009; cf., Madsen et al., 2019), it was
also hypothesized that (3) individual differences in WMC
and self-reported musicianship (a) would be related to SFG
task performance examined in hypothesis 1 and (b) would
explain variability in the association between SFG and
QSIN performance examined in hypothesis 2.

Il. METHOD

This study was approved by the University of
Maryland’s Institutional Review Board (IRB) and the U.S.
Department of Navy Human Research Protection Program.
Due to the COVID-19 pandemic, all tasks were adminis-
tered remotely with proctors supervising testing sessions via
Zoom (Zoom Video Communications, Inc., San Jose, CA).
PsychoPy (Peirce et al., 2019) was used to create the SFG,
Reading Span (v2020.2.10), and QSIN tasks (v2020.2.4)
administered on Google Chrome (Google, LLC, Mountain
View, CA) via Pavlovia, an online platform for remote data
collection. A recent study demonstrated that PsychoPy is
able to achieve a mean RT measurement precision of
1.36 ms (Windows 10, Chrome) when administered online,
despite a relatively long—although consistent—Ilag of
43.95ms (see Bridges et al., 2020 for further discussion). In
the present study, sensible RT data were successfully
obtained for the SFG task using this online platform.

All tasks were completed using wired or Bluetooth-
connected headphones on either a desktop computer or a
laptop. Participants were asked to confirm that their laptop
was fully charged or plugged in, and that their Bluetooth-
connected headphones were fully charged (if applicable).
All responses were collected via button press (e.g., the
spacebar) only.

A. Participants

Thirty-seven participants, with an average age of
21.8 years (standard deviation, SD =3.9, range: 18 to 35),
were recruited from the University of Maryland’s Paid
Psychology Sona Systems research platform, from listserv
emails sent in the University community, and from individu-
als who were previously interested in studies conducted in-
person under the same IRB protocol. Participants were pro-
vided monetary compensation ($16/h in the form of an
online gift card) for their participation. All participants were
native speakers of American English, reported having normal
or corrected-to-normal vision, normal hearing and no issues
with ears/hearing, no personal history of neurological, neuro-
psychiatric, or psychiatric disorders or learning disabilities,
and no impairments of their dominant hand that would affect
making rapid button-press responses. Of the 37 participants,
five were excluded from analyses: three participants were
excluded due to language experience before age 12 (see the
following section), and a further two participants were
excluded due to technical issues.
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B. Materials

1. Demographics, language, and music history
questionnaire

Participants were asked to provide information about
their demographic background, language history, and musical
experience. Demographic information collected included
gender, age, highest level of education, major/minor, and
race/ethnicity. Language history background questions
included native language, languages learned before age 12
years (as well as settings in which these languages were
learned), if they spent time with friends or relatives who
spoke a language other than English (including at home), and
the native languages of their parents/guardians. Additionally,
information about all languages other than English with
which they had any experience was collected, including self-
ratings of reading, writing, listening, and speaking abilities.
Participants who had some experience with languages
other than English before age 12 years (e.g., through non-
immersion programs in elementary or middle school) were
eligible, but participants with tonal language experience
(given the link between musical ability and use of a tone lan-
guage, e.g., Bidelman et al., 2013) or significant experience
with a language other than English before age 12 years were
ineligible.

Participants were asked about their musical experience,
including one question from the Ollen Musical Sophistication
Index (Ollen, 2006; Zhang and Schubert, 2019) that asked
participants to choose a title that best described them: non-
musician, music-loving non-musician, amateur musician,
serious amateur musician, semiprofessional musician, or pro-
fessional musician. Participants also answered items con-
structed by the research team that measured overall musical
sophistication and self-rated pitch ability (see the Appendix).
For overall musical sophistication, participants rated how fre-
quently they engage in the following activities: (1) Listen to
music (radio, YouTube, Pandora, Spotify, etc.), (2) Attend
concerts, (3) Play/sing music, and (4) Compose music.
Ratings were made on a five-point Likert scale (Rarely/Never
[Yearly] to Very frequently [Daily or more than daily]). For
self-reported pitch, participants rated themselves on the fol-
lowing abilities: (1) Singing in tune, (2) Noticing when some-
one else is out of tune, and (3) Noticing when a wrong note is
played in a song. Ratings were made on a five-point Likert
scale (Poor to Excellent). These latter two measures were
used to verify differences between musicians and non-
musicians (see Sec. I1I).

2. SFG task

The SFG stimuli consisted of 50-ms tones that either
made up the background or figure portions of the stimulus.
The background consisted of random tones across a range of
frequencies. The figure portion of the stimulus consisted of
tones that cohere via repeating frequencies with similar
onset times (Fig. 1). The tones that formed the stimuli were
selected from a six-octave range, with frequencies ranging
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from 100 to 6400 Hz. All stimuli consisted of tones from 30
frequency bins selected based on log-scale spacing.

All stimuli were 6000 ms in duration. Stimuli contain-
ing the target figure had a maximum 3000-ms figure dura-
tion, with a figure onset that randomly varied from 1000 to
2500 ms post stimulus onset. Across stimuli, the average fig-
ure onset was 1797 ms (SD =453, range: 1004 to 2549 ms).
The average figure duration was 2820 ms (SD =55, range:
2714 to 2930ms). All stimuli were normalized to 70dB
sound pressure level (SPL) using Praat (Boersma and
Weenink, 2021; v.6.1.39). After normalization, a linear
model suggested that there was no difference in intensity
between stimuli containing a figure and distractor stimuli
without a figure (r = —0.81, p =0.42). All stimuli were pre-
sented diotically.

(a) Coherence. The aspect of figure coherence that was
manipulated in this study was the number of tones in
each figure chord (i.e., the number of tones that occurred
at specific repeating frequencies with the same temporal
onset). The coherence level varied from 4, 6, 8, or 10
tones. A total of 160 experimental stimuli were created,
with 20 target and 20 control stimuli for each of the four
levels of coherence. All participants encountered the
same stimuli. Stimuli were created using MATLAB (R
2019b) at a sampling rate of 44.1 kHz. Each 6000-ms
stimulus was constructed by first creating a control stim-
ulus containing only background chords. Each back-
ground chord had a duration of 50 ms and consisted of
24 tones that were randomly selected from the 30 fre-
quencies. Thus, each chord consisted of a different ran-
dom combination of tones at different frequencies.
These chords occurred at 200-ms intervals, indicating
that each chord occurred five times per second.
Additionally, each frequency bin was presented an aver-
age of four times per second; in other words, they
occurred an average of 24 times across the entire 6000-
ms stimulus (range: 23 to 25). Next, a corresponding tar-
get stimulus was created by adding figure tones to the
background stimulus. For each tone added to the figure
chord, a tone of the same frequency was removed from
a different temporal location in the background, such
that the control, background-only stimulus contained the
same number of tones in each frequency bin as the target
stimulus with the figure. Thus, half of the trials con-
tained a target stimulus with figure chords, and half con-
tained a control stimulus with only the background.
Beyond the tone substitutions, each target and control
stimulus pair had the same spectrotemporal makeup.

(b) Background jitter. To reduce the temporal coherence
between background tones and figure tones within tar-
get stimuli, a jitter was applied to the background,
such that each tone within the background was ran-
domly assigned to have jitter from a range of zero to
150 ms sampled from a Gaussian distribution. Thus,
the background was designed to lack spectrotemporal
coherence (i.e., within a given time window there was
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Time (s)

FIG. 1. (Color online) Example stimulus with a background duration of 6 s
(i.e., black bars) and a figure duration of ~3s (i.e., red bars). Each colored
bar indicates an instance in which a 50-ms tone is present. (a) Control stim-
ulus with background tones only (black bars) and no figure. (b) The target
stimulus with a figure consisting of a series of 10-tone chords repeated at an
average rate of four chords per second.

a random subset of frequencies that did not share a
temporal pattern).

(c) Figure jitter. Each figure chord repeated four times per
second. For example, in Fig. 1, the 1.1-3.9 s (~3 s
total) figure portion of the stimulus contained 12 repeat-
ing figure chords, adhering to the four figure chords per
second criterion. A coherent figure jitter was introduced
to create random onsets of each figure chord. Each fig-
ure chord was assigned a random coherent jitter value
between zero and 150 ms. While applying jitter, tempo-
rally adjacent tones in the same frequency bin were
separated by at least 2.5 ms to avoid temporal overlap
between figure and background tones.

As mentioned in Sec. I, our stimuli differ from those of
previous SFG tasks in three key ways. First, the figure
chords in the present study were presented non-
consecutively at a rate of 4 Hz with variable ICIs. Second,
we employed background jitter such that the background
tones were temporally uncorrelated with the figure chords.
Third, background tones were evenly distributed across both
time and frequencies to avoid fluctuations in intensity.
These measures were taken as a means to mitigate potential
confounds in prior SFG stimuli (e.g., the use of periodicity
or intensity as alternative cues) and to have the stimuli more
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adequately reflect real-world listening conditions (a corre-
lated foreground in an uncorrelated background).

3. QSIN task

The QSIN is a brief speech-in-noise task that measures sig-
nal-to-noise ratio (SNR) loss—defined here as the increase in
SNR needed for a listener to correctly recognize 50% of the
words in a sentence presented over multi-talker babble (Killion
et al., 2004). The task consisted of four lists of six sentences pre-
sented in varying levels of noise, with five key words each.
Within each list, the first sentence was played at 25-dB SNR,
with SNR decreasing by 5 dB for each successive sentence, with
the final sentence presented at O-dB SNR. Stimuli were root-
mean-square (rms) normalized to 70dB SPL in Praat (Boersma
and Weenink, 2021; v.6.1.39). Scores were based on the total
number of key words that participants correctly repeated. For
each list, the SNR score was calculated as 25.5 minus the total
correct for that list. The final score was the average across the
four lists. The task took approximately 5 min to complete.

4. RSPAN

RSPAN is a complex span WMC measure and was
included in the present study because it is the most com-
monly used measure in investigations of working memory
associations with speech recognition in noise (e.g., Akeroyd,
2008; Besser et al., 2013). A non-auditorily presented mea-
sure was selected in order to prevent variability in audibility
from driving associations between WMC and SFG perfor-
mance. The RSPAN task used in the present study is based
on the RSPAN implemented by Ronnberg et al. (1989),
which was adapted from Baddeley ez al. (1985). In this task,
54 sentences were visually presented. Sentences were pre-
sented one word at a time, 800 ms per word. Half of the sen-
tences were semantically anomalous, and half were not.
Participants were instructed to read each sentence aloud and
to indicate whether the sentence made sense after reading
the last word. Sentences were presented in set sizes of three
to six, with three of each set size, and at the end of each set
the last word of each sentence was verbally recalled.
RSPAN scores were calculated as the percentage of cor-
rectly recalled sentence-final words. The task took approxi-
mately 15 min to complete.

C. Procedure

All stimuli were presented to participants via head-
phones at a comfortable audio level. Participants first com-
pleted the demographics and language history questionnaire.
Next, because participants completed the experiment with
their own devices and headphones, the Online Hearing Test
and Audiogram was administered as a basic hearing and
sound check to identify any participants with either grossly
abnormal hearing or problematic sound presentation hard-
ware (e.g., sound card or headphones) across tested frequen-
cies. In the calibration portion of the task, participants heard
a calibrated audio file of the sound of two hands rubbing
together (Torres-Russotto et al., 2009). Participants were
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instructed to rub their own hands together, close to their
nose, and asked to adjust the volume level of their computer
to try to match the volume of the calibration audio file to the
sound of their hands. After participants completed the cali-
bration portion, they completed the full Online Hearing Test
and Audiogram, which included one-third octave-band war-
ble tones from 2.5 to 8 kHz. Intensity had been calibrated to
range from —5 to 80 dB hearing level (HL) relative to the
calibration file. From -5 to 20 dB HL, intensity increased in
increments of 5dB HL. From 30 to 80dB HL, intensity
increased in increments of 10dB HL. A researcher asked
participants to indicate when they could hear a tone, by rais-
ing their hand. Starting with a 1-kHz tone at 60 dB HL, par-
ticipants were asked to complete the task with their eyes
closed so that they could not see the sound level of the tones
they heard. The experimenter decreased the intensity level
by two levels (e.g., from 60 to 40 dB HL) when participants
reported hearing a tone and increased by one when partici-
pants did not report hearing a tone (e.g., from 40 to 50dB
HL) until the lowest threshold was reported. This procedure
continued for 2, 4, 8, 0.25, and 0.5kHz, in that order.
Although the full range of tones was presented, only 0.25 —
4kHz were used to exclude participants with abnormal val-
ues (above 40dB HL). No participants were excluded due to
abnormal values.

After the hearing screening task, participants completed
the SFG task. To ensure participants understood the task and
what constituted a figure, they listened to several example
stimuli and completed practice trials with feedback before
beginning the experimental portion of the task. First, to
ensure participants knew what a figure should sound like,
they were provided with example stimuli with fewer overall
tones than the practice and experimental stimuli (Fig. 2).
The first example stimulus contained 12 background tones
only. The next example was the corresponding target stimu-
lus, with 12 tones in the figure, meaning that no background
tones played during the figure chords. As the figure chord
was played, visual cues indicated when the figure was pre-
sent; “Figure present” appeared on the screen as soon as the
first figure chord was presented, and a green rectangle was
displayed around the text during each figure chord and dis-
appeared during the intervals in which the figure chord was
not present.

Stimulus orientation

©

Next, participants were presented with four sets of exam-
ple stimuli that increased in difficulty, with three stimuli in
each set. For set one, in the first of three stimuli, participants
were presented with a target stimulus with 14 tones overall
and were asked if they could detect the figure. For the second
stimulus in this set, participants heard the target again with
the corresponding visual cues while each figure chord played
auditorily. Finally, the corresponding control stimulus was
played, without the figure. This sequence was repeated for tri-
ads of stimuli with 12, 10, and 8 tones each in the figure.

After listening to all example SFG stimuli, participants
then completed three blocks of the practice task.
Participants were instructed to press a button if they heard a
“figure,” or a group of tones that repeated together, and to
do so as soon as they detected the target figure. Responses
were scored as correct if the participant accurately identified
the presence of a target figure within the time window start-
ing 120ms after the onset of the initial figure through the
end of the trial (Schroter et al., 2007). If participants pressed
the button multiple times during the trial, only the first but-
ton press was used. Each practice trial consisted of a
6000-ms stimulus with a fixation cross, followed by 1000-
ms feedback that either displayed “Correct!” or “Incorrect.”
The next trial began after the stimulus sound offset.
Regardless of whether participants responded to detecting
the figure, the entire stimulus was presented. Practice trials
were presented in pairs, and participants were informed of
this; however, the order of the pairs, and the order of the
sounds within each pair (target-control or control-target)
was re-randomized at each repeat of the block. The first
block contained 12 tones in each figure chord, with 30 total
tones in the overall stimulus. After six correct responses,
participants completed the second practice block, in which
the number of tones in the figure decreased to 10. After six
consecutive correct responses, the coherence level varied
randomly between eight, six, and four tones in a figure.
Participants completed 12 trials at this level, half target
stimuli and half control stimuli, with feedback, with no
accuracy criterion.

Stimuli for the experimental trials were chosen such
that figure onsets and durations were balanced across coher-
ence levels (four, six, eight, and ten tones). Experimental tri-
als were presented in four blocks, with the different

Practice (with feedback)

+ +
")) 6 sec
1:2.5 sec + Correct
ﬂ”») Figure present 1 sec
50 ms . X
+ sec
‘))) Fig
0-150 ms 4
+ ‘)))

=0

Figure present

6 sec

50 ms

FIG. 2. (Color online) Example screen of SFG stimulus orientation and practice trials.
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coherence levels intermixed in each block. Each block con-
tained 40 trials: 20 control trials and 20 target figure trials.
Stimuli were also assigned to blocks to balance figure onsets
and durations across blocks. Participants were offered a
short break between each block. Trials within blocks were
pseudorandomized, such that no more than three of one trial
type (control/target) or coherence level (e.g., ten tones in a
figure) occurred in a row, and such that members of each
stimulus pair (control and corresponding target) were not
presented within the same block, or in consecutive trials
across blocks. No feedback was provided during the experi-
mental trials and trials were separated by an intertrial inter-
val (ITT) of 1000 ms. To clearly separate trials, an “X” was
displayed during the ITI. Once each trial began, the “x”
changed to a fixation cross (+) that remained on the screen
for the duration of the 6000-ms stimulus. The dependent
variables are accuracy and RT for each stimulus. Only
responses that registered after stimulus onset but before
onset of the next stimulus were recorded.

After completing the SFG task, participants completed
the QSIN task. Participants were instructed to listen to the
sound of a woman talking with other speakers in the back-
ground. Participants were informed that the woman’s voice
will be easy to detect at first but will become more difficult
as the task progresses when the background speakers
become louder. The task was to repeat each sentence that the
woman spoke. For the current study, participants completed a
practice list and four experimental lists (QSIN lists 1-4).

Finally, participants completed the RSPAN task.
Participants were asked to read each sentence aloud and
judge whether the sentence made sense. Set sizes increased
as the task progressed. At the end of every set, participants
were asked to recall the last word of each sentence and were
given a 2-min time limit to recall the words. After partici-
pants finished recalling the words, they pressed a key on the
keyboard to move to the next set, a fixation cross was pre-
sented for one second, and the next set began. Participants
were encouraged to recall the words in order of sentence pre-
sentation; however, RSPAN scores were calculated as the
number of correctly recalled words regardless of recall order
(Ronnberg et al., 1989).

A linear model predicting QSIN scores by musicianship
while controlling for WMC did not find any differences
between musicians and non-musicians on the QSIN
(p =0.67). A second model predicting WMC by musician-
ship while controlling for QSIN scores likewise did not find
any differences between musicians and non-musicians on
the RSPAN task (p = 0.54).

lll. ANALYSES

All data were analyzed in R (R Core Team, 2021;
v.4.1.0). Two dependent variables were analyzed: (1) accu-
racy, based on whether participants either correctly indi-
cated that they heard the figure or correctly withheld a
response when no figure was present; and (2) RT (for target
trials only) measured in milliseconds, adjusted from the
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onset of the first figure chord until the participant made a
button press and subsequently log-normalized. For RT, trial
exclusions included incorrect responses (N =561/2560,
21.9%) and trials in which the participant indicated that they
heard the figure before the onset of the initial figure chord or
within 120ms of the onset of the initial figure chord
(Schroter et al., 2007; N =56/2560, 2.1%). Given that there
were pre-determined lower and upper bounds for RT, outlier
detection was not performed. Each dependent variable was
predicted by the figure coherence level (i.e., the number of
tones in a figure chord, henceforth referred to simply as
Coherence), as well as three other participant-level covari-
ates of (1) QSIN performance, (2) RSPAN performance, and
(3) musicianship.

RSPAN score was calculated as the z-scored number of
sentence-final words correctly recalled in the RSPAN task
(henceforth, RSPAN). QSIN scores were based on the aver-
age SNR loss scores across the four trials in the QSIN task
(henceforth, QSIN). QSIN scores were not z-scored given
that the reference level (0-dB SNR loss) is meaningful.

Musicianship was based on participants’ self-identifica-
tion: non-musicians or music-loving non-musicians were
grouped together as non-musicians (N = 16 participants) and
all other categories (amateur musician, serious amateur
musician, semiprofessional musician, or professional musi-
cian) were grouped together as musicians (N = 16 partici-
pants). Musicians rated themselves as having significantly
higher self-reported musical sophistication (M =2.81/5,
SD =0.65) than non-musicians (M =2.36/5, SD =0.35;
two-sample t-test:  =2.45, p =0.02) as well as significantly
higher self-reported pitch ability (M =3.85/5, SD =0.63)
than non-musicians (M =3.02/5, SD= 1.04; two-sample t-
test: t=2.73, p=0.01). See supplementary material for
additional information on participants’ musical experience
and instruments played.1

A linear mixed-effects model with a Gaussian family
was used to analyze log-transformed RT, and a binomial
logistic mixed-effects model was used to analyze accuracy.
Linear/logistic mixed-effects regression (LMER) has many
advantages over traditional analyses using analysis of vari-
ance (ANOVA), primarily because it allows for the inclu-
sion of both by-participant and by-item random intercepts
(rather than performing separate analyses on aggregated par-
ticipant and item data) and for the specification of random
slopes which allow the by-participant and by-item random
intercepts to vary (e.g., across levels of a factorized condi-
tion or by a continuous variable).

All models were created using the buildmer function in
the buildmer package (Voeten, 2021; v.1.9). All models were
originally specified with all fixed effects and interactions and
fully specified random intercepts and random slopes and used
the “bobyqa” optimizer with the default number of iterations.
The buildmer function was then used to simplify the random
effects, given that (1) overly complicated random effects often
prevent model convergence and thus need to be simplified,
and (2) random effects should be specified based only on what
the data can support (Matuschek et al., 2017). In addition,
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fixed effects that did not significantly contribute to model fit,
tested via backwards elimination with likelihood ratio tests,
were removed from the model. This was beneficial here
because it limited the number of complex interactions, thus
simplifying interpretation of the final model. The maximal
models submitted to buildmer predicted the dependent vari-
able by Coherence, Musicianship, RSPAN, and QSIN as well
as the pertinent random effects for each variable. The two,
three-way interactions between Coherence, RSPAN, and
Musicianship and Coherence, QSIN, and Musicianship were
specified along with all lower-order interactions. The four-
way interaction between Coherence, QSIN, RSPAN, and
Musicianship was not included as there were not a priori theo-
retical predictions of the interaction between RSPAN and
QSIN. Coherence and Musicianship were both dummy-coded,;
each level of Coherence (four, six, eight, and ten) served as a
reference level in re-leveled models to ensure all adequate
comparisons were made. When there was a significant interac-
tion with Musicianship, the reference level was changed to
non-musicians to fully investigate the interaction. Last, ran-
dom effects by participant and by item were included with the
random slopes initially maximally specified.

The final models selected by buildmer, including the
final random effects specification, are presented at the top of
Tables II (accuracy) and III (RT). The buildmer function pro-
vides p-values for all fixed effects calculated by the ImerTest
package (Kuznetsova et al., 2017; v.3.1-3), which uses r-tests
that employ the Satterthwaite method (Satterthwaite, 1941) to
approximate degrees of freedom. These p-values indicate differ-
ences between a given level in the model and the reference
level; for example, when comparing a figure coherence level of
6 to a level of 4. When visualizing the fixed effects, model-
predicted values were obtained using the ggemmeans function
in the ggeffects package (Ludecke, 2018; v.1.1.1), providing
estimated marginal means as calculated by the emmeans func-
tion in the emmeans package (Russell, 2021; v.1.7.1-1).

IV. RESULTS

Table I provides the means and standard deviations across
the four coherence levels for: (1) adjusted RT (relative to the
onset of the first figure), (2) accuracy, (3) the number of figure
chords heard before a correct response was given, (4) the num-
ber of hits, (5) the number of misses, (6) the number of false
alarms, and (7) the number of correct rejections.

A. Figure detection accuracy

Model estimates for accuracy” are presented in Fig. 3,
which shows that performance improves as the coherence
level increases. The final best-fitting model predicted accu-
racy by the interaction between Coherence and RSPAN plus
the interaction between Musicianship and QSIN (Table II).
The model summaries revealed that the likelihood of accu-
racy was greater for 6 than 4 tones in a figure (b=0.15,
t=8.54, p<0.001) and for 8 than 6 tones in a figure
(b=0.08, t=4.84, p <0.001). Likelihood of accuracy did
not significantly differ between 8 and 10 tones in a figure (b
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TABLE I. Descriptive statistics of performance on SFG task. Standard
deviations are given in parentheses.

4 tones 6 tones 8 tones 10 tones
Mean adjusted RT (ms) 203391 1680.76  1298.63  1190.86
(1043.18) (846.22) (742.44) (613.85)
Mean accuracy (%) 57.03 71.64 79.92 78.91
(49.52) (45.09)  (40.07)  (40.81)
Mean no. of figures to RT 7.87 6.66 545 4.99
(3.16) (2.97) (2.71) (2.44)
Mean no. of hits 9.34 15.16 17.91 18.31
(3.17) (2.36) (1.84) (1.64)
Mean no. of misses 10.66 4.84 2.09 1.69
(3.17) (2.36) (1.84) (1.64)
Mean no. of false alarms 6.53 6.50 5.94 6.75
(4.23) (4.14) (4.25) (3.70)
Mean no. of correct rejections 13.47 13.50 14.06 13.25
(4.23) (4.14) (4.25) (3.70)

=-0.01, t = -0.59, p =0.55; see Fig. 3). For the interaction
between Coherence and RSPAN, the model summaries sug-
gested that while there was no effect of RSPAN on the like-
lihood of accuracy for 4 (b=0.02, t=1.07, p=0.29), 6
(b=0.02, t=0.97, p=0.34), and 8 (b = -0.02, t = -0.96,
p=0.34) tones in a figure, there was a significant effect for
10 tones in a figure (b = —0.04, t = —-2.43, p =0.02), such
that increasing RSPAN scores (better performance) were
associated with decreasing likelihood of accuracy (Fig. 4).
For the interaction between Musicianship and QSIN, the
model summaries suggested that there was no effect of
QSIN on likelihood of accuracy for non-musicians
(b=0.01, t=0.82, p=0.42), but there was a significant
effect for musicians (b=0.02, t = -2.77, p=0.01), such
that increasing QSIN scores (worse performance) were asso-
ciated with decreasing likelihood of accuracy (Fig. 5).

1. Post hoc WMC and accuracy analysis

The finding that better WMC, as measured by the
RSPAN task, predicted worse SFG performance for accu-
racy in the easiest condition (ten tones in a figure) was unex-
pected. One explanation (see Sec. III) could be that
individuals with better WMC were more susceptible to
interference from auditory memory traces formed when per-
ceiving figures in previous trials. If this were the case, then
it might be expected that this interference accumulates as
the task progresses, such that its effects are stronger towards
the end of the task. To examine this, a post hoc analysis was
performed on the accuracy data for ten tones in a figure
across the four blocks (1, 2, 3, and 4) of the SFG task. A
binomial LMER was performed, using the same procedures
outlined in Sec. III. The model predicted accuracy by the
interaction between Block and RSPAN, with the inclusion
of by-participant and by-item random intercepts. Each block
served as the reference level in re-leveled models to ensure
that all adequate comparisons were made. Because this was
a post hoc analysis, the Holm correction for multiple com-
parisons was applied to all terms (Holm, 1979). The models
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TABLE II. Accuracy model summary. Four figure tones and musicians as reference levels.

Formula: Accuracy ~ Coherence * RSPAN + Musicianship * QSIN + (1|Participant)

n=>5120

Fixed effects b Std. error df t P
Intercept 0.59 0.02 57.9 28.78 < 0.001
6 figure tones 0.15 0.02 5088 8.54 < 0.001
8 figure tones 0.23 0.02 5088 13.39 < 0.001
10 figure tones 0.22 0.02 5088 12.79 < 0.001
RSPAN 0.02 0.02 86.1 1.07 0.29
QSIN -0.04 0.02 32.0 -2.77 < 0.01
Musicianship —-0.05 0.03 32.0 -1.84 0.08
6 figure tones by RSPAN —-0.002 0.02 5088 -0.10 0.91
8 figure tones by RSPAN -0.03 0.02 5088 -1.99 0.05
10 figure tones by RSPAN —0.06 0.02 5088 -343 < 0.001
Musicianship by QSIN 0.06 0.02 32.0 2.52 0.02

Random effects Variance Std. dev.
Participant 0.004 0.06

suggested that, while there were no significant effects of
RSPAN on Accuracy for blocks 1 (corrected p=0.37), 2
(corrected p =0.37), or 3 (corrected p =0.06), there was a
significant effect of RSPAN on Accuracy in block 4 (cor-
rected p <0.01). It was only in this final block that better
performance on the RSPAN task was significantly nega-
tively associated with Accuracy, suggesting that the effect
was strongest towards the end of the task.

B. Figure detection RT

The final best fitting model predicted log RT by the inter-
action between Coherence and QSIN. The model summaries

revealed that log RTs were not significantly different between
6 and 4 tones in a figure (b = —0.14, t = —1.79, p = 0.08; Table
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FIG. 3. Predicted mean likelihood of accuracy by the number of tones in a
figure. Error bars represent the 95% confidence interval.
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III) and significantly faster for 8 than 6 tones in a figure (b =
—0.27,t = -3.74, p < 0.001). Log RTs did not significantly dif-
fer between 8 and 10 tones in a figure (b = —0.08, t = —1.15,
p=0.26; see Fig. 6). For the interaction between Coherence
and QSIN, the model summaries suggested that there were no
effects of QSIN on log RTs for 4 (b=0.002, t=0.06,
p=0.95) or 6 (b=0.05, t=1.45, p=0.14) tones in a figure,
there were significant effects for 8 (b=0.09, r=2.68,
p=0.01)and 10 (b=0.07, t=2.12, p = 0.04) tones in a figure.
For both, increasing QSIN scores (worse performance) were
associated with slower log RTs (Fig. 7).

V. DISCUSSION

The goals of the present study were to assess the effect
of temporal coherence on auditory stream segregation, indi-
cated by performance on an SFG task involving non-
consecutive figure chords, measure its relationship to
speech-in-noise recognition, and examine potential individ-
ual differences that may modulate the relationship between
auditory stream segregation and speech-in-noise recogni-
tion. In the current study’s paradigm manipulating temporal
coherence—which included non-consecutive figure chords
with four, six, eight, or ten tones in each figure chord—both
accuracy and speed of figure detection associated with audi-
tory stream segregation were measured. Overall, findings
demonstrated that temporal coherence and individual differ-
ences in speech-in-noise recognition and musicianship influ-
enced the accuracy and speed of figure detection.

A. Auditory stream segregation in the discontinuous
SFG task

Aligning with previous studies that have investigated
auditory stream segregation with SFG tasks, the results of
the present study demonstrated that increasing coherence,
manipulated by increasing the number of tones per figure
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FIG. 4. Interaction between RSPAN and Coherence level on likelihood of
accuracy. Shaded regions represent the 95% confidence interval.

chord, resulted in improved performance on the SFG task
(Fig. 3). Accuracy increased as the number of tones in a fig-
ure chord increased, reaching asymptote around eight tones
in each figure chord. These findings align with other
research on auditory stream segregation using detection of
consecutive figure chords (O’Sullivan et al., 2015; Teki
et al., 2011, 2016) and detection of figure gaps (Holmes
et al., 2021; Holmes and Griffiths, 2019). Increased tempo-
ral coherence (i.e., the number of synchronized tones)
resulted in better auditory stream segregation. The extent to
which the current SFG performance effects are weaker than
in previous studies (e.g., Teki er al., 2013) may depend
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FIG. 5. Interaction between Mean QSIN SNR Loss and Musicianship on
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partly on the alterations made to the stimuli to be spectrally
and temporally flat, reducing the availability of these addi-
tional cues. However, differences may have also arisen as a
result of having presented the experiment remotely, which
limited the extent of control over the acoustic environment
that was used for testing. Nonetheless, the changes
employed in the present SFG task—namely, background jit-
ter and non-consecutive figure chords with variable ICIs—
both resulted in findings that are congruent with previous
studies using SFG task while using stimuli that more accu-
rately reflect real-word listening conditions.

Auditory stream segregation for SFG stimuli may
involve bottom-up (Molloy et al., 2019; O’Sullivan et al.,
2015; Teki et al., 2011; Teki et al., 2016) and top-down pro-
cesses (O’Sullivan et al., 2015). Because the current study’s
SFG task required active figure detection, following the
two-step temporal coherence model (Shamma et al., 2011),
auditory stream segregation of the figures from background
likely involved participants first identifying frequency fea-
tures of the stimuli tones, then segregating the figure chords
from the background tones based on the temporal coherence
of the figure chords. This positions the current SFG task as
relying more on low-level features, in contrast to speech-in-
noise tasks that depend more on high-level (e.g., lexical and
semantic) properties (Mattys et al., 2012).

Similar to the accuracy findings, increased temporal
coherence (i.e., number of tones in each figure chord)
resulted in faster RTs for figure detection, reflective of faster
auditory stream segregation (Fig. 6). Similar to the accuracy
results, RTs reached an asymptote around eight tones in
each figure chord, with no difference between eight and ten
tones in a figure. These findings demonstrate that temporal
coherence can drive how quickly listeners can segregate the
figure from the background, providing a rough measure of
how much information (i.e., number of coherent figure
chords) is needed before behavioral effects of stream segre-
gation can be observed. Similar results were found in other
studies that directly manipulated the number of consecutive

TABLE III. Log RT model summary. Four figure tones as reference level.

Formula: Log RT ~ Coherence * QSIN ~+ (1|Participant) + (1|Item)

n=1943
Fixed effects b Std. error df t P
Intercept 747  0.06 116.31 116.57 < 0.001
6 figure tones -0.14 0.08 82.65 -1.79 0.08
8 figure tones —0.41 0.08 80.37 542 <0.001
10 figure tones —0.49 0.08 80.14 -6.51 < 0.001
QSIN < 0.01 0.04 8527 0.06 095

6 figure tones by QSIN 0.05 0.03
8 figure tones by QSIN 0.09 0.03
10 figure tones by QSIN 0.07 0.03

1853.75 148  0.14
185433  2.79  0.01
1856.24  2.21 0.03

Random effects Variance Std. dev.
Participant 0.03 0.18
Item 0.05 0.21
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FIG. 6. Predicted Log Adjusted RT by the number of tones in a figure chord
with predicted means. Error bars represent the 95% confidence interval;
boxplots represent distribution of raw data.

figure chords (i.e., figure duration); participants were more
accurate in detecting figures with more chords than figures
with fewer chords (Teki et al., 2011; Teki et al., 2013; Teki
et al., 2016). Teki et al. (2013) showed that increased num-
ber of figure chords (figure duration) and temporal coher-
ence (number of tones per figure chord) resulted in
increased accuracy, but chord duration did not influence
accuracy. Thus, the build-up of information across incoming
temporally coherent chords facilitates auditory stream segre-
gation necessary for figure detection.
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FIG. 7. Interaction between Mean QSIN SNR Loss and Coherence level on
predicted log adjusted RT. Shaded regions represent the 95% confidence
interval.
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In designing the SFG stimuli in the current study to be
spectrally and temporally flat, jitter was applied to the back-
ground tones so that the onset of the figure would not result
in an intensity cue. While the consistency of the timing of
the figure tone onsets is important for establishing temporal
coherence over time, it could in theory provide a cue for the
onset of the figure. In other words, it is possible that a tem-
poral coherence mechanism was not needed to successfully
identify the figure; instead, participants simply indicated
when they heard any group of tones with perceptually simul-
taneous onsets. However, there are several reasons to
believe that participants did not use this as a cue to perform
the SFG task. One reason is that previous studies have
shown that a build-up of coherent tones across time (rather
than a single chord presentation) is important for figure
detection in SFG stimuli (e.g., O’Sullivan et al., 2015) and
that longer figure durations result in improved detection (e.g.,
Teki et al., 2011). In the present study, the mean number of
figure chords that it took to correctly identify the presence of
the figure was 6.24 across all four conditions (Table I). Even
in the 10-tones condition with the highest accuracy/fastest
RTs, it took an average of five repetitions for participants to
respond. Out of a total of 1943 trials, only 29 comprised a
correct response after the first chord of the figure (nine such
responses in the 4-tones condition, seven in the 6-tones con-
dition, six in the 8-tones condition, and seven in the 10-tones
condition). Although coherent onsets could be a reliable cue,
participants did not appear to make effective use of this infor-
mation in their responses.

Finally, the literature on perceptual simultaneity judge-
ments have reported the likelihood of judging two asynchro-
nous pure tones of different frequencies to be synchronous is
greater than 75% when onset asynchronies are approximately
25 ms or longer (Parker, 1988), depending on the relative fre-
quency of the tones (Okazaki and Ichikawa, 2017). Thus,
even with background jitter in the current study (0 to
150 ms), participants would likely have perceived coherent
tones in the background by chance. Responses to these appar-
ent chords would have led to false alarms, with potentially
more in the 4-chord condition, in which there was the most
opportunity for background tones to cohere by chance.
However, false alarm rates were low and there were no sys-
tematic differences across conditions (Table I). Given that (1)
in our own data, several repetitions of the figure chord were
required before a correct response was made, and (2) partic-
ipants did not appear to respond only when multiple tones
co-occurred with similar onsets, the best explanation for the
pattern of results in the present study is that of a temporal
coherence mechanism. In other words, participants required
multiple repetitions of coherent tones across time in order to
successfully segregate the figure from the background.

B. Auditory stream segregation and speech-in-noise
recognition

At higher coherence levels in the SFG task (i.e., eight
and ten tones in a figure), faster RTs were associated with
better performance on the QSIN (Fig. 7), indicating that a
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participant’s ability to recognize speech in noise was related
to how quickly they could segregate auditory streams. In
noisy environments, listeners must quickly segregate the tar-
get speaker from background noise to understand what the
speaker is saying. Slower auditory stream segregation would
likely result in missed words or phrases while listening to
speech. At lower coherence levels (and hence increased task
difficulty), this relationship between SFG task RTs and
speech-in-noise recognition (i.e., QSIN) diminishes as RTs
become less sensitive to temporal coherence (Fig. 7). The
current results therefore align with findings from Holmes
and Griffiths (2019), who also found that the relationship
between performance on SFG tasks and speech-in-noise per-
ception is diminished at increased levels of task difficulty
(i.e., figure frequencies changed at differing rates).

Although QSIN scores and SFG task RTs were related in
the present study, there are fundamental noteworthy differ-
ences between the properties and demands of each of these
two tasks. On a stimulus level, temporal coherence is typi-
cally manipulated in SFG tasks with no direct manipulation
of SNR (Molloy et al., 2019; Teki et al., 2011; Teki et al.,
2016), whereas the SNR for target vs background speakers is
the main manipulation in speech-in-noise tasks (e.g., Alain
et al., 2018; Killion et al., 2004). More importantly, whereas
language processing is absent for SFG tasks, it is vital for
speech-in-noise recognition. For speech-in-noise tasks that
involve recalling or identifying spoken words embedded in
sentences, in addition to low-level acoustic perception pro-
cesses, listeners engage in higher-level comprehension pro-
cesses that include lexical access (Carroll et al., 2016) and to
some extent syntactic knowledge (Kidd et al., 2014). For
instance, Coulter et al. (2021) found that higher contextual
constraint had a larger positive effect on speech recognition
in noise compared to quiet conditions. Given the differences
in task demands on the QSIN and SFG tasks, the fact that a
relationship was observed between the two suggests that low-
level auditory stream segregation drove the positive relation-
ship between SFG task RTs and QSIN scores; better QSIN
scores were associated with faster RTs. Importantly, this find-
ing further suggests that the SFG task is a potentially viable
measure of language-independent auditory stream segrega-
tion processes.

C. Individual differences and auditory stream
segregation

1. WMC and the highest SFG coherence level

Individuals with better WMC were predicted to perform
better on the SFG task. Interestingly, for the highest coher-
ence level (ten tones in a figure), individuals with higher
WMC showed decreased accuracy (Fig. 4), which was most
pronounced at the end of the task. Several explanations may
account for this finding.

Although this study demonstrates potential negative
effects of higher WMC on performance on the SFG task
under easy conditions, findings on the relationship between
WMC and speech-in-noise perception in younger normal-
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hearing adults have been mixed (Fiillgrabe and Rosen,
2016a,b). In one meta-analysis, Fillgrabe and Rosen
(2016b) demonstrated that correlations between speech-in-
noise perception and RSPAN ranged from negative to posi-
tive (—0.29 to 0.64). Positive correlations were more likely
to be observed in older adults, for whom working-memory-
related processes may compensate for degraded speech rep-
resentations (Fiillgrabe and Rosen, 2016b). Furthermore,
Carroll et al. (2016) suggest that WMC may mediate the
effect of vocabulary breadth and speed of lexical access on
speech-in-noise recognition. In the present study, rather than
linking WMC to speech-in-noise recognition—which relies
on high-level processes associated with lexical access from
long-term memory—its link to figure detection in the SFG
was examined instead. The reliance on lower-level and
bottom-up processes for maintaining the representation of
unfamiliar figure chords may affect how WMC relates to
figure detection. Moderate increases in working memory
task demands have been linked to reduced distractibility
(SanMiguel et al., 2008). However, high WMC individuals
may need more extreme increases in task demands to see
this reduction. Thus, the SFG task in the present study may
not have been demanding enough for participants with
higher WMC. Perhaps because stimuli with the highest
coherence level provide the least chance for improvement,
participants who became more distracted or less engaged
showed the greatest reduction in performance on this level.

An alternative explanation for the decreased accuracy
for participants with higher WMC could be a result of inter-
ference from auditory memory traces formed when perceiv-
ing figure chords in previous trials. Because -easily
perceived and highly salient stimulus features are perceived
more quickly (Pooresmaeili et al., 2014), recalled more
accurately (Fine and Minnery, 2009), and leave longer
memory traces (Thiel ez al., 2016) compared to less salient
stimulus features, it is possible that high-WMC individuals
received more interference from these memory traces.
Support for this interference account comes from a WMC
training paradigm that used a visual n-back task, in which
participants indicated whether a current stimulus matched a
stimulus presented n trials previously (Harbinson et al.,
2011). Within a training session, performance on the n-back
task waned as participants encountered more trials, sugges-
ting that earlier stimuli had active memory traces that inter-
fered with task performance (Harbinson et al., 2011). In the
present study, high-WMC individuals—who are better able
to maintain more memory activations (Thiel et al., 2016)—
may have had more interference because the earlier, more
salient ten tones-in-a-figure stimuli interfered with process-
ing the current stimulus. Because these auditory stimuli in
the lower coherence conditions were less salient, they likely
did not cause the same level of interference. Furthermore,
interference may have been most easily detected in the easi-
est condition where there were more opportunities to
observe decreases in performance.

The fact that only the final block of the SFG task had a
negative relationship to WMC (as measured by RSPAN)
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suggests: (1) a shift in auditory perception throughout the
task, which has been observed in SFG tasks examining audi-
tory perceptual learning (e.g., Agus and Pressnitzer, 2021),
(2) a build-up of interference as more stimuli were encoun-
tered, or (3) some combination of the two. To better under-
stand how individual differences might modulate the effect
of temporal coherence on auditory stream segregation, more
research is needed on other factors likely to influence perfor-
mance, such as motivation and attention. Furthermore,
because this study’s sample consisted of younger adults
with average WMC scores (range: 19 — 41, M =30.16, max-
imum possible score = 54)), administering this SFG task to
older adults, who tend to show declines in WMC (Bopp and
Verhaeghen, 2005; Wang et al., 2011), may provide a
clearer understanding of factors that influence auditory
stream segregation.

2. Musicianship

Regarding accuracy of figure detection (i.e., success-
ful auditory stream segregation), musicians showed a posi-
tive relationship between accuracy on the SFG task and
speech-in-noise recognition, whereas non-musicians did not
(Fig. 5). This suggests that self-identified musicians who
have good speech-in-noise recognition also show enhanced
auditory stream segregation ability, complementing previ-
ous findings that musicians have better auditory stream seg-
regation (Marozeau et al., 2010; Zendel and Alain, 2009)
and temporal auditory acuity (Parbery-Clark et al., 2011;
Rammsayer and Altenmiiller, 2006) than non-musicians.
Perhaps musicians, compared to non-musicians, relied more
on auditory stream segregation processes to complete the
QSIN task in the present study, whereas non-musicians may
have relied more heavily on other cues, such as syntactic
and semantic context, which is relevant because the QSIN
sentences do contain some linguistic context (Wilson et al.,
2007). This explanation is consistent with previous research
that has suggested that individuals with better musical abil-
ity may better perceive subtler auditory cues (Parbery-Clark
et al., 2009). In other words, musicians may make use of
lower-level acoustic information (Zendel et al., 2015), while
non-musicians may rely more on higher-level linguistic con-
textual information to identify words. As previously men-
tioned, given that low-level auditory stream segregation
may have driven the relationship between the SFG task RTs
and QSIN scores, this would also explain why musicians—
but not non-musicians—showed a positive relationship
between SFG task accuracy and the QSIN. Notably, the
present study did not specifically recruit expert or novice
musicians, or determine musicianship based on experience,
but instead categorized participants as musicians or non-
musicians based on self-reports. Finding effects of self-reported
musicianship in a typical sample of younger adults shows that
the SFG task has promise for further exploring individual var-
iation in auditory stream segregation for individuals within a
mid-range of musicianship. Furthermore, differences in musi-
cianship suggest that SFG performance may be modifiable, at
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least with extensive experience or training. Future work may
benefit from exploring the extent to which SFG-based training
interventions would lead to better speech-in-noise recognition
more broadly.

Because a variety of factors relate to speech-in-noise
task performance (e.g., musical ability, cognitive ability,
language ability; Bidelman and Yoo, 2020; Yoo and
Bidelman, 2019), the degree to which QSIN task perfor-
mance reflects auditory stream segregation is likely to
depend on how individuals differentially apply these skills
to complete the task. Group differences based on age
(Helfer and Jesse, 2015; McAuliffe et al., 2013; Pichora-
Fuller, 2008), language background (Skoe and Karayanidi,
2019), and musicianship (Kaplan et al., 2021; Zendel et al.,
2015; Zendel and Alain, 2012), have been found to influence
the strategies and skills individuals use to complete speech-
in-noise tasks, which is often also dependent on task diffi-
culty. For example, Zendel et al. (2015) found that, unlike
musicians, non-musicians showed increased N400 event-
related potential responses (a marker of lexical-semantic
access) as the SNR for words in noise decreased, suggesting
that they relied more on lexical processing to overcome dif-
ficult listening situations. Higher vocabulary knowledge is
associated with better speech recognition in difficult listen-
ing environments (Bernard et al., 2014; Carroll ef al., 2016;
McAuliffe et al., 2013), further exemplifying how linguistic
ability might influence speech-in-noise task performance. In
the present study, the SFG task is more attuned to auditory
stream segregation processes without the interference of lin-
guistic factors, although cognitive factors such as WMC and
attention may also contribute to task performance.

D. Limitations and future directions

Although stimuli were normalized to 70 dB SPL across
the figure and background portions of each stimulus, stimuli
containing figures consisted of tones shifted to have the
same onset time, which resulted in reduced background tone
density when the figure chord was played. Thus, figure
detection could have been driven by a combination of tem-
poral coherence and fewer overlapping background tones.
However, because the study findings align with results from
other SFG tasks in which the number of frequency compo-
nents was identical in each figure and background chord
(e.g., Teki et al., 2011; Teki et al., 2016), it is more likely
that figure detection was driven by temporal coherence of
the figure chords. Additionally, whereas other studies used
consecutive chords with interchord intervals of Oms (e.g.,
Holmes et al., 2021; Holmes and Griffiths, 2019; Molloy
et al., 2019; Teki et al., 2011; Teki et al., 2016), the current
study had variable interchord intervals ranging from 2.5 to
150 ms for the figure chord and the intervening background
tones. Thus, participants’ use of gaps would likely not have
been a useful strategy for figure detection.

On an analytical note, the present study sought to apply
mixed-effects regression to the analysis of trial-level behav-
ioral data from SFG tasks, an analytical approach that prior
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SFG studies have not commonly used. There are many bene-
fits of mixed-effects regression over other common analyti-
cal methods (such as fixed effects regression and ANOVA,;
see Cunnings, 2012; Linck and Cunnings, 2015), including
those used in signal detection theory such as d’ (Murayama
et al., 2014). The primary benefit of mixed-effects regres-
sions of trial-level data over these other analytical methods
is that they are able to simultaneously capture both by-
participant and by-item random variance, eschewing the tra-
ditional approach where data were aggregated and analyzed
across participants and items separately (Gordon, 2019).
This allows for robust, generalizable findings from only a
single model.

Although the current study focused on younger
normal-hearing adults, future work would benefit from
recruiting individuals with a wider range of auditory and
cognitive abilities and examining the impact of adjusting
different parameters of SFG stimuli (e.g., temporal jitter,
figure duration) on auditory stream segregation in these
populations. In particular, aging has been associated with
poorer auditory temporal processing (e.g., Fitzgibbons and
Gordon-Salant, 2001) and WMC (Bopp and Verhaeghen,
2005; Wang et al., 2011), which may underlie declines in
speech-in-noise recognition. Altering the temporal proper-
ties of SFG stimuli might then be predicted to have an even
larger impact on older adults, who are less able to rely on
WMC to compensate and who have generally exhibited
more positive correlations between WMC and speech-in-
noise than younger adults (Fiillgrabe and Rosen, 2016b).
Using the SFG stimuli to investigate the varied mechanisms
that underlie speech-in-noise deficits may thus help to
advance the development of training-based interventions to
improve communication among older adults. In addition,
the current SFG task is also likely to be useful in studies
where it is desirable to assess the mechanisms underlying
speech-in-noise processing, irrespective of differences in
linguistic processing. For example, a SFG task could be
used to identify differences in stream segregation abilities
across monolingual and bilingual speakers or to draw paral-
lels about stream segregation across animal and human
models.

Future work would especially benefit from examining
the relationship between SFG and other measures of WMC
(or executive function more broadly), speech-in-noise rec-
ognition, and musicianship, particularly with larger sample
sizes. As this was the first study using these particular SFG
stimuli, the experiment design included some of most com-
monly used WMC and speech-in-noise measures reported in
the literature or used in the clinic that were deployable
through remote testing. We focused on a common sentence-
in-noise test, for example, because SFG performance
depends upon the build-up of temporal coherence over time
and because the repetition of chords in our study occurred
at a slow aperiodic rate. However, SFG properties could
be adjusted to examine the extent to which they better cap-
ture the properties of syllable, word, phrase, or sentence
perception in noise, and whether that alters the strength or
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direction of the relationship between SFG performance
and WMC. Last, WMC is commonly associated with other
domain-general executive functions (e.g., McCabe et al.,
2010). Future studies should examine the extent to which
the observed relationship between performance and
WMC in the easiest SFG condition depends upon using a
complex span measure like the RSPAN vs other working
memory measures, like the n-back (Redick and Lindsey,
2013).

Furthermore, it is worth considering the limitations and
future directions of the relationship between musicianship
and performance on SFG tasks found here. Musician and
non-musician groups were formed based on self-rated musi-
cianship classifications from one question of the Ollen
Musical Sophistication Index, which is notably different
from other definitions of musicians and non-musician
groups in the literature. Such definitions typically have a
more pronounced contrast between groups and are often
defined by length of private music lessons, which could be
highly related to socioeconomic status or other resources,
rather than musical ability. Of note, 2 out of 16 participants
in the self-classified musician group in this study indicated
that they had not taken private lessons. However, examining
the variability of SFG effect sizes across participants
revealed that these two individuals fell well inside the range
of scores for other self-rated musicians and were not out-
liers. Future work may further benefit from using full musi-
cal sophistication indices, such as the Ollen Musical
Sophistication Index and Goldsmiths Musical Sophistication
Index (Mullensiefen et al., 2014), as a more granular and
continuous measure of musicianship, rather than limiting
analyses to a group comparison with a cut point. This may
also be particularly interesting in the context of SFG task
performance, as Lad et al. (2022) found that scores on the
Goldsmiths Musical Sophistication Index were correlated
with a sound frequency subconstruct of working memory,
but not other subconstructs.

VI. CONCLUSION

The results of the present study demonstrated that a
non-linguistic SFG task, designed to mimic some aspects of
speech stimuli, was related to performance on a standard-
ized measure of speech-in-noise recognition among younger
normal-hearing adults. The findings suggest that this SFG
task was able to assess lower-level processes of auditory
stream segregation. The present study included measures of
RT, demonstrating the importance of estimating how
quickly auditory stream segregation occurred. Individual
differences in WMC and musicianship were both found to
modulate performance on this SFG task as well as the rela-
tionship between the SFG and QSIN tasks. Together,
these findings position this discontinuous SFG task as a
potentially viable assessment for measuring such processes
without being contaminated by individual linguistic differ-
ences, such as strength or speed of lexical processing. The
measure may thus be especially suitable for use among
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individuals with different language backgrounds, for whom
speech-in-noise tasks may not be available in their native
language, and in investigating issues of auditory stream seg-
regation across animal and human models.
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APPENDIX

Self-report measure of overall musical sophistication
and pitch ability. Ratings are based on a five-point Likert
scale.

Overall musical sophistication

How frequently do you engage in the following activities?
Rarely/Never (Yearly), Infrequently (Monthly), Sometimes (Weekly),
Frequently (Multiple times per week), or Very Frequently (Daily or more
than daily)

Listen to music (radio, YouTube, Pandora, Spotify, etc.)

Attend concerts

Play/sing music

Compose music
Pitch ability
How would you rate yourself on the following abilities?
1 —Poor, 2,3 —Average, 4,5 — Excellent

Singing in tune

Noticing when someone else is out of tune

Noticing when a wrong note is played in a song

'See supplementary material at https://www.scitation.org/doi/suppl/
10.1121/10.0016756 for additional information on participants’ musical
experience and instruments played.

2An additional model using ¢’ as the dependent variable revealed identical
effects to those listed here for accuracy.
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