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ABSTRACT

We model the stellar abundances and ages of two disrupted dwarf galaxies in the Milky Way stellar halo: Gaia-Sausage
Enceladus (GSE) and Wukong/LMS-1. Using a statistically robust likelihood function, we fit one-zone models of galactic
chemical evolution with exponential infall histories to both systems, deriving e-folding time-scales of t;, = 1.01 4+ 0.13 Gyr
for GSE and 7, = 3.08"3'12 Gyr for Wukong/LMS-1. GSE formed stars for 7, = 5.40703 Gyr, sustaining star formation for
~1.5-2 Gyr after its first infall into the Milky Way ~10 Gyr ago. Our fit suggests that star formation lasted for 7y, = 3.36f8:i§
Gyr in Wukong/LMS-1, though our sample does not contain any age measurements. The differences in evolutionary parameters
between the two are qualitatively consistent with trends with stellar mass M, predicted by simulations and semi-analytic models
of galaxy formation. Our inferred values of the outflow mass-loading factor reasonably match 1 oc M !/3 as predicted by galactic
wind models. Our fitting method is based only on Poisson sampling from an evolutionary track and requires no binning of the
data. We demonstrate its accuracy by testing against mock data, showing that it accurately recovers the input model across a broad
range of sample sizes (20 < N < 2000) and measurement uncertainties (0.01 < o [g/Fe}, O [rerm) < 0.5; 0.02 < 014, (agey < 1). Due
to the generic nature of our derivation, this likelihood function should be applicable to one-zone models of any parametrization
and easily extensible to other astrophysical models which predict tracks in some observed space.

Key words: methods: numerical — galaxies: abundances — galaxies: evolution — galaxies: star formation — galaxies: stellar con-
tent.

Steyrleithner, Hensler & Boselli 2020) if they are not disintegrated

1 INTRODUCTION by the tidal forces of the host. As a result, disrupted dwarf galaxies

Dwarf galaxies provide a unique window into galaxy formation and
evolution. In the local universe, dwarfs can be studied in detail using
resolved stellar populations across a wide range of mass, morphology,
and star-formation history (SFH). Field dwarfs have more drawn-out
SFHs than more massive galaxies like the Milky Way and Andromeda
(e.g. Behroozi et al. 2019; Garrison-Kimmel et al. 2019), while
satellites often have their star formation ‘quenched’” by ram pressure
stripping from the hot halo of their host (see discussion in, e.g.
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assembled much of their stellar mass at high redshift, but their
resolved stellar populations encode a wealth of information on their
progenitor’s evolutionary history.

Photometrically, one can constrain the SFH by fitting the ob-
served colour-magnitude diagram (CMD) with a composite set
of theoretical isochrones (e.g. Dolphin 2002; Weisz et al. 2014b).
The CMD also offers constraints on the metallicity distribution
function (MDF; e.g. Lianou, Grebel & Koch 2011). In some cases,
the MDF can also be constrained with narrow-band imaging (Fu
et al. 2022), especially when combined with machine learning
algorithms trained on spectroscopic measurements as in Whitten
et al. (2021). Depending on the limiting magnitude of the survey
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and the evolutionary stages of the accessible stars, it may or may
not be feasible to estimate ages on a star-by-star basis. When these
measurements are made spectroscopically, however, multi-element
abundance information becomes available, and age estimates become
more precise by pinning down various stellar parameters such as
effective temperatures and surface gravities.

Chemical abundances in resolved stars can also offer independent
constraints on the evolutionary histories of dwarf galaxies, including
the earliest epochs of star formation. Stars are born with the same
composition as their natal molecular clouds—spectroscopic abun-
dance measurements in open clusters have demonstrated that FGK
main-sequence and red giant stars exhibit chemical homogeneities
within ~0.02-0.03 dex (De Silva et al. 2006; Bovy 2016; Liu et al.
2016b; Casamiquela et al. 2020) while inhomogeneities at the ~0.1—
0.2 dex level can be attributed to diffusion (Bertelli Motta et al. 2018;
Liu et al. 2019; Souto et al. 2019) or planet formation (Meléndez
et al. 2009; Liu et al. 2016a; Spina et al. 2018). A star’s detailed
metal content is therefore a snapshot of the galactic environment
that it formed from. This connection is the basis of galactic chemical
evolution (GCE), which bridges the gap between nuclear physics and
astrophysics by combining galactic processes such as star formation
with nuclear reaction networks to estimate the production rates of
various nuclear species by stars and derive their abundances in the
interstellar medium (ISM). GCE models that accurately describe the
observed abundances of resolved stars in intact and disrupted dwarf
galaxies can offer constraints on their SFHs and accretion histories,
the efficiency of outflows, and the origin of the observed abundance
pattern.

In this paper, we systematically assess the information that can be
extracted from the abundances and ages of stars in dwarf galaxies
when modelling the data in this framework. The simplest and most
well-studied GCE models are called ‘one-zone’ models, reviews of
which can be found in works such as Tinsley (1980), Pagel (2009),
and Matteucci (2012, 2021). One-zone models are computationally
cheap, and with reasonable approximations, even allow analytic
solutions to the evolution of the abundances for simple SFHs (e.g.
Weinberg, Andrews & Freudenburg 2017). This low expense expe-
dites the application of statistical likelihood estimates to infer best-
fitting parameters for some set of assumptions regarding a galaxy’s
evolutionary history. There are both simple and complex examples
in the literature of how one might go about these calculations. For
example, Kirby et al. (2011) measure and fit the MDFs of eight
Milky Way dwarf satellite galaxies with the goal of determining
which evolved according to ‘leaky-box’, ‘pre-enriched’ or ‘extra-
gas’ analytic models. De Los Reyes et al. (2022) used abundances for
a wide range of elements to constrain the evolutionary history of the
Sculptor dwarf spheroidal. To derive best-fitting parameters for the
two-infall model of the Milky Way disc (e.g. Chiappini, Matteucci &
Gratton 1997), Spitoni et al. (2020, 2021) used Markov chain Monte
Carlo (MCMC) methods and based their likelihood function off of
the minimum distance between each star and the evolutionary track
in the [«/Fe]-[Fe/H]! plane. Hasselquist et al. (2021) used similar
methods to derive evolutionary parameters for the Milky Way’s most
massive satellites with the FLEXCE (Andrews et al. 2017) and the
Lian et al. (2018, 2020) chemical evolution codes.

While these studies have employed various methods to estimate the
relative likelihood of different parameter choices, to our knowledge

IWe follow the conventional definition in which [X/Y] = logio(Nx/Ny) —
log10(Nx, o/Ny, ) is the logarithmic difference in the abundance ratio of the
nuclear species X and Y between some star and the sun.
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there is no demonstration of the statistical validity of these methods
in the literature. The distribution of stars in abundance space is
generally non-uniform, and the probability of randomly selecting
a star from a given epoch of some galaxy’s evolution scales with the
star-formation rate (SFR) at that time (modulo the selection function
of the survey). Describing the enrichment history of a galaxy as a
one-zone model casts the observed stellar abundances as a stochastic
sample from the predicted evolutionary track, a process which
proceeds mathematically according to an inhomogeneous Poisson
point process (IPPP; see e.g. Press et al. 2007). To this end, we apply
the principles of an IPPP to an arbitrary model-predicted track in
some observed space. We demonstrate that this combination results
in the derivation of a single likelihood function which is required to
ensure the accuracy of best-fitting parameters. Our derivation does
not assume that the track was predicted by a GCE model, and it should
therefore be easily extensible to other astrophysical models which
predict evolutionary tracks in some observed space, such as stellar
streams in kinematic space or isochrones on CMDs. We however
limit our discussion in this paper to our use case of one-zone GCE
models.

After discussing the one-zone model framework in Section 2 and
our fitting method in Section 3, we establish the accuracy of this
likelihood function by means of tests against mock data in Section 4,
simultaneously exploring how the precision of inferred parameters is
affected by sample size, measurement uncertainties, and the portion
of the sample that has age information. These methods are able to
reconstruct the SFHs of dwarf galaxies because the GCE framework
allows one to convert the number of stars versus metallicity into the
number of stars versus time. Abundance ratios such as [a/Fe] quantify
the relative importance of Type Ia supernova (SN Ia) enrichment,
and constraints on its associated delay-time distribution (DTD) set an
overall time-scale. In Section 5, we demonstrate our method in action
by modelling two disrupted dwarf galaxies in the Milky Way halo.
One has received a considerable amount of attention in the literature:
the Gaia-Sausage Enceladus (GSE, Belokurov et al. 2018; Helmi
et al. 2018), and the other, discovered more recently, is a less deeply
studied system: Wukong (Naidu et al. 2020, 2022), independently
discovered as LMS-1 by Yuan et al. (2020).

2 GALACTIC CHEMICAL EVOLUTION

One-zone GCE models connect the SFHs and accretion histories of
galaxies to the enrichment rates in the ISM through prescriptions
for nucleosynthetic yields, outflows, and star-formation efficiency
(SFE) within a simple mathematical framework. Their fundamental
assumption is that newly produced metals mix instantaneously
throughout the star-forming gas reservoir. In detail, this assumption
is valid as long as the mixing time-scale is short compared to the
depletion time-scale (i.e. the average time a fluid element remains
in the ISM before getting incorporated into new stars or ejected
in an outflow). Based on the observations of Leroy et al. (2008),
Weinberg et al. (2017) calculate that characteristic depletion times
can range from ~500 Myr up to ~10 Gyr for conditions in typical
star-forming disc galaxies. In the dwarf galaxy regime, the length-
scales are short, star formation is slow (e.g. Hudson et al. 2015), and
the ISM velocities are turbulent (Dutta et al. 2009; Stilp et al. 2013;
Schleicher & Beck 2016). With this combination, instantaneous
mixing should be a good approximation, though we are unaware
of any studies which address this observationally. As long as the
approximation is valid, then there should exist an evolutionary
track in chemical space (e.g. the [a/Fe]-[Fe/H] plane) about which
the intrinsic scatter is negligible compared to the measurement
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uncertainty. This empirical test should be feasible on a galaxy-by-
galaxy basis.

With the goal of assessing the information content of one-zone
GCE models applied to dwarf galaxies, we emphasize that the
accuracy of the methods we outline in this paper are contingent on the
validity of the instantaneous mixing approximation. This assumption
reduces GCE to a system of coupled integro-differential equations,
which we solve using the publicly available VERSATILE INTEGRATOR
FOR CHEMICAL EVOLUTION (VICE;? Johnson & Weinberg 2020).
We provide an overview of the model framework below and refer to
Johnson & Weinberg (2020) and the VICE Science Documentation?
for further details.

At a given moment in time, gas is added to the ISM via inflows
and recycled stellar envelopes and is removed from the ISM by star
formation and outflows, if present. The sum of these terms gives rise
to the following differential equation describing the evolution of the

gas supply:
Mg = Min _M*_Mout"‘Mra (1)

where M, is the infall rate, M, is the SFR, M., is the outflow
rate, and M, describes the return of stellar envelopes from previous
generations of stars.

VICE implements the same characterization of outflows as the
FLEXCE (Andrews et al. 2017) and OMEGA (Co6té et al. 2017) chem-
ical evolution codes in which a ‘mass-loading factor’ n describes a
linear relationship between the outflow rate itself and the SFR:

MOLl[

n= M. 2)
This parametrization is appropriate for models in which massive
stars are the dominant source of energy for outflow-driving winds.
Empirically, the strength of outflows (i.e. the value of 1) is strongly
degenerate with the absolute scale of nucleosynthetic yields. We
discuss this further below and quantify the strength of the degeneracy
in more detail in Appendix B.

The SFR and the mass of the ISM are related by the SFE time-scale
7,, defined as the ratio of the two:

T, = —*. 3

The inverse 7! is the SFE itself, quantifying the fractional rate at
which some ISM fluid element is forming stars. Some authors refer
to 7, as the ‘depletion time’ (e.g. Tacconi et al. 2018) because it
describes the e-folding decay time-scale of the ISM mass due to star
formation if no additional gas is added. Our nomenclature follows
Weinberg et al. (2017), who demonstrate that depletion times in GCE
models can shorten significantly in the presence of outflows.

The recycling rate M, is a complicated function which depends on
the stellar initial mass function (IMF, e.g. Salpeter 1955; Miller &
Scalo 1979; Kroupa 2001; Chabrier 2003), the initial-final remnant
mass relation (e.g. Kalirai et al. 2008), and the mass—lifetime
relation* (e.g. Larson 1974; Maeder & Meynet 1989; Hurley, Pols &
Tout 2000), all of which must then be convolved with the SFH.
However, the detailed rate of return of stellar envelopes has only

Zhttps://pypi.org/project/vice
3https://vice-astro.readthedocs.io/en/latest/science_documentation

4We assume a Kroupa (2001) IMF and the Larson (1974) mass-lifetime
relation throughout this paper. These choices do not significantly impact our
conclusions as n and 7, play a much more significant role in establish the
evolutionary histories of our GCE models. Our fitting method is none the less
easily extensible to models which relax these assumptions.
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a second-order effect on the gas-phase evolutionary track in the
[a/Fe]-[Fe/H] plane. The first-order details are instead determined
by the SFE time-scale 7, and the mass-loading factor n (see
discussion in Weinberg et al. 2017). In the absence of sudden
events such as a burst of star formation, the detailed form of the
SFH actually has minimal impact of the shape of the model track
(Weinberg et al. 2017; Johnson & Weinberg 2020). That information
is instead encoded in the stellar MDFs (i.e. the density of stars along
the track).

In this paper, we focus on the enrichment of the so-called ‘alpha’
(e.g. O, Ne, and Mg) and ‘iron-peak’ elements (e.g. Cr, Fe, Ni, and
Zn), with the distribution of stars in the [«/Fe]-[Fe/H] plane being
our primary observational diagnostic to distinguish between GCE
models. Massive stars and their core collapse SNe (CCSNe) are
the dominant enrichment source of alpha elements in the universe,
while iron-peak elements are produced in significant amounts by
both massive stars and SNe Ia (e.g. Johnson 2019). In detail, some
alpha and iron-peak elements also have contributions from slow
neutron capture nucleosynthesis, an enrichment pathway responsible
for much of the abundances of yet heavier nuclei (specifically Sr
and up). Because the neutron capture yields of alpha and iron-
peak elements are small compared with their SN yields, we do not
discuss this process further. Our fitting method is none the less easily
extensible to GCE models which do, provided that the data contain
such measurements.

Due to the steep nature of the stellar mass-lifetime relation (e.g.
Larson 1974; Maeder & Meynet 1989; Hurley et al. 2000), massive
stars, their winds, and their SNe enrich the ISM on ~few Myr time-
scales. As long as these lifetimes are shorter than the relevant time-
scales for a galaxy’s evolution and the present-day stellar mass is
sufficiently high such that stochastic sampling of the IMF does not
significantly impact the yields, then it is adequate to approximate this
nucleosynthetic material as some population-averaged yield ejected
instantaneously following a single stellar population’s formation.
This implies a linear relationship between the CCSN enrichment
rate and the SFR:

M =M., “

where yCC is the IMF-averaged fractional net yield from massive
stars of some element x. That is, for a fiducial value of yfc =0.01,
100 Mg, of star formation would produce 1 Mg of newly produced
element x (the return of previously produced metals is implemented
as a separate term in VICE; see Johnson & Weinberg 2020 or the
VICE Science Documentation for details).

Unlike CCSNe, SNe Ia occur on a significantly extended DTD.
The details of the DTD are a topic of active inquiry (e.g. Greggio
2005; Strolger et al. 2020; Freundlich & Maoz 2021), and at least
a portion of the uncertainty can be traced to uncertainties in both
galactic and cosmic SFHs. Comparisons of the cosmic SFH (e.g.
Hopkins & Beacom 2006; Madau & Dickinson 2014; Davies et al.
2016; Madau & Fragos 2017; Driver et al. 2018) with volumetric
SN Ia rates as a function of redshift indicate that the cosmic DTD is
broadly consistent with a uniform 7 ~! power law (Maoz & Mannucci
2012; Maoz, Mannucci & Brandt 2012; Graur & Maoz 2013; Graur
etal. 2014). Following Weinberg et al. (2017), we take a t~!"! power-
law DTD with a minimum delay time of fp, = 150 Myr, though in
principle this delay can be as short as 7p & 40 Myr due to the lifetimes
of the most massive white dwarf progenitors. For any selected DTD
R1.(7), the SN Ia enrichment rate can be expressed as an integral over
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the SFH weighted by the DTD:

T—tp
/ M6 R(T — 1)d
0

/ Ry, (¢)dt
0

In general, the mass of some element x in the ISM is also affected
by outflows, recycling, and star formation. The total enrichment rate
can be computed by simply adding up all of the source terms and
subtracting the sink terms:

M=y ®)

Mx = MXCC + M,I(a - ZXM* - ZxMout + Mx,rv (6)

where Z, = M/Misy is the abundance by mass of the nuclear species
x in the ISM. This equation as written assumes that the outflowing
material is of the same composition as the ISM, but in principle,
the various nuclear species of interest may be some factor above or
below the ISM abundance. In this paper, we assume all accreting
material to be zero metallicity gas; when this assumption is relaxed,
an additional term Z, ;, M;, appears in this equation.

As mentioned earlier, the strength of outflows is degenerate with
the absolute scale of nucleosynthetic yields. This ‘yield-outflow
degeneracy’ is remarkably strong, and it arises because yields and
outflows are the dominant source and sink terms in equation (6).
As a consequence, high-yield and high-outflow models generally
have a low-yield and low-outflow counterpart that predicts a similar
enrichment history. In order to break this degeneracy, only a single
parameter setting the absolute scale is required.

To this end, we set the Mg yield from massive stars to yl\c,l(g: =
1.2 x 107, which is 1.75 times the Solar photospheric value from
Asplund et al. (2009). This choice is motivated by nucleosynthesis
theory in that massive star evolutionary models (e.g. Nomoto,
Kobayashi & Tominaga 2013; Sukhbold et al. 2016; Limongi &
Chieffi 2018) typically predict O yields of y5¢ = 0.005—0.015 (see
discussion in, e.g. Weinberg 2017 and Johnson & Weinberg 2020).
Our Mg yield then arises from combining yS¢ = 0.01 with a solar
[O/Mg] ratio everywhere, as suggested by APOGEE (see e.g. fig. 8
of Weinberg et al. 2019). We deliberately choose a value that is
in agreement with massive star models, but the primary motivation
behind simply selecting the normalization of elemental yields in the
first place is that it allows best-fitting parameter values affected by the
yield-outflow degeneracy to be scaled up or down to accommodate
different assumptions. Although our Mg yield is based on a chosen O
yield from previous GCE models, we integrate our models with Mg,
because it is the alpha element with spectral lines in the wavelength
range of the H3 survey (see discussion in Section 5.1 below).

3 THE FITTING METHOD

Our fitting method uses the abundances of an ensemble of stars,
incorporating age measurements as additional data where available,
and without any binning, accurately constructs the likelihood function
L(D|{0}) describing the probability of observing the data D given
a set of model parameters {6}. L(D|{0}) is related to the posterior
probability L({0}|D) according to Bayes’ Theorem:
L(DROHLAED

L{0}D) = LD) ; @)
where L({0}) is the likelihood of the parameters themselves (known
as the prior) and L(D) is the likelihood of the data (known as the
evidence). Although it is more desirable to measure the posterior
probability, in practice only the likelihood function can be robustly
determined because the prior is not directly quantifiable. The prior
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requires quantitative information independent of the data on the
accuracy of a chosen set of parameters {6}. With no additional
information on what the parameters should be, the best practice is
to assume a ‘flat’ or ‘uniform’ prior in which L({6}) is a constant,
and therefore L({6}|D) ~ L(D|{6}); we retain this convention here
unless otherwise stated.

As mentioned in Section 1, the sampling of stars from an underly-
ing evolutionary track in abundance space proceeds according to an
IPPP (e.g. Press et al. 2007). Due to its detailed nature, we reserve a
full derivation of our likelihood function for Appendix A and provide
qualitative discussion of its form here. Though our use case in this
paper is in the context of one-zone GCE models, our derivation
assumes only that the chief prediction of the model is a track of some
arbitrary form in the observed space. It is therefore highly generic
and should be easily extensible to other astrophysical models that
predict tracks of some form (e.g. stellar streams in kinematic space
and stellar isochrones on CMDs).

In practice, the evolutionary track predicted by a one-zone GCE
model is generally not known in some analytic functional form
(unless specific approximations are made as in, e.g. Weinberg et al.
2017). Instead, it is most often quantified as a piece-wise linear
form predicted by some numerical code (in our case, VICE). For
a sample D = {D,, D, Ds, ..., Dy} containing N abundance and
age (where available) measurements of individual stars and a track
M = {M;, My, Ms, ..., Mg} sampled at K points in abundance
space, the likelihood function is given by

N K
-1
lnL(Dl{O}):ZIn Zw,exp (TA,-,C,.”A,T].) ) (8)
i J

where A;; =D; — M; is the vector difference between the ith
datum and the jth point on the predicted track, C,-’1 is the inverse
covariance matrix of the ith datum, and w; is a weight to be attached
to M ; (we clarify our notation that ij refers to a data-model pair and
not a matrix element; the covariance matrix need not be diagonal
for this approach). This functional form is appropriate for GCE
models in which the normalization of the SFH is inconsequential
to the evolution of the abundances; in the opposing case where the
normalization does impact the predicted abundances, one additional
term subtracting the sum of the weights is required (see discussion
below).

Equation (8) arises from marginalizing the likelihood of observing
each datum over the entire evolutionary track and has the more
general form of

InL(Do}) = 32V In ([, L(D:|M)dM) (9a)

~ S (SF LDimy). (9b)

Equation (9b) follows from equation (9a) when the track is densely
sampled by the numerical integrator (see discussion below), and
equation (8) follows thereafter when the likelihood L(D;|M;) of
observing the ith datum given the jth point on the evolutionary
track is given by a weighted ¢=**/2 expression. Mathematically,
the requirement for this marginalization arises naturally from the
application of statistical likelihood and an IPPP to an evolutionary
track (see Appendix A). Qualitatively, this requirement is due to
observational uncertainties—there is no way of knowing which point
on the evolutionary track the datum D; is truly associated with, and
the only way to properly account for its unknown position is to
consider all pair-wise combinations of D and M.

The mathematical requirement for a weighted as opposed to
unweighted e=**/2 likelihood expression also arises naturally in our
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derivation. Qualitatively, the weights arise because the likelihood of
observing the datum D; is proportionally higher for points on the
evolutionary track when the SFR is high or if the survey selection
function is deeper. For a selection function S and SFR M,, the
weights should scale as their product:

wj o¢ S(M; [{BHML(M;1{6)). (10)

Whether or not the weights require an overall normalization is
related to the parametrization of the GCE model—in particular, if
the normalization of the SFH impacts the abundances or not (see
discussion below). The selection function may be difficult to quantify,
but one simple way to characterize its form in chemical space would
be to assess what fraction—by number—of the stellar populations in
the model would be incorporated into the sample as a result of cuts
in, e.g. colour, surface gravity, effective temperature, etc.

The marginalization over the track and the weighted likelihood are
of the utmost importance to ensure accurate best-fitting parameters.
In our tests against mock samples (see Section 4 below), we are
unable to recover the known evolutionary parameters of input models
with discrepancies at the many-o level if either are neglected. While
these details always remain a part of the likelihood function, equation
(8) can change in form slightly if any one of a handful of conditions is
not met. We discuss these conditions and the necessary modifications
below, referring to Appendix A for mathematical justification.

The model track is infinitely thin. In the absence of measurement
uncertainties, all of the data would fall perfectly on a line in the
observed space. As discussed in the beginning of Section 2, the
fundamental assumption of one-zone GCE models is instantaneous
mixing of the various nuclear species throughout the star forming
reservoir. Consequently, the ISM is chemically homogeneous and
the model predicts a single exact abundance for each element
or isotope at any given time. If the model in question instead
predicts a track of some finite width, then the likelihood func-
tion will have a different form requiring at least one additional
integral.

Each observation is independent. When this condition is met,
the total likelihood of observing the data D can be expressed
as the product of the likelihood of observing each individual
datum:

L(D{6}) = [T L(D;IM) (11a)

= InL(D|{0}) = ZlN In L(D;|M). (11b)

This condition plays an integral role in giving rise to the functional
form of equation (8), and if violated, the likelihood function will also
have a fundamentally different form.

The observational uncertainties are described by a multivariate
Gaussian. If this condition fails, the weighted x? = A;;C;'A],
expression is no longer an accurate parametrization of L(D;| M)
and it should be replaced with the more general form of equation
(9b). In these cases, a common alternative would be to replace e X2
with some kernel density estimate of the uncertainty at the point M
while retaining the weight wy;, but this substitution is only necessary
for the subset of D whose uncertainties are not adequately described
by a multivariate Gaussian.

The track is densely sampled. That is, the spacing between the
points on the track M is small compared with the observational
uncertainties in the data. This assumption can be relaxed at the
expense of including an additional correction factor B given by
equation (A12) that integrates the likelihood between each pair of
adjacent points M; and M, along the track (see discussion in
Appendix A). If computing the evolutionary track is sufficiently
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expensive, relaxing the number of points and including this correction
factor may be the more computationally efficient option.

The normalization of the SFH does not impact the predicted
abundances. Only the time-dependence of the SFH impacts the
abundance evolution predicted by the GCE model. As mentioned
above, the model-predicted SFH and the selection function of the
survey determine the weights to attach to each point M along
the track, and if the normalization of the SFH does not impact the
abundance evolution, then it must not impact the inferred likelihood
either. In our detailed derivation of equation (8), we find that the
proper manner in which to assign the weights is to normalize
them such that they add up to 1 (see Appendix A). Some GCE
models, however, are parametrized such that the normalization of
the SFH does impact the abundance evolution. One such example
would be if the SFE time-scale 7, (see equation 3 and discussion
in Section 2) depends on the gas supply M, in order to implement
some version of a non-linear Kennicutt-Schmidt relation’ where
the normalization of the SFH and size of the galaxy are taken into
account. In these cases, the likelihood function is given by equation
(A12) where the weights remain un-normalized and their sum must be
subtracted from equation (8). This requirement can be qualitatively
understood as a penalty for models that predict data in regions of
the observed space where there are none—a term which encourages
parsimony, rewarding parameter choices that explain the data in as
few predicted instances as possible. This penalty is still included
in models which normalize the weights, with the tracks that extend
too far in abundance space instead having a higher fractional weight
from data at large x2, lowering the total likelihood (see discussion
near the end of Appendix A).

We demonstrate the accuracy of our likelihood function in Sec-
tion 4 below by means of tests against mock data samples. Although
our likelihood function does not include a direct fit to the stellar
distributions in age and abundances, weighting the inferred likeli-
hood by the SFR in the model indeed incorporates this information
on how many stars should form at which ages and abundances. Our
method therefore provides implicit fits to the age and abundance
distributions, even though this information is not directly included
in the likelihood calculation.

There are a variety of ways to construct the likelihood distribution
in parameter space. In this paper, we employ the MCMC method,
making use of the EMCEE PYTHON package (Foreman-Mackey
et al. 2013) to construct our Markov chains. Despite being more
computationally expensive than other methods (e.g. maximum a
posteriori estimation), MCMC offers a more generic solution by
sampling tails and multiple modes of the likelihood distribution
which could otherwise be missed or inaccurately characterized by
the assumption of Gaussianity. Our method should none the less be
extensible to additional data sets described by GCE models with
different parametrizations as well as different methods of optimizing
the likelihood distribution, such as maximum a posteriori estimates.

4 MOCK SAMPLES

Using our parametrization of one-zone GCE models described in
Section 2, here we define a set of parameter choices from which mock

5%, & Eév = T, X Eg_N where N # 1. Kennicutt (1998) measured N =
1.4 £ 0.15 from the global gas densities and SFRs in star-forming spiral
galaxies, although recent advancements suggest more sophisticated forms
(e.g. Krumholz et al. 2018; see discussion in section 2.6 of Johnson et al.
2021).
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samples of stars can be drawn. We then demonstrate the validity of
our likelihood function (equation 8) in Section 4.2 by applying it to
a fiducial mock sample and comparing the best-fitting values with
the known parameters of the input model. In Section 4.3, we then
explore variations in sample size, measurement precision, and the
availability of age information.

4.1 A fiducial mock sample

We take an exponential infall history M;, o< e~"/%n with an e-folding
time-scale of 7;, =2 Gyr and an initial ISM mass of M, = 0. We select
an SFE time-scale of 7, = 15 Gyr, motivated by the observational
result that dwarf galaxies have generally inefficient star formation
(e.g. Hudson et al. 2015; though not necessarily halo dwarfs that
formed in denser environments—see discussion in Naidu et al. 2022).
We additionally select a mass-loading factor of n = 10 because the
strength of outflows should, in principle, contain information on the
depth of the gravity well of a given galaxy, with lower mass systems
being more efficient at ejecting material from the ISM. If the SFH
in this model were constant, the analytic formulae of Weinberg et al.
(2017) suggest that the equilibrium alpha element abundance should
be ~16 percent of the solar abundance, in qualitative agreement
with the empirical mass—metallicity relation for galaxies (Tremonti
et al. 2004; Gallazzi et al. 2005; Zahid, Kewley & Bresolin 2011;
Andrews & Martini 2013; Kirby et al. 2013; Zahid et al. 2014).

With these choices regarding 7, and 75, our parameters are
in the regime where the normalization of the infall history, and
consequently the SFH, is inconsequential to the predicted evolution
of the abundances. The appropriate likelihood function is therefore
equation (8) with normalized weights, whereas equation (A15) with
un-normalized weights would be the proper form if we had selected
a parametrization in which the absolute scale of the SFH impacts
the enrichment history. Inspection of the average SFHs predicted by
the UNIVERSEMACHINE semi-analytic model for galaxy formation
(Behroozi et al. 2019) suggests that the onset of star formation tends
to occur a little over ~13 Gyr ago across many orders of magnitude
in stellar mass extending as low as M, &~ 1072 My. We therefore
assume that the onset of star formation occurred ~13.2 Gyr ago,
allowing ~500 Myr between the Big Bang and the first stars. We
evolve this model for 10 Gyr exactly (i.e. the youngest stars in the
mock sample have an exact age of 3.2 Gyr), stopping short of 13.2 Gyr
because surviving dwarf galaxies and stellar streams often have their
star formation quenched (e.g. Monelli et al. 2010a, b; Sohn et al.
2013; Weisz et al. 2014a, b, 2015). These choices are not intended
to resemble any one galaxy, but instead to qualitatively resemble
some disrupted dwarf galaxy whose evolutionary parameters can be
re-derived using our likelihood function as a check that it produces
accurate best-fitting parameters.

As discussed at the end of Section 2, throughout this paper we
assume that the IMF-averaged alpha element yield is exactly y$¢ =
1.2 x 10~ and y* = 0. While loosely motivated by nucleosynthesis
models in massive stars (e.g. Nomoto et al. 2013; Sukhbold et al.
2016; Limongi & Chieffi 2018), this choice is intended to set some
normalization of the effective yields which can be scaled up or
down to accommodate alternative choices. If no scale is assumed,
then extremely strong degeneracies arise in the inferred yields, the
strength of outflows 7, and the SFE time-scale 7, due to the yield-
outflow degeneracy (see discussion in Appendix B).

Weinberg et al. (2017) adopt an O yield of y§¢ = 0.015 and
Fe yields of y5C = 0.0012 and yf = 0.0017 (see discussion in
their section 2.2). This massive star yield of Fe is appropriate for
nucleosynthesis models in which most M > 8 M, stars explode as
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a CCSN (e.g. Woosley & Weaver 1995; Chieffi & Limongi 2004,
2013; Nomoto et al. 2013) assuming a Kroupa (2001) IMF. This SN
Ia yield of Fe is based on the W70 explosion model of Iwamoto
et al. (1999), which produces ~0.77 M, of Fe per SN Ia event, and
assuming that 2.2 x 1073 Mal SNe Ia arise per solar mass of star
formation based on Maoz & Mannucci (2012). The overall scale of
yields would be lower if a portion of massive stars collapse directly
to black holes (e.g. Ertl et al. 2016; Sukhbold et al. 2016; Griffith
et al. 2022). We therefore scale these yields down by factors of ~2/3
such that y§€ = 0.01, y5° = 8 x 107, and y2 = 1.1 x 10~ in our
mock samples. Assuming solar [O/Mg] ratios (e.g. Weinberg et al.
2019) results in the Mg yield yyiz = 1.2 x 10~* that we adopt here
(see discussion at the end of Section 2). We retain this Mg yield
throughout this paper but otherwise let the Fe yields ySC and yi2 be
free parameters to be recovered by our likelihood function. We use
this procedure in our application to the H3 survey in Section 5 below
as well. We then sample N = 500 stars from the underlying SFH, each
of which have—in the interest of mimicking the typical precision
achieved by a spectroscopic survey of a local group dwarf galaxy —
O [a/Fe] = Ore) = 0.05. 100 of these stars have age measurements
with an uncertainty of oiog,(agey = 0.1 (i.e. ~23 per cent precision).

4.2 Recovered parameters of the fiducial mock

Fig. 1 shows our fiducial mock in the observed space. As intended
by our parameter choices (see discussion in Section 4.1), this
sample qualitatively resembles a typical disrupted dwarf galaxy—
dominated by old stars with metal-poor ([Fe/H] ~ —1) and alpha-
enhanced ([a/Fe] ~ +0.2) modes in the MDF. We now apply the
method outlined in Section 3 to recover the known parameters of
the input model. Fig. 2 shows the resulting posterior distributions,
demonstrating that our likelihood function accurately recovers each
parameter. We include the predictions of the best-fitting model in
Fig. 1, finding excellent agreement with the input model. To quantify
the quality of the fit, for each datum D; we find the point along
the track M; with the maximum likelihood of observation (i.e.
{D;, M; | InL(D;| M) = max(In L(D;| M))}). We then compute
the chi-squared per degree of freedom diagnostic according to

1

2 —1 AT
= ST A CTAT, 12
Xdof Nobs _ Ng 12]: I~ ij ( )

where N, is the number of quantities in the observed sample, N is
the number of model parameters, and the summation is taken over
the pair-wise combinations of the data and model with the maximum
likelihood of observation. Although marginalizing over the track M
is necessary to derive accurate best-fitting parameters (see discussion
below and in Section 3), it should be safe to estimate the quality of a
fit by simply pairing each datum with the most appropriate point on
the track. As noted in the middle panel of Fig. 1, our method achieves
x2; = 0.55, indicating that we have perhaps overparametrized the
data. This result is unsurprising, however, because we have fit the
mock data with the exact, known parametrization of the evolutionary
history and nucleosynthetic yields of the input model in the interest
of demonstrating proof of concept that equation (8) provides accurate
best-fitting values.

Although it may appear that there are a worrying number of 2 lo
discrepancies in Fig. 2, we demonstrate in Section 4.3 below that
the differences between the known and best-fitting values here are
consistent with randomly sampling from a Gaussian distribution due
to measurement uncertainty. Although most cross-sections of the
posterior distribution are sufficiently described by a multivariate

MNRAS 526, 5084-5109 (2023)

$20z Arenuer || uo Jasn meT AlsiaAiun 81e1S oIyO Aq ZZ682E /Y80S //9ZS/3101e/Seluw/wod dnotolwapeoe//:sdny woll papeojumoq



5090 J. W. Johnson et al.

—— T
L e l L L L ‘ Il Il =4

L s S B s 025 T 7

e | | i ] o ]

3 1 1 N 2 ] L i

0.4 B 020 Xdot = 0-55 1 = ¢ ]

T i 1 S-1f .

i i r ] = r ]

£ 02 T A1 3" ~ 1 2 "

= i = r e ] — —

S T 1 =~ A= ] . R

T ~ 0.10[~ ," Y N 0.4 -

0.0 ] | o : b = 02:, ,:

-0 | : 0.05 g It . % E |

- Age [Gyr] o . s , . ] = Of’; E

70‘2_. P [ L B [ Ik J1 1 —0.2[- ot —F— -

) 1 0 gl o N N S

0 5 10 15 20 0 5 10 15 20

[Fe/H] Age [Gyr] Age [Gyr]

Figure 1. Our fiducial mock sample. Red lines in all panels denote the input model while blue lines denote the recovered best-fitting model. The mock sample
has N = 500 stars with abundance uncertainties of o [re/H] = 0 [a/Fe] = 0.05 (marked by the error bar in the left panel). N = 100 of the stars have age information
as indicated by the colour bar in the left panel with an artificial uncertainty of ojog,,(agey = 0.1. Left panel: The mock sample in chemical space, with the
marginalized distributions in [Fe/H] and [«/Fe] shown on the top and right, respectively. Middle panel: The age distribution of the mock sample (black, binned).
The dashed red line indicates the age distribution obtained by sampling N = 10* rather than N = 500 stars from the input model and assuming the same age
uncertainty. Right panel: The age—[Fe/H] (top) and age—[«/Fe] (bottom) relations for the mock sample. Uncertainties at various ages are marked by the error

bars at the top and bottom of each panel.

Gaussian, there is some substructure in the likelihood distribution
of T, most noticeable in the ySC — 7, plane. The MCMC algorithm
naturally catches this structure, but it would be missed under the
assumption of Gaussianity as in, e.g. maximum a posteriori estimates.
There are a handful of degeneracies in the likelihood distribu-
tion of the recovered parameters, which arise as a consequence
of having an impact on the same observable. We discuss them
individually below.

The height of the ‘plateau’ and position of the ‘knee’ in the evolu-
tionary track. The plateau in the [a/Fe]-[Fe/H] plane occurs in our
input model at [a/Fe]cc & 4-0.45 and arises due to the IMF-averaged
massive star yields of alpha and iron-peak elements. The knee occurs
thereafter with the onset of SN Ia enrichment, a nucleosynthetic
source of Fe but negligible amounts of alpha elements like O and Mg
(Johnson 2019). With fixed yS€, variations in ySC adjust the vertical
height of the plateau. Weinberg et al. (2017) demonstrate that, to first
order, the SFE time-scale t, determines the metallicity [Fe/H] at
which the knee occurs with low t, models predicting a knee at high
[Fe/H]. If a lowered plateau (i.e. higher y5C) is accompanied by faster
star formation (i.e. lower t,), the portion of the evolutionary track
in which [«/Fe] is decreasing occurs in a similar region of chemical
space. yC and 7, are therefore inversely related when an overall scale
of nucleosynthetic yields is chosen. When the overall scale is allowed
to vary, we find a degeneracy of the opposite sign (see discussion in
Appendix B).

The endpoint of the model track and centroid of the MDF. These
are the regions of chemical space where most of the data are generally
found, so for a given choice of 7, the fotal Fe yield is well constrained
observationally. With only the total precisely determined, ySC and
v are inversely related. On its own, adjusting y[ shifts the track
vertically in the [a/Fe]-[Fe/H] plane (there is horizontal movement
as well, though the vertical movement is stronger). A downward shift
in the predicted track (i.e. an increase in yf) can be accompanied by
arightward shift (i.e. a decrease in 1) such that the endpoint lies in the
same location as the data. yi2 and 5 are therefore inversely related,
whereas the yield-outflow degeneracy produces a direct relationship
between these parameters (see Appendix B).

MNRAS 526, 5084-5109 (2023)

The shape of the MDF. The [«/Fe] and [Fe/H] distributions are
affected in a handful of ways by the parameters of this input model.
The duration of star formation has the simplest effect of cutting off
the MDF at some abundance. Inefficient star formation (i.e. high
7,) increases the frequency of low-metallicity stars because it takes
significantly longer for the ISM to reach the equilibrium abundance.
Sharp infall histories (i.e. low t;,) predict wide MDFs because the
ISM mass declines with time through losses to star formation and the
lack of replenishment by accretion. Metals are then deposited into
a ‘gas-starved’ reservoir, which then reaches higher abundances due
to a deficit of hydrogen and helium. This effect is particularly strong
for Fe because of the delayed nature of SN Ia enrichment (Weinberg
et al. 2017). These models achieve higher metallicities in the ISM,
but their declining SFHs produce a larger fraction of their stars early
in their evolutionary history when the abundances are lower than the
late-time equilibrium abundance. Consequently, the MDF that arises
is wider for sharp infall histories but has a peak in a similar position
regardless of t;,. Folding these effects together, degeneracies arise
in the inferred parameters as a consequence of their effects on the
MDF. Between 7y, and 7y, a sharp infall history can broaden the
MDF, but cutting off star formation earlier can allow the distribution
to remain peaked if the data suggest it to be so. Similarly, efficient
star formation (i.e. low 7,) allows the ISM to spend more time
near its equilibrium abundance, enhancing the peak of the MDF, but
this change in shape can be reversed by cutting off star formation.
Between t;, and n, a sharp infall history gives rise to a high metallicity
tail of the MDF, but increasing the strength of outflows can lower
the overall metallicity if this tail is too metal-rich compared with
the data.

We emphasize that our fits achieve this level of precision by
selecting an overall scale for nucleosynthetic yields and outflows
(€ = 1.2 x 107%; see discussion in Section 2 and Appendix B).
Any GCE parameter that influences the centroid of the MDF or
the position or shape of the evolutionary track in abundance space
is subject to the yield-outflow degeneracy. Given an overall scale
of yields, set here by choosing yS€, a sample like our fiducial
mock gives quite precise constraints on all model parameters. If
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Figure 2. Posterior distributions obtained from applying our fitting method to our fiducial mock sample (see Fig. 1 and discussion in Sections 3 and 4.1). Panels
below the diagonal show 2-dimensional (2D) cross-sections of the likelihood function while panels along the diagonal show the marginalized distributions along
with the best-fitting values and confidence intervals. Blue stars mark the element of the Markov chain with the maximum likelihood. Red ‘cross-hairs’ denote
the true, known values of the parameters from the input model (see the top row of Table 1).

we modify our choice of ygc, we would find similar predictions

by adjusting our Fe yields, ,, and n. If ySC is instead allowed
to vary as a free parameter, then the degeneracies are strong, but
Tin and Ty remain well constrained due to their impact on the
MDF shape.

In conducting these tests against mock samples, we find that the
two central features of this method are essential to ensuring the
accuracy of the best-fitting parameters. When either the weighted
likelihood or the marginalization over the track (see discussion in
Section 3) are omitted, the fit fails to recover the parameters of the
input model with discrepancies at the many-o level between the
best-fitting and known values. For this reason, we caution against
the reliability of GCE parameters inferred from simplified likelihood
estimates, such as matching each datum with the nearest point on the
track.

4.3 Variations in sample size, measurement precision, and the
availability of age information

We now explore variations of our fiducial mock sample. We retain
the same evolutionary parameters of the input model (see discussion
in Section 4.1), but each variant differs in one of the following:

(1) Sample size.

(i) Measurement precision in [Fe/H] and [«/Fe].

(iii) Measurement precision in log;o(age).

(iv) The fraction of the sample that has age measurements.

The left-hand column of Table 1 provides a summary of the values
we take as exploratory cases with the fiducial mock marked in
bold. In the remaining columns, we provide the associated values
derived for each GCE parameter 6 along with their 1o confidence
intervals. The sample sizes we consider are intended to reflect the
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Table 1. Known (top row) and recovered best-fitting values of the evolutionary parameters of the input GCE model to out mock samples. From left to
right: The variation of our fiducial mock sample, the e-folding time-scale of the infall history tj,, the outflow mass-loading factor », the SFE time-scale
7., the duration of star formation 7, the IMF-averaged Fe yield from CCSNe ylgec, and the DTD-integrated Fe yield from SNe Ia yll:‘g Each variation
has the same evolutionary parameters as the input model, but has either a different sample size (top block), measurement uncertainty in [Fe/H] and
[a/Fe] abundances (top-middle block), measurement uncertainty in logjp(age) (bottom-middle block), or fraction of the sample with available age
measurements (bottom block). The values taken in the fiducial mock sample are marked in bold. We provide illustrations of the accuracy and precision

of these fits in Figs 3 and 4, respectively.

Mock sample Tin n Ty Ttot ygec Vit
2 Gyr 10 15 Gyr 10 Gyr 8.00 x 107* 1.10 x 1073

N=20 2.55%072 Gyr 8.391110 14357335 Gyr ~ 10.60165 Gyr 7.907130 x 1074 1367533 x 1073
N=50 2.137942 Gyr 10.3975:50 13757270 Gyr - 11257137 Gyr (830 £0.60) x 107 (0.95£0.14) x 1073
N =100 2.067937 Gyr 9.88706 15067299 Gyr ~ 11.52719 Gyr ~ (8.10£0.40) x 107 (1.08 £0.09) x 1073
N =200 2.10%08 Gyr 10117543 14.61738 Gyr  10.60709 Gyr (770 £030) x 107 (1.14 £0.07) x 1073
N =500 1.85+£0.11Gyr  9.91+0.29 14117 % Gyr  9.47103 Gyr 8.30%020 x 10~ (1.04 £0.05) x 1073
N = 1000 2.05%008 Gyr 9724+£020 14627037 Gyr  9.83%0W Gyr  (8.10£0.10) x 107*  (1.14 £0.03) x 1073
N = 2000 200+005Gyr 1026015 1582708 Gyr 1030705 Gyr (800 £0.10) x 107 (1.09 £ 0.02) x 1073
o) = 0.01 1.89£0.10Gyr  10.25+£028 15067033 Gyr  9.70703 Gyr  (8.00 £0.10) x 107*  (1.09 £0.02) x 1073
o) = 0.02 1924000 Gyr - 1010 £025 14717938 Gyr 9797043 Gyr - (8.10 £0.10) x 10~ 1087592 1073
ox/v1=0.05  1.85+0.11Gyr 9.91£0.29 1411705 Gyr  9.47103 Gyr 8.3070-2¢ x 10~ (1.04 £ 0.05) x 1073
orxy) = 0.1 2.00%913 Gyr 9.88%07 1339+ 1.02Gyr 11.107)89 Gyr 8.507049 x 1074 (101 £0.07) x 1073
oxy) = 0.2 222 +0.21 Gyr 9.83+0-38 1821120 Gyr 1032705 Gyr - 870£0.70) x 107*  (1.05 £ 0.14) x 1073
oy = 0.5 2.73708 Gyr 10.057122 12525372 Gyr - 9.007)28 Gyr 7.507180 1074 (1.12£0.31) x 1073
Ologypage) = 0.02  2.0870:0% Gyr 9.84702¢ 14697030 Gyr - 10417047 Gyr (810 £0.20) x 10~ L11F50% x 1073

Ologyg(age) = 0.05
Ologyg(age) = 0.1
Ologyo(age) = 0.2
Olog;(age) = 0.5

Ologjg(age) = 1

fuge =0
fage = 0.1
fage =0.2
fuge =03
fuge = 0.4
fuge = 0.5
fage = 0.6
fage = 0.7
fuge = 0.8
fage = 0.9
fage =1

1.96 +0.11 Gyr
1.85 £ 0.11 Gyr
0.18
2.201)15 Gyr
0.20
2.25%)32 Gyr
0.35
1.69%5:3; Gyr
0.55
1.65f0.37 Gyr
0.16
1757015 Gyr
1.85 4 0.11 Gyr
0.11
1.94%¢ 1o Gyr
0.09
19175y Gyr
2.00 & 0.10 Gyr
2.18 £ 0.09 Gyr
1.99 & 0.08 Gyr
2.06 & 0.09 Gyr
1.93 + 0.08 Gyr
2.13 £ 0.09 Gyr

0.88%03
9.91+0.29
0.8342
98602
9.53 £0.29
939153
10.061923
9.91 +0.29
980153
10,0793
10.167539
9.65'0%
0.8140%
9530
10.41 £0.31

+0.28
9.447 05

15701074 Gyr
14.1170% Gyr
15.19 + 1.11 Gyr
16.247]¢ Gyr
12.387227 Gyr
11.80133 Gyr
13.657]33 Gyr
14.11%033 Gyr
14.267573 Gyr
1679758} Gyr
15.467579 Gyr
14.257587 Gyr
14.927568 Gyr
15.187583 Gyr
16.237573 Gyr
15.6775:88 Gyr

9.95+043 Gyr
9.4710:33 Gyr
10.767553 Gyr
11.3871% Gyr
8.66115¢ Gyr
7.357262 Gyr
8.84 % 0.87 Gyr
9.47%0%3 Gyr
9.897034 Gyr
10.34105) Gyr
9.837048 Gyr
10.49%043 Gyr
10.257935 Gyr
9.76793% Gyr
10.037939 Gyr
10.21103 Gyr

(8.00 & 0.20) x 1074
8.3070-20 x 10~*
(8.00 & 0.20) x 10~*
(8.00 +0.20) x 10~*
(8.30 £ 0.30) x 107#
(8.30 £ 0.40) x 10~*
(8.40 & 0.20) x 10~*
8.307929 x 10~
(8.00 & 0.20) x 10~*
(7.80 £ 0.20) x 10~*
(7.80 4 0.20) x 107#
(7.80 + 0.20) x 10~*
(8.10 +£ 0.20) x 10~
(7.90 4 0.20) x 10~*
(7.70 4 0.20) x 10~#
(8.00 & 0.20) x 10~*

L11F093 x 1073
(1.04 £ 0.05) x 10~3
L11F50% x 1073
(1.10 £ 0.05) x 1073
(1.15 £ 0.06) x 1073
1197008 x 103
(1.06 £ 0.05) x 1073
(1.04 £ 0.05) x 10~3
(1.10 £ 0.04) x 1073
(1.12 £ 0.05) x 1073
1127508 x 1073
(1.15 £ 0.04) x 1073
(1.08 £ 0.04) x 1073
(1.15 £ 0.05) x 1073
(1.14 £ 0.04) x 1073
(1.15 £ 0.05) x 1073

range that is typically achieved in disrupted dwarf galaxies where the
proximity might allow individual age estimates for main-sequence
turnoff stars. Because of their distance and low stellar mass, dwarf
galaxies are considerably less conducive to the large sample sizes
achieved by Milky Way surveys like APOGEE (Majewski et al.
2017) and GALAH (De Silva et al. 2015; Martell et al. 2017).
Our choices in measurement precision are intended to reflect typical
values achieved by modern spectroscopic surveys. Although deriving
elemental abundances through spectroscopy is a non-trivial problem
known to be affected by systematics (e.g. Anguiano et al. 2018),
stellar age measurements are generally the more difficult of the two
(Soderblom 2010; Chaplin & Miglio 2013). The age measurements
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may therefore be available for only a small portion of the sample
and are often less precise than the abundances (f,.c = 20 per cent
and o Fem) = O[afe] = 0.05 VErsus oiog, agey = 0.1 in our fiducial
mock). In practice, however, uncertainties vary with stellar mass;
e.g. hot main-sequence turnoff stars have precise ages but poorly
constrained abundances due to the lack of lines in their spectra.

Fig. 3 demonstrates the accuracy of our fitting method with respect
to variations in these details surrounding the data. We compute the
deviation between each re-derived parameter 6 (i.e. Tiy, 1), T4, €tC.)
and its known value from the input model, then divide by the fit
uncertainty o, and plot the mean on the y-axis. Under all variants
that we explore, our likelihood function accurately recovers the input
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Figure 3. Differences between input model parameters and recovered best-fitting values. Each point is the mean deviation |A#| for each of the six free
parameters in Table 1 (i.e. {6} = {tin, 1, Tus Ttot» ygcc yll;t}) in units of the best-fitting uncertainty o. Our mock samples vary in terms of their sample size (left
panel), measurement precision in [Fe/H] and [«/Fe] abundances (middle panel, black), measurement precision in logjo(age) (middle panel, red), and the fraction
of the sample with available age measurements (right panel). Error bars denote the error in the mean deviation of the six free parameters. Blue dotted lines mark
(A6/c) = 1, the expected mean offset due to randomly sampling from a Gaussian distribution.

parameters to ~1o or slightly better. This deviation is exactly as
expected when the uncertainties are described by a Gaussian random
process, wherein the most likely deviation from the true value is
exactly 1o. This expectation holds even with infinite data, though in
that limit the 1o uncertainty interval becomes arbitrarily small. This
result demonstrates that equation (8) provides accurate best-fitting
parameters even when the sample size is as low as N =~ 20, when
the measurement uncertainties are as imprecise as o x;y; ~ 0.5 and
Olog,y(age) ~ 1, or even when there is no age information available at
all. The precision of the fit will indeed suffer in such cases (see Fig. 4
and associated discussion below), but the inferred parameters will
remain accurate none the less.

We have explored alternate parametrizations of our mock sample’s
evolutionary history and indeed found that our method accurately
recovers the parameters in all cases. For example, one is a case in
which we build in a significant starburst, finding that we accurately
recover both the timing and the strength of the burst. We have also ex-
plored an infall rate that varies sinusoidally about some mean value,
mimicking natural fluctuations in the accretion history or a series
of minor starbursts. Although idealized and potentially unrealistic,
our likelihood function accurately recovers the amplitude, phase, and
frequency in this case as well. Of course, the parametrization itself
must allow for such possibilities, but we stick to smooth SFHs for
the remainder of these tests.

Fig. 4 demonstrates how the uncertainty of each best-fitting
parameter is affected by the details of the sample. With differences
in the normalization, the precision of each inferred parameter scales
with sample size approximately as N~ . In general, the mass-loading
factor n and the Fe yields are constrained more precisely than the
time-scales. The primary exception to this rule is when the abundance
uncertainties are large compared with the age uncertainties, in
which case the Fe yields are constrained to a similar precision as
Ti, and T, but 7, is determined more precisely. The Fe yields
are, unsurprisingly, the most sensitive parameters to the abundance
uncertainties, while 7 can be determined with ~10 per cent precision
even with highly imprecise measurements (o (x/yj) 2 0.5). Even with
imprecise abundances, the centroid of the MDF can still be robustly
determined with a sufficiently large sample, which allows a precise
inference of the strength of winds due to its impact on the equilibrium
metallicity (for an assumed scale of nucleosynthetic yields such as
¥S€ = 1.2 x 10~* in this paper).

Only the inferred time-scales are impacted by the availability of
age information and the uncertainties thereof. Even with order of
magnitude uncertainties in stellar ages, however, the evolutionary
time-scales of our mock samples are recovered to ~20 percent
precision. Interestingly, the introduction of age information to the
sample impacts the fit uncertainty only for f,o. < 30 percent. Above
this value, there is only marginal gain in the precision of best-fitting
time-scales. These results suggest that authors seeking to determine
best-fitting evolutionary parameters for one-zone models applied to
any sample should focus their efforts on sample size and precise
abundance measurements with age information being a secondary
consideration. Thankfully, abundances are generally easier than ages
to measure on a star-by-star basis (Soderblom 2010; Chaplin &
Miglio 2013).

5 APPLICATION TO OBSERVATIONS

We now apply our likelihood function (equation 8) to two disrupted
dwarf galaxies in the Milky Way stellar halo. The first is a relatively
well-studied system: GSE (Belokurov et al. 2018; Haywood et al.
2018; Helmi et al. 2018; Myeong et al. 2018; Mackereth et al.
2019), believed to be responsible for a major merger event early
in the Milky Way’s history (Gallart et al. 2019; Bonaca et al. 2020;
Chaplin et al. 2020; Montalbdn et al. 2021; Xiang & Rix 2022)
which contributed ~10° Mg, of total stellar mass to the Galaxy
(Deason, Belokurov & Sanders 2019; Fattahi et al. 2019; Mackereth
et al. 2019; Vincenzo et al. 2019; Kruijssen et al. 2020; Han et al.
2022), including eight globular clusters in the stellar halo (Myeong
et al. 2018; Kruijssen et al. 2019; Massari, Koppelman & Helmi
2019; Forbes 2020). GSE is a good test case for this method both
because it is the dominant structure in the Milky Way’s inner halo
(Helmi et al. 2018) and because we can compare to independent
constraints thanks to the amount of attention it has received in the
literature.

The second is a less well-studied system: Wukong/LMS-1, a
structure chemically distinct from GSE which sits between it and
the Helmi stream (Helmi et al. 1999) in energy—angular momentum
space (Naidu et al. 2020; Yuan et al. 2020) that formed from an M, =~
1.3 x 107 M, disrupted galaxy (Naidu et al. 2022). Wukong/LMS-1
is an interesting system to investigate with our method because it
displays a ‘classic’ enrichment history with an obvious ‘knee’ in
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on the y-axis. We plot time-scales in red, Fe yields in blue, and the mass-loading factor 7 in black in all panels according to the legend.

the evolutionary track near [Fe/H] ~ —2.8 (see Fig. 7). It has been
associated (Malhan et al. 2022) with the most metal-poor streams in
the halo (e.g. Roederer & Gnedin 2019; Wan et al. 2020; Martin
et al. 2022) and a high fraction of carbon-enhanced metal-poor
stars given its low stellar mass (Shank et al. 2022; Zepeda et al.
2023), marking it as a disrupted dwarf with a potentially remarkable
chemical history. We make use of data from the H3 survey (see
discussion in Section 5.1) and discuss our GCE model fits to GSE
and Wukong/LMS-1 in Sections 5.2 and 5.3, comparing our results
for the two galaxies in Section 5.4.

5.1 The H3 survey

The H3 survey (Conroy et al. 2019) is collecting medium-resolution
spectra of ~300,000 stars in high-latitude fields (|b| > 20°). Spectra
are collected from the Hectochelle instrument on the MMT (Szent-
gyorgyi et al. 2011), which delivers R ~ 32,000 spectra over the
wavelength range of 5150-5300 A. The survey selection function
is deliberately simple: The primary sample consists of stars with
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r-band magnitudes of 15 < r < 18 and Gaia (Gaia Collaboration
2016) parallaxes <0.3 mas (this threshold has evolved over the
course of the survey as the Gaia astrometry has become more
precise).

Stellar parameters are estimated by the MINESWEEPER program
(Cargile et al. 2020), which fits grids of isochrones, synthetic
spectra, and photometry to the Hectochelle spectrum and broadband
photometry from Gaia, Pan-STARRS (Chambers et al. 2016), SDSS
(York et al. 2000), 2MASS (Skrutskie et al. 2006), and WISE (Wright
et al. 2010) with the Gaia parallax used as a prior. The fitted parame-
ters include radial velocity, spectrophotometric distance, reddening,
[Fe/H], [ea/Fe], and age. MINESWEEPER varies each of the alpha
elements in lockstep with one another, but spectral features in H3’s
wavelength range are dominated by iron-peak elements and the Mgl
triplet (see Fig. 6 of Conroy et al. 2019), so Mg is by far the strongest
tracer of the alpha abundance. In comparison with other surveys (e.g.
APOGEE), the H3 [«/Fe] ratios show the strongest correlation with
their [Mg/Fe]. The default analysis includes a complicated prior on
age and distance (see Cargile et al. 2020 for details). We have also
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re-fit high signal-to-noise data with a flat age prior for cases where
ages play an important role. In this paper, we use the catalogue which
uses this flat age prior.

5.2 Gaia-Sausage Enceladus

We select our GSE sample based on the criteria in Conroy et al.
(2022), which yields a sample of 189 stars with spectroscopic signal-
to-noise ratio (SNR) being >15 and Gaia RUWE <1.5. 95 of them
are main-sequence turnoff and subgiant stars with surface gravities
of 3.8 < logg < 4.2 with reliable age measurements. Abundance
uncertainties range from ~0.02 to 0.12 dex in both [Fe/H] and
[o/Fe] with median values near ~0.05. Every age measurement has
a statistical uncertainty oiog,,@age) < 0.05, corresponding to a mea-
surement precision of <12 per cent. However, due to the difficulty
associated with measuring stellar ages both accurately and precisely
(e.g. Soderblom 2010; Chaplin & Miglio 2013; Angus et al. 2019),
we adopt 0.05 as the age uncertainty for the entire sample to account
for any systematic errors that may be present.

We illustrate our sample in Fig. 5 along with our best-fitting
GCE models (see discussion below). We note the presence of two
outliers at ages of ~5 and ~6 Gyr, marked by X’s in the right
panel of Fig. 5. With abundances typical of the rest of the GSE
population but anomalously young ages, these stars are likely blue
stragglers, which are thought to be made hotter and more luminous by
accretion from a binary companion, biasing their age measurements
to low values (e.g. Bond & MacConnell 1971; Stryker 1993). It
is also possible that these stars are high-eccentricity contaminants
kicked out of the disc by Sagittarius (e.g. Donlon et al. 2020). The
smooth decline of [«/Fe] with [Fe/H] and the unimodal nature of
the distributions in [Fe/H], [a/Fe], and age indicate that the GSE did
not experience any significant starburst events. If it had, we would
expect to see a multipeaked age distribution as well as an increase
in [a/Fe] at a distinct [Fe/H] due to the perturbed ratio of CCSN to
SN Ia rates (Johnson & Weinberg 2020). We therefore fit the GSE
with an exponential infall history (the same as our mock samples
explored in Section 4), omitting the two ~5 and ~6 Gyr old stars
from the procedure and retaining the assumption that star formation
commenced 13.2 Gyr ago. Because H3 selects targets based only on
amagnitude range and a maximum parallax, the selection function in
chemical space should be nearly uniform (i.e. S(M;|{6}) =~ 1 for all
points M ; along the evolutionary track. We therefore take weights
that are proportional to the SFR alone (see equations § and 10 and
discussion in Section 3).

We report our best-fitting evolutionary parameters in Table 2 with
Fig. 6 illustrating the posterior distributions. These values suggest
strong outflows (n &~ 9) and inefficient star formation (7, =~ 16 Gyr).
Invoking the equilibrium arguments of Weinberg et al. (2017), strong
outflows and slow star formation are consistent with the metal-poor
mode of the MDF and the ‘knee’ in the evolutionary track occurring
at low [Fe/H], respectively. These results are expected for a dwarf
galaxy where the gravity well is intrinsically shallow and the stellar-
to-halo mass ratios are known empirically to be smaller than their
higher mass counterparts (Hudson et al. 2015). The alpha-enhanced
mode of the MDF reflects the short duration of star formation,
stopping before SN Ia enrichment could produce enough Fe to reach
solar [a/Fe]. The associated truncation of the age distribution (shown
in the bottom-left panel of Fig. 5) likely reflects the quenching of star
formation in the GSE progenitor as a consequence of ram pressure
stripping by the hot halo of the Milky Way after its first infall
~10 Gyr ago (Bonaca et al. 2020). The inferred Fe yields suggest
that massive stars account for y5€/(ySC + yi2) ~ 40 per cent of the
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Fe in the universe. These values may however be influenced by the
H3 pipeline MINESWEEPER (Cargile et al. 2020), which includes a
prior enforcing [«/Fe] < 4-0.6 — if the [a/Fe] plateau occurs near this
value in nature, this prior could bias the most alpha-rich stars in our
sample to slightly lower [«/Fe] ratios. We discuss our inferred yields
further in Section 5.5 below.

Red lines in Fig. 5 illustrate our best-fitting model compared with
the data. Visually, this model is a reasonable description of the data,
though in detail it predicts a slightly broader [Fe/H] distribution and
a slightly more peaked age distribution. We assess the quality of the
fit with equation (12) and find x}; = 1.34, suggesting that this fit
is indeed accurate but that there may be some marginal room for
improvement. The substantial scatter in the age—metallicity relation
(lower right panel) arises due to the age uncertainties—to clarify this
point, we subsample 95 stars (the same number in our sample with age
measurements) from our best-fitting SFH and perturb their implied
ages and abundances by the median observational uncertainties.
These random draws (red points) occupy a very similar region of the
age—[Fe/H] and age—[«/Fe] planes. We do however note an additional
~6 or 7 potential blue stragglers with ages of ~8-9 Gyr, [Fe/H]
~ —1.2, and [a/Fe] ~ 40.4. These stars are less obviously blue
stragglers than the ~5 and ~6 Gyr old ones and would not have
stood out without this comparison. These stars likely play a role in
increasing the x2; of our fit, and removing them from our sample
would also bring the observed age distribution into better agreement
with our best-fitting model. We however do not explore more detailed
investigations of individual stars to conduct fits to carefully tailored
populations here, and the fit we obtain is statistically reasonable
anyway.

In Section 4.3, we found that our model accurately recovered the
evolutionary time-scales of the input model even in the absence of
age information due to their impact on the shape of the MDF. To
assess the feasibility of deducing these parameters from abundances
alone, we conduct an additional fit to our GSE sample omitting
the age measurements. We report the best-fitting parameters in
Table 2. This procedure results in accurate fits to the [Fe/H] and
[a/Fe] distributions, and the SN yields and mass-loading factor n are
generally consistent with and without ages. The inferred time-scales
are biased towards higher values and are discrepant by ~2¢, with
the duration of star formation showing the largest difference. These
results indicate that such an approach is theoretically possible, but in
practice, age information in some form is essential to pin down these
evolutionary time-scales. In Section 4, we fit our mock samples with
the exact underlying GCE model and same numerical code which
integrated the input model, placing the same systematic effects in the
data as the model. It is also never guaranteed that the evolutionary
history built into the model is an accurate description of the galaxy.

5.3 Wukong/LMS-1

We select Wukong/LMS-1 stars following the criteria in Naidu et al.
(2020), with the following additional cuts for high purity (inspired
by the orbits of the accompanying globular clusters, NGC 5024 and
NGC 5053, and Yuan et al. 2020 and Malhan et al. 2021 who made
selections based on the orbital plane):

1) (J; — J )Mot > 0.7, where J is action.
(i1) 90° < 6 < 120°, where 8 and ¢ are angles defining the angular
momentum unit vector.

The Naidu et al. (2020) selection features a hard cut at [Fe/H]
< —1.45 to avoid GSE contamination, but visual inspection of the
Wukong/LMS-1 sequence in the [a/Fe]-[Fe/H] plane indicates that
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Figure 5. Our GSE sample. Red lines in all panels denote the best-fitting one-zone model, while the blue lines in the top and bottom-left panels denote the
best-fitting model obtained when excluding age measurements from the fit. Distributions in [Fe/H], [«/Fe], and age are convolved with the median uncertainty of
the sample (see discussion in Section 5.2). We additionally subsample 200 sets of parameter choices from our Markov chain and plot their predictions as highly
transparent lines to offer a sense of the fit uncertainty. Error bars in each distribution indicate a +/N uncertainty associated with random sampling. Top panel: Our
sample in chemical space and the associated marginalized distributions. Stars with age measurements are colour coded accordingly and are otherwise plotted in
black. The median [Fe/H] and [«/Fe] uncertainty in the sample is shown by the error bar to the right of the data. Bottom-left panel: The age distribution of our
GSE sample (black, binned). Bottom-right panel: Age—[Fe/H] (top) and age—[«/Fe] (bottom) relations. The median [Fe/H], [o/Fe], and age uncertainties are
shown by the error bars at the top and bottom of each panel. We plot the two stars that we exclude from our fit as black X’s (likely blue stragglers; see discussion
in Section 5.2). Red points denote N = 95 stars (the same size as the stars with ages in our GSE sample) drawn from our best-fitting model and perturbed by the
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Table 2. Inferred best-fitting parameters for the fits to our GSE and Wukong/LMS-1 samples. The parametrization is the same as the input GCE model
to our mock samples (see discussion in Section 4). The quality of each fit Xgof computed according to equation (12) is noted at the bottom.

Parameter GSE (with ages)  GSE (without ages) Wukong/LMS-1 (yields are fixed) Wukong/LMS-1 (yields are free parameters)
Tin 1.01 £ 0.13 Gyr 2.18%0%8 Gyr 3.081312 Gyr 14.807221% Gyr
" 88403 9.56°07 47997478 18.26%135
T, 16.087133 Gyr 26.607¢33 Gyr 44.977735 Gyr 43.987248° Gyr
Tiot 5.407932 Gyr 10737578 Gyr 3.361033 Gyr 2.337092 Gyr
y&& 7787037 x 1074 7.257035 x 107 N/A 6.177030 x 1074
e 1237010 x 1073 1.067949 x 1073 N/A 2427088 1073
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Figure 6. Posterior distributions for an exponential infall history applied to our GSE sample. The parametrization is the same as the input model to our mock
samples (see discussion in Section 4.1). Panels below the diagonal show 2D cross-sections of the likelihood function while panels along the diagonal show the
marginalized distributions along with the best-fitting values and confidence intervals. Red ‘cross-hairs’ mark the element of the Markov chain with the maximum
statistical likelihood. The points in the upper left corner of the y}(::ec — Tip plane are a part of an extended tail of the likelihood distribution which does not appear
in other panels when zoomed in on the peak.
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Figure 7. Our Wukong/LMS-1 sample in the [a/Fe]-[Fe/H] plane and the
associated marginalized distributions. Error bars indicate uncertainties on
individual abundances in the central panel and a ¢ = +/N uncertainty from
sampling noise in the top and right panels. Red lines denote our best-fitting
chemical evolution model (see discussion in Section 5.3), with 200 additional
sets of parameter choices subsampled from our Markov chain to give a sense
of the fit precision. Blue lines denote an alternate fit in which we allow the
Fe yields to vary as free parameters.

it drops off around [Fe/H] &~ —1.5, (see Fig. 7) and high [«/Fe] GSE
stars appear at higher metallicities. Our sample consists of 57 stars
with spectroscopic SNR >10 and Gaia RUWE <1.5, none of which
have age information as they are all distant halo stars. Within this
sample, 23 stars are at SNR >20 and the remaining 34 are at 10 <
SNR < 20. Abundance uncertainties range from ~0.02 to ~0.10 dex
in both [«/Fe] and [Fe/H] with median values near ~0.045.

Fig. 7 illustrates this sample in chemical space along with our
best-fitting GCE model (see discussion below). Similar to the GSE,
the lack of discontinuities in the age and abundance trends indicates
a smooth SFH devoid of any starburst events. We therefore fit this
sample with the same exponential infall history as the input model
to our mock samples, which we also applied to our GSE data. We
retain the assumption that star formation began 13.2 Gyr ago and
that the H3 selection function is uniform in chemical space (see
discussion in Section 5.2). However, due to the smaller sample size
and the lack of age information, we initially hold our Fe yields fixed
at y&© = 7.78 x 1073 and y& = 1.23 x 1073 as suggested by the fit
to our GSE sample. It is reasonable to expect SN yields to be the
same from galaxy-to-galaxy since they are set by stellar as opposed
to galactic physics, though we explore the impact of relaxing this
assumption below.

Table 2 reports the inferred best-fitting parameters and Fig. 8
illustrates the posterior distributions. The degeneracies between
parameters are noticeably more asymmetric than in our GSE sample,
a result of the lack of age information (we found similar effects in
our tests against mock data in Section 4, though we did not discuss
it there). The e-folding time-scale of the accretion rate in particular
has a highly skewed likelihood distribution (g, = 3.08731% Gyr).
We have also had reasonable success describing Wukong/LMS-1
with a constant SFH. Consequently, the likelihood function has a tail
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that extends to t;, — oo. The exponential infall history is indeed a
statistically better fit, so throughout this section we include a prior
that enforces 73, < 50 Gyr to focus on this portion of parameter space.
This tail is significantly more extended if the Fe yields are allowed
to vary as a free parameter (see Table 2 and discussion below).

An exponential infall history yields a statistically good fit (x2; =
0.98; equation 12) for Wukong/LMS-1, though visually it appears
that the SN yields implied by our GSE data underestimate the height
of the [a/Fe] plateau, which we indirectly held fixed via the Fe yields.
Although we asserted earlier that it is reasonable to expect SN yields
to be the same between Wukong/LMS-1 and GSE, variations in the
plateau height could indicate either metallicity-dependent yields or
variations in the IMF. To investigate this hypothesis, we conduct an
additional fit where we allow the Fe yields to vary as free parameters,
reporting the results in Table 2 and illustrating the deduced model
for comparison in Fig. 7. A higher plateau indeed provides an
even better fit (x2; = 0.84), but with x3; <1, this could be an
overparametrization of the data. This possibility is not necessarily
to a worrisome extent though; we cannot rule out either model.
The best-fitting SFE time-scales between the two fits are in excellent
agreement, indicating that 7, does not significantly impact the height
of the plateau (to first-order, it determines the position of the knee in
the track; Weinberg et al. 2017).

5.4 Comparison

Fig. 9 compares the best-fitting evolutionary time-scales between
GSE and Wukong/LMS-1 as a function of their stellar mass (we
adopt the stellar masses inferred by Naidu et al. 2021, 2022; our
GCE models as we have parametrized them do not offer any
constraints on this quantity). Due to the yield-outflow degeneracy
(see Appendix B), only relative values of t, carry meaning, while
the absolute values of 7y, and 7y do. Qualitatively consistent
with semi-analytic models of galaxy formation (e.g. Baugh 2006;
Somerville & Davé 2015; Behroozi et al. 2019) and results from
hydrodynamical simulations (e.g. Garrison-Kimmel et al. 2019), the
less massive of the two galaxies experienced the more extended
accretion history. Star formation in Wukong/LMS-1, however, was
less efficient and did not last as long as in GSE—sensible results
given the empirical correlation between stellar-to-halo mass ratios
and stellar mass (Hudson et al. 2015). To the extent that our one-
zone model framework is accurate, we have constrained the duration
of star formation in Wukong/LMS-1 and GSE to 15.2 per cent and
5.8 per cent, respectively. However, our Wukong/LMS-1 sample has
no age measurements, and we have not derived an SFH from its CMD
here. The failure of our fit to GSE omitting all ages (see Table 2)
suggests that these best-fitting parameters for Wukong/LMS-1 may
be biased to high values.

As expected given Wukong/LMS-1’s shallower gravity well, it
experienced stronger mass-loading than GSE. Fig. 10 shows the
inferred mass-loading factors in comparison with the scaling of
n o« M71/3 as suggested by Finlator & Davé (2008) and Peeples &
Shankar (2011) modelling the impact of galactic winds on the mass—
metallicity relation for galaxies. We take the normalization of n =
3.6 at M, = 10'° My, from Muratov et al. (2015) who find a similar
scaling in the FIRE simulations (n o« M %35; Hopkins et al. 2014).
There is excellent agreement between this predicted scaling and our
one-zone model fits—rather remarkably so given that we have made
no deliberate choices for either the normalization or the slope to
agree.

In Fig. 11, we compare our best-fitting models for GSE and
Wukong/LMS-1. The intrinsic age distribution of GSE is constrained
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to considerably higher precision than for Wukong/LMS-1, a con-
sequence of the lack of age information in our Wukong/LMS-1
sample. The uncertainties in the Wukong/LMS-1 age distribution
are noticeably asymmetric due to the skewed posterior distribution of
the infall time-scale (zj, = 3.0873'12 Gyr). If our assumption that star
formation began 7'~ 13.2 Gyr ago (see discussion in Section 4.1) is
accurate for Wukong/LMS-1, then it experienced quenching ~2 Gyr
earlier than GSE (~9.8 versus ~7.8 Gyr ago). However, because we
do not have age information for Wukong/LMS-1, this distribution
could shift uniformly to lower values without affecting the quality
of the fit. Constraints on the centroid of the distribution could be
derived by analysing the CMD as in, e.g. Dolphin (2002) and Weisz
et al. (2014b), but we do not pursue this method in this paper as it
involves an entirely separate mathematical framework.

Also as a consequence of the lack of age information, our
fits constrain the intrinsic age—[Fe/H] and age—[w/Fe] relations to

somewhat higher precision for GSE than Wukong/LMS-1. While the
age—[Fe/H] relations are significantly offset from one another, the
predicted age—[«/Fe] relations are remarkably consistent with one
another. A portion of this agreement can likely be traced back to
our fixing the Fe yields in our fit to Wukong/LMS-1 to the values
inferred in our fit to GSE. None the less, it is reasonable to assume
that the SN yields are the same between the two galaxies because
this should be set by stellar physics, sufficiently decoupled from
the galactic environment. The evolution of [a/Fe] with time is in
principle impacted by the various evolutionary time-scales at play,
so their consistency with one another is still noteworthy.

5.5 Inferred yields

Having indirectly inferred the height of the [Mg/Fe] plateau in
Sections 5.2 and 5.3 from our best-fitting Fe yields, we now
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Figure 9. Our best-fitting evolutionary time-scales for Wukong/LMS-1
(blue) and GSE (red) as a function of their stellar mass (taken from Naidu
et al. 2022; values are tabulated in Table 2). The uncertainties in the infall
time-scale 7j, and the SFE time-scales 7, for GSE are smaller than the point.

compare these results with stellar models. Due to the yield-outflow
degeneracy (see Appendix B), our GCE models do not constrain
the normalization. Furthermore, the absolute scale of yields in GCE
models need not match that predicted by stellar models, because
a portion of SN ejecta may be lost directly to a hot outflow (e.g.
Chisholm, Tremonti & Leitherer 2018; Cameron et al. 2021). That
which is lost may be substantial for low-mass systems like GSE and
especially Wukong/LMS-1. We therefore focus on yield ratios.

We use VICE’s vice.yields.ccsne.fractional func-
tion, which computes IMF-averaged yields for individual elements
given built-in tables of yields from individual stars taken from
the literature (see e.g. Griffith et al. 2022 or the VICE Science
Documentation for further details). We compute both Mg and Fe
yields from Nomoto et al. (2013), Sukhbold et al. (2016), and
Limongi & Chieffi (2018). Fig. 12 shows the results of these
calculations as a function of metallicity in comparison to the positions
of the plateau derived from our fits.

The [Mg/Fe] plateau is underpredicted by Sukhbold et al. (2016),
whose tables are limited to solar metallicity, as well as by Limongi &
Chieffi (2018) at all rotational velocities. Only Nomoto et al. (2013) is
able to reproduce the normalization, though they do not predict yields
at the metallicities of the knee in either GSE or Wukong/LMS-1.
However, the results change if we instead take O as the representative
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Figure 10. Our best-fitting mass-loading factors n for Wukong/LMS-1 (blue)
and GSE (red) as a function of their stellar mass (taken from Naidu et al. 2022;
values are tabulated in Table 2). The black dashed line denotes o< M, 173 as
suggested by Finlator & Davé (2008) and Peeples & Shankar (2011) with the
normalization of n = 3.6 at M, = 100 Mg taken from Muratov et al. (2015).

alpha element. In this case, Nomoto et al. (2013) overpredict the
[O/Fe] plateau, while Sukhbold et al. (2016) and the non-rotating
models of Limongi & Chieffi (2018) successfully reproduce it. With
[O/Mg] ratios observed to be approximately solar across much of the
Galactic disc (e.g. Weinberg et al. 2019), this discrepancy between
O and Mg yields is a known problem with massive star models,
whereby Mg is underproduced relative to O (see discussion in, e.g.
Griffith et al. 2022). While our original motivation was to compare
these theoretical Fe yields with our best-fit values, the information
is unfortunately washed out by this so-called oxygen-magnesium
problem, making it challenging to assess if massive star models are
consistent with our empirically derived yield ratios.

6 DISCUSSION AND CONCLUSIONS

We use statistically robust methods to derive best-fitting parameters
of one-zone GCE models for two disrupted dwarf galaxies in the
Milky Way stellar halo: GSE (Belokurov et al. 2018; Helmi et al.
2018), and Wukong/LMS-1 (Naidu et al. 2020, 2022; Yuan et al.
2020). We fit both galaxies with an exponential accretion history
(see Section 4), deriving e-folding time-scales and durations of
star formation of (tj,, Ti) = (1 Gyr, 5.4 Gyr) for GSE and (tj,,
Twot) = (3.1 Gyr, 3.4 Gyr) for Wukong/LMS-1 (we refer to Table
2 for exact values). These differences in evolutionary parameters
are qualitatively consistent with predictions from hydrodynamical
simulations (e.g. Garrison-Kimmel et al. 2019) and semi-analytic
models of galaxy formation (e.g. Baugh 2006; Somerville & Davé
2015; Behroozi et al. 2019).

Quantitatively, we arrive at a longer duration of star formation
than Gallart et al. (2019), who derived an age distribution for GSE
by analysing its CMD according to the method described in Dolphin
(2002) and found a median age of 12.37 Gyr. Consistent with their
results, Vincenzo et al. (2019) infer a sharply declining infall history
with a time-scale of 7, = 0.24 Gyr. However, the star-by-star age
measurements provided by H3 (Conroy et al. 2019) suggest that
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Figure 12. A comparison of our inferred Fe yields against massive star
models. Points mark the IMF-averaged [Mg/Fe] ratio predicted by the
Limongi & Chieffi (2018, black), Nomoto et al. (2013, red), and Sukhbold
et al. (2016, blue) tables (see discussion in Section 5.5). The Nomoto et al.
(2013) and Sukhbold et al. (2016) models do not include rotation, while the
rotating models of Limongi & Chieffi (2018) are plotted according to the
legend. The red arrow denotes the [Mg/Fe] predicted from the Z = 0 tables
of Nomoto et al. (2013). We mark the heights of the [Mg/Fe] plateau and
approximate positions of the ‘knee’ inferred from our fits to our GSE and
Wukong/LMS-1 samples as grey boxes, with the height of each box denoting
the uncertainty in the position of the plateau.

GSE’s SFH was more extended (see Fig. 5). The peak of the age
distribution is near ~11 Gyr (Fig. 5), consistent with Feuillet et al.’s
(2021)) results from Gaia (Gaia Collaboration 2016) and APOGEE
(Majewski et al. 2017). Consequently, we deduce a higher value of
Tip of 1.01 £ 0.13 Gyr. If its first infall into the Milky Way halo
was ~10 Gyr ago (e.g. Helmi et al. 2018; Bonaca et al. 2020),
then depending on exactly how long ago it started forming stars, the

duration of star formation we derive (T = 5.4 Gyr) implies that
GSE formed stars for ~1.5-2 Gyr after its first infall.

To our knowledge, this is the first detailed modelling of multi-
element stellar abundances in Wukong/LMS-1. Wukong/LMS-1
experienced a more extended accretion history (zi, = 3.08%312 Gyr),
but the duration of star formation was ~2 Gyr shorter than in GSE. If
they started forming stars around the same time, then Wukong/LMS-
1 was quenched at approximately the time of GSE’s first infall.
However, our sample includes no age information for Wukong/LMS-
1, so the centroid of the age distribution is a prediction of our best-fit
model as opposed to an empirical constraint. We find no statistically
significant evidence of IMF variability or metallicity-dependent
Fe yields comparing GSE and Wukong/LMS-1. A pathway to
investigate this hypothesis further and potentially pin down the
yield-outflow degeneracy as well (see discussion in Appendix B)
is to perform a hierarchical analysis of a sample of galaxies where
the yields are free parameters but are required to be the same for
all systems.

Although these models are statistically good descriptions of our
GSE and Wukong/LMS-1 data, they are simplified in nature. In
particular, we have assumed a linear relation between the gas supply
and the SFR while empirical results would suggest a non-linear
relation (e.g. Kennicutt 1998; Kennicutt & Evans 2012; De Los
Reyes & Kennicutt 2019; Kennicutt & De Los Reyes 2021). We
have also taken a constant outflow mass-loading factor n, when
in principle this parameter could vary with time as the potential
well of the galaxy deepens as in, e.g. Conroy et al. (2022). The
primary motivation of these choices, however, is to provide proof
of concept for our fitting method with an example application
to observations. We reserve more detailed modelling of galaxies
with both simple and complex evolutionary histories for future
work.

Our method is built around a likelihood function which requires no
binning of the data (equation 8) and has two central features. First,
the likelihood of observing some datum D; must be marginalized
over the entire evolutionary track M. This requirement arises due
to measurement uncertainties: For any given datum, it is impossible
to know where on the track the observation truly arose from, and
mathematically accounting for this requires considering all pair-wise
combinations between M and D. Second, the likelihood of observing
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a datum D; given a point on the evolutionary track M; must be
weighted by the SFR at that time in the model, simultaneously folding
in any selection effects introduced by the survey. This requirement
arises because an observed star is proportionally more likely to have
been sampled from an epoch of a galaxy’s history in which the SFR
was large and/or if the survey design is biased toward certain epochs.

We establish the accuracy of our method by means of tests against
mock data, demonstrating that the known evolutionary parameters of
subsampled input models are accurately re-derived across a broad
range of sample sizes (N = 20-2000), abundance uncertainties
(oxy1 = 0.01-0.5), age uncertainties (Ojog, @age) = 0.02—1), and
the fraction of the sample with age information (f,ee = 0-1; see
discussion in Section 4). The fit precision of the inferred parameters
generally scales with sample size as ~N—93,

Given the considerable uncertainties affecting stellar models (see
discussion in Section 5.5), our method’s ability to empirically
infer elemental yields and marginalize over uncertainties therein
is powerful. It would be straightforward to significantly extend
what we have demonstrated here, such as introducing the shape
of a DTD or metallicity dependence as additional free parameters.
We demonstrate that evolutionary time-scales can theoretically be
derived with abundances alone, but in practice, age information
helps reduce the effect of systematic differences between the data
and model, improving both the accuracy and the precision. Our
likelihood function requires no binning of the data, and we derive it
in Appendix A assuming only that the model predicts an evolutionary
track of some unknown shape in the observed space. It should
therefore be applicable to one-zone models of any parametrization
as well as easily extensible to other astrophysical models in which
the chief prediction is a track of some form (e.g. stellar streams and
isochrones).

Having provided proof of concept for our method, a promising
direction for future work is to apply it to a much broader sample
of disrupted dwarf galaxies in the Milky Way stellar halo to take
a ‘chemical census’ of the accreted systems. This approach is
also of interest to authors seeking to derive quenching times (i.e.
the lookback time to when star formation stopped) for intact and
disrupted dwarf galaxies. At present, the most reliable method to
empirically determine a dwarf galaxy’s quenching time is via a direct
reconstruction of its SFH through some method, such as analysing
its CMD (e.g. Dolphin 2002; Weisz et al. 2015). Consequently, the
most precise SFH measurements are for nearby systems with resolved
stars, a considerable limitation even with modern instrumentation.
To our knowledge, there are only four quenched galaxies outside of
the Milky Way subgroup with well-constrained SFHs: Andromeda
II, Andromeda XIV (Weisz et al. 2014a), Cetus (Monelli et al.
2010a), and Tucana (Monelli et al. 2010b). Some authors have
connected quenching time-scales to observed galaxy properties in
N-body simulations (e.g. Rocha, Peter & Bullock 2012; Slater &
Bell 2013, 2014; Phillips et al. 2014, 2015; Wheeler et al. 2014), but
unfortunately simulation outcomes are strongly dependent on the
details of the adopted subgrid models (e.g. Li et al. 2020) as well as
how feedback and the grid itself are implemented (Hu et al. 2023).
Our results suggest that chemical abundances can provide valuable
additional information for these methods.

However, with current instrumentation, spectroscopic measure-
ments of multi-element abundances in dwarf galaxies are limited to
the local group (e.g. Kirby et al. 2011, 2020), and sample sizes are
small even for these relatively nearby systems. Larger sample sizes
could potentially be achieved with a high-angular resolution integral
field unit such as the Multi Unit Spectroscopic Explorer (MUSE;
Bacon et al. 2014). Alternatively, photometry is more conducive to

MNRAS 526, 5084-5109 (2023)

larger sample sizes due to the lower observational overhead, and the
MDF can still be constrained using the CMD (e.g. Lianou et al. 2011).
One possibility is to forward-model the CMDs of dwarf galaxies
using the SFHs and MDFs predicted by one-zone GCE models,
simultaneously constraining both quantities photometrically. The
high angular resolution of JWST (Gardner et al. 2006) should provide
a considerable increase in the number of resolved stars in nearby
galaxies, making it a promising instrument to pursue this potential
pathway. Farther in the future, the upcoming Nancy Grace Roman
Space Telescope (Spergel et al. 2013, 2015; formerly WFIRST) will
revolutionize stellar populations in nearby galaxies. In the era of
next-generation telescopes, statistically robust methods such as the
one detailed in this paper will be essential to deduce the lessons the
community can learn about dwarf galaxy evolution.
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APPENDIX A: DERIVATION OF THE
LIKELIHOOD FUNCTION

Here, we provide a detailed derivation of our likelihood function
(equation 8). In its most general form, the problem at hand is to
treat some set of data as a stochastic sample from an evolutionary
track in some observed space. This assumption implies that all of
the data would fall perfectly on some infinitely thin line or curve in
the absence of measurement uncertainties. We make no assumptions
about the underlying model that computes the track, so this approach
should be universally applicable to one-zone GCE models of any
parametrization. Evolutionary tracks also arise in the context of,
e.g. stellar streams and isochrones, indicating that our likelihood
function should be easily extensible to these models as well. We
however phrase our discussion here under the assumption that the
observed quantities are the abundances and ages of stars and that the
underlying framework is a one-zone GCE model (see discussion in
Section 2).
First, we define the key variables:

(1) D = {Dy, D, Ds, ..., Dy} is the data containing N individual
stars with measurement uncertainties described by the covariance
matrices of each datum C = {Cy, C;, Cj,..., Cy}. The quantities
associated with each star are not necessarily the same—i.e. only
some of the stars may have age measurements, or the abundances
of some nuclear species may not be reliably measured for the whole
sample.
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(i) M is the evolutionary track in chemical and age space.
Although M is a smooth and continuous curve in principle, in
practice it is approximated in a piece-wise linear form computed by
some numerical code. It can therefore also be expressed as a discrete
set of K points M = { M, M, Ms, ..., Mg} inthe observed space
connected by line segments. We demonstrate below that under this
numerical approximation, the likelihood function for the continuous
piece-wise linear track can be expressed as a summation over the
discretely sampled points.

(iii) {6} is a chosen set of one-zone model parameters. These
values impact the detailed form of the track M and otherwise affect
the inferred best-fitting values only if there is an assumed prior L({6 })
(see equation 7).

Given the track M, the likelihood L(D|{f}) of observing the data
can be expressed as the line integral of the differential likelihood
along M:

L(DI{G})=/ dL=/ L(DIM)P(M{OHdM, (AD)
M M

where P(M|{6}) describes the probability that a singular datum
will be drawn from the model at a given point along the track.
The defining characteristic of the IPPP is that P(M|{6}) follows a
Poisson distribution (Press et al. 2007):

N
PM;1O) = e T M, 116}, (A2)

where for notational convenience below we leave the expression
written as a product over the N stars in the sample as opposed to
AN A is the intensity function describing the expected number of
stars at a specific point along the track M ;. N denotes the expected
total number of stars in the sample and can be expressed as the line
integral of the intensity function along the track:

Nxz/ AM{6}HdAM. (A3)
M

X describes the predicted observed distribution of stars in chemical
space and should therefore incorporate any selection effects in the
data. It can be expressed as the product of the selection function S (see
discussion in Section 3) and the intrinsic distribution A according
to

AMM;GHOD = S(MHEHAM;I{F)). (A4)

Plugging the Poisson distribution into our expression for the likeli-
hood function, we obtain

LDIOD = [, (T LDIM) (e TN 2MI{6D)) dM
(A5a)

= e M [T [rg LDIMOMMO)AM, (ASb)

where we have exploited the conditional independence of each
datum, allowing us to substitute L(D| M) = [ L(D;|M). We have
also dropped the subscript j in A(M;|{6}) because we are computing
the line integral along the track M, so a specific location M is
implicit.

Now taking the logarithm of the likelihood function produces the
following expression for In L:

N
In L(D|{6}) = —N, + Zln (/ L(DAM)A(MI{Q})dM) .
- M

(A6)
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Figure Al. A schematic of our derivation and the quantities involved. In
practice, the evolutionary track M is computed by some numerical code
as a piece-wise linear approximation—here, we exaggerate the spacing
between points for illustrative purposes. When the spacing AM ; between the
points M ; and M 4 is large compared with the observation uncertainties
associated with the datum D; (shown by the dotted red contours), the finite
length of the line segment becomes an important correction. Additional vector
quantities that appear in our derivation are also noted.

The next step is to assess the likelihood L(D;|M) of observing
each datum given the predicted track. The line integral within the
summation indicates that the most general solution is to marginalize
the likelihood over the entire evolutionary track. In fact, we find
in our tests against mock samples that this marginalization is
necessary to ensure that the inferred best-fitting parameters are
accurate (see discussion in Section 4.2). This requirement arises due
to observational uncertainties—there is no way of knowing a priori
which point on the track any individual datum is truly associated
with. If this information were available, L(D;| M) would reduce to
a delta function at the known point M ;.

In practice, the track may be complicated in shape and is generally
not known as a smooth and continuous function, instead in some
piece-wise linear approximation computed by a numerical code.
We visualize a hypothetical track and datum in Fig. A1 where we
have deliberately exaggerated the spacing between two adjacent
points M; and M, for illustrative purposes. In principle, the
likelihood of observing some datum D; varies along the line segment
AM ; connecting the two points. To properly take this variation into
account, we must integrate along the length of the line segment:

1
LDIM,) = / L(D,IM,. g)dg. (A7)
0

where ¢ is a dimensionless parameter defined to be O at the point
M and 1 at the point M ;| according to

A(q)=/\/l,-+q(/\/l,~+1—/\/lj)z/\/lj—l—qAMj. (A8)

If the errors associated with the observed datum D; are accurately
described by a multivariate Gaussian, then the likelihood of observing
D; given a point along this line segment can be expressed in terms
of its covariance matrix C; as

L(DiIIM;. 4) = Jregeres; &P (3 diy(@)Ci ' d (@) (A9)
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dij =D; — Ag) (A9Db)
=D; =M —qgMj 1 — M;j) (A9c)

where dj; is the vector difference between D; and the point along
the track A(g) in the observed space. For notational convenience, we
have introduced the variable A;; = D; — M as the vector difference
between the ith datum and the jth point sampled on the track. We
clarify our notation that the subscripts i and #j in equation (A9a) do
not refer to rows and columns of matrices, but rather to the ith datum
and the jth point on the model track. If a multivariate Gaussian
is not an accurate description of the measurement uncertainties
in any one datum, then equation (A9a) must be replaced with
some alternative characterization of the likelihood of observation,
such as a kernel density estimate evaluated at the point A(g). We
however continue our derivation under the assumption of multivariate
Gaussian uncertainties.

Before evaluating equation (A7), we first compute the square
dij(g)C; ]d5 (g) and isolate the terms that depend on ¢:

dij(@)Ci ' diy()" = AGCTIAT = 2q A CT AMT +
G AM;CTIAM]
= Ai_,-CflAiTj —2bg +ag’,

(A10a)

(A10b)

where we have introduced the substitutions a = AM jCi_lA/\/l]T
andb = Aj; c! AM;. Plugging this expression into the exponential
in equation (A9a) and integrating from ¢ = 0 to 1 according to
equation (A7) yields the following expression for L(D;| M ):

-1
L(D;|M;) = —AijCi_lAiT])

1
JamderCy T ( 2

1 —_
x/exp <71(aq2—2bq)> dg (Alla)
0
_ ; X (;IA C_IAT> T
BN T O A A
ex (b—z) {erf (ﬂ) —erf (Lﬂ (A11b)
P\ 24 V2a V2a)l

For notational convenience, we introduce the corrective term B
given by

| ICE RS

such that L(D;| M) can be expressed as

ij -1 _
L(DiIM;) = bii exp (—A,,Ci lAi_T,.) : (A13)

V27 det (C;) 2

With this expression for the likelihood L(D;|M;) of observing
the datum D; marginalized over the length of the line segment
AM;, L(D;|M) can now be written as a summation over each

individual line segment. As mentioned above, the likelihood function
then reduces to a summation over the individual points M =
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(M, My, Ms, ..., Mg} at which the track is sampled:
In L(D|{6})

=—N, — ZN:ln (\/m)

N K 1
+> I > Bijexp (TAijc;'A{f) AM;1{0})
i J
(A14)

Although we have exaggerated the spacing between points for
illustrative purposes, Fig. Al indicates that gAM; < A;; in the
opposing case in which AM; is small compared with the measure-
ment uncertainties. As a consequence, f; ~ 1 and this corrective
term can be safely neglected if the track is densely sampled. In
some cases, however, computing the evolutionary track M may be
computationally expensive, making it potentially advantageous to
reduce the number of computed points K in exchange for a slightly

more complicated likelihood calculation.

As discussed earlier, the intensity function A quantifies the ob-
served density of points, incorporating any selection effects present
in the data into the predicted intrinsic density A. In a one-zone GCE
model, A is given by the SFR at the point M (to incorporate the
effects of dying stars or stars at a given evolutionary stage, one
can modify the selection function S). This multiplicative factor on
the likelihood L can be incorporated by simply letting the pair-wise
component of the datum D; and the point along the track M take
onaweightw; = S(M;| {9})M*(Mj |{6}) determined by the survey
selection function S and the SFR M, at the point M ;. The predicted
number of instances N,, originally expressed as the line integral of
A, can now be expressed as the sum of the weights w;. The following
likelihood function then arises:

N K K
In L(D|{9}) o< D In (Zﬂijwj exp <_21A,,jci1A,.Tj)> -> w;. (Al5)
i J J

where we have omitted the term }_ In (/27 det (C;)) because it is a
constant that can safely be neglected in the interest of optimization.
This likelihood function considers each pair-wise combination of the
data and model, weighting the likelihood according to the predicted
density of observations and penalizing models by the sum of their
weights. This penalty can also be described as a reward for models
that explain the observations in as few predicted instances as possible.

In many one-zone GCE models, however, the normalization of the
SFH is irrelevant to the evolution of the abundances. Because the
metallicity is given by the metal mass relative to the ISM mass, the
normalization often cancels. Since the SFH determines the weights,
it is essential in these cases to ensure that the sum of the weights
has no impact on the inferred likelihood. To this end, we consider a
density p with some unknown overall normalization defined relative
to the intensity function according to

MMNB}) = Nip(MI{}) (Al6a)

/ p(M{BHAM = 1. (A16b)
M

Plugging p into equation (A6) and pulling N, out of the natural
logarithm yields the following expression:

N

InL(D|(6) = =N, + NInN, + > In (\/271 det(C,))

1

N
+ E In (/ L(D,-lM)p(Ml{G})dM). (A17)
; M
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With p in place of A and the extra term NInN,, reducing this
equation proceeds in the exact same manner as aforementioned,
resulting in the following likelihood function:

N
InL(D|{6)) = —N, + NInN, + 3 _In (\/27{ det(Ci))

N K
-1 -
+ E In E ,B,]wj exp (TAUCI IAIT])
i J
(A18)

For notational convenience, we have left the normalization of the
weights written as N,. In the interest of optimizing the likelihood
function, we take the partial derivative of In L with respect to N, and
find that it is equal to zero when N, = N. Because p is by definition
un-normalized, we can simply choose this overall scale (this is also
the ‘most correct’ scale in the sense that the number of stars in the
sample is exactly as predicted). The first two terms in the above
expression for In L then become —N 4 NIn N, a constant for a given
sample which can safely be neglected for optimization along with the
term incorporating the determinants of the covariance matrices. We
arrive at the following expression for the likelihood function in cases
where the normalization of the SFH does not impact the evolution of
the abundances:

In LDIOD) o oY In (S Bywyexp (545,61 AT))  (A19)

K
ij' =1,
J

where the second expression arises from the requirement that the line
integral of the un-normalized density p along the track equal 1.

In summary, when inferring best-fitting parameters for one-zone
GCE models in which the normalization of the SFH is irrelevant to the
evolution of the abundances, authors should adopt equations (A19a)
and (A19b). If the model is instead parametrized in such a manner
that the normalization does indeed impact the abundance evolution,
then authors should adopt equation (A15). Such models can arise,
e.g. when the mass-loading factor n decreases with increasing stellar
mass to mimic the deep end-point of the potential well (e.g. Conroy
et al. 2022). In either case, the corrective term B; given by equation
(A12) is approximately 1 and can be safely neglected when the track
is densely sampled relative to the observational uncertainties. In this
paper, our GCE models are parametrized in such a manner that the
normalization of the SFH does not impact the enrichment history,
and we adopt equations (A19a) and (A19b) accordingly.

(A19b)

APPENDIX B: THE YIELD-OUTFLOW
DEGENERACY

Under the instantaneous recycling approximation, early work in GCE
demonstrated that galaxies with ongoing accretion of metal-poor
gas reached an equilibrium metal abundance in which the newly
produced metal mass is balanced by losses to star formation and,
if present, outflows (e.g. Larson 1972, and more recently Weinberg
etal. 2017). These ‘open-box’ models offered a simple solution to the
‘closed-box’ models suffering from the so-called G-dwarf problem
whereby the frequency of supersolar metallicity stars was extremely
overpredicted (see the review in, e.g. Tinsley 1980). These results
were corroborated by Dalcanton (2007) who argued that metal-
enriched outflows are the only mechanism that can significantly
reduce effective yields from SNe.
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Recent theoretical explorations of SN explosions propose that
many massive stars collapse directly to black holes at the ends of
their lives as opposed to exploding as CCSNe (O’Connor & Ott
2011; Pejcha & Thompson 2015; Ertl et al. 2016; Sukhbold et al.
2016 — see also discussion in Griffith et al. 2021). This scenario
is supported by the observation of a ~25 Mg red supergiant in
NGC 6946 (the ‘Fireworks Galaxy’) that disappeared from view
after a brief outburst in 2009, indicative of a failed SN (Gerke,
Kochanek & Stanek 2015; Adams et al. 2017; Basinger et al.
2021). These results add to the theoretical uncertainties in stellar
evolution and nuclear reaction networks which significantly impact
predicted nucleosynthetic yields. Observationally, it is feasible to
constrain relative but not absolute yields. For example, the ‘two-
process model’ (Griffith, Johnson & Weinberg 2019; Weinberg et al.
2019, 2022; Griffith et al. 2022) quantifies the median trends in
abundance ratios relative to Mg along the high- and low-alpha
sequences to disentangle the relative contributions of prompt and
delayed nucleosynthetic sources of various elements. Yield ratios
can also be derived from individual SN remnants as in, e.g. Holland-
Ashford, Lopez & Auchettl (2020). However, these investigations
cannot constrain the absolute yields of individual elements.

In GCE models, there are many parametrizations of outflows.
The publicly available GCE codes FLEXCE (Andrews et al. 2017),
OMEGA (C6té et al. 2017), and VICE (Johnson & Weinberg 2020)
assume the form of equation (2), implicitly assuming that massive
stars are the dominant source of energy in outflow-driving winds.
Recently, De Los Reyes et al. (2022) modelled the evolution of the
Sculptor dwarf spheroidal by letting the outflow rate be linearly
proportional to the SN rate Nu + Np. Kobayashi, Karakas & Lugaro
(2020) constructed a model for the Milky Way in which outflows
develop in the early phases of the evolution, but die out as the Galaxy
grows. Based on theoretical models suggesting that the re-accretion
time-scales of ejected metals are short (~100 Myr, Melioli et al. 2008,
2009; Spitoni, Recchi & Matteucci 2008; Spitoni et al. 2009), some
authors even neglect outflows entirely when modelling the Milky
Way (e.g. Mincheyv, Chiappini & Martig 2013, 2014; Mincheyv et al.
2017; Spitoni et al. 2019, 2021). Although these models neglecting
outflows are able to reproduce many observables within the Milky
Way disc, this argument is potentially at odds with the empirical result
that multiphase kiloparsec-scale outflows are ubiquitous around
galaxies of a broad range of stellar masses (see e.g. the recent review
in Veilleux et al. 2020). Furthermore, measurements of the deuterium
abundance (Linsky et al. 2006; Prodanovi¢, Steigman & Fields 2010)
and the 3He/*He ratio (Balser & Bania 2018) in the local ISM indicate
near-primordial values. These results indicate that much of the gas
in the Galaxy has not been processed by stars, further suggesting
that ambient ISM is readily swept up in outflows and replaced by
unprocessed baryons through accretion (Weinberg 2017; Cooke et al.
2022).

Suffice it to say that the community has settled on neither the
proper parametrization nor the importance of mass-loaded outflows
in GCE models. As discussed in Section 2, the strength of outflows
(i.e. the value of 7n in this work) is strongly degenerate with the
absolute scale of effective nucleosynthetic yields because they are
the primary source and sink terms in describing enrichment rates
(equation 6). In this paper, we have applied our fitting method on
an assumed scale in which the oxygen yield from massive stars is
fixed at y$€ = 1.2 x 107*, though if outflows are to be neglected,
the assumption of = 0 fulfils the same purpose. While variations in
assumptions regarding massive star explodability and the black hole
landscape can lower yields by factors of ~2-3 (Griffith et al. 2021),
values lower by an order of magnitude or more can be achieved if a
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Figure B1. The same as Fig. 2, but with the alpha element yield from massive stars ygc as an additional free parameter. Motivated both by theoretical models
of O and Mg nucleosynthesis in massive stars and the convenience for scaling parameters up or down, we have adopted ySC = 1.2 x 10~ in this paper to set

the scale of this degeneracy. Here, we include a prior that enforces ygc < 0.1,

significant fraction of SN ejecta is immediately lost to a hot outflow
as proposed by Peeples & Shankar (2011). Unless star formation
is sufficiently slow, this modification is a necessary for models that
assume 7 = 0 as otherwise unphysically high metal abundances will
arise. There is some observational support for this scenario in that
galactic outflows are observed to be more metal-rich than the ISM of
the host galaxy (Chisholm et al. 2018; Cameron et al. 2021), but the
metallicities are not as high as the SN ejecta themselves and cold-
phase material is generally observed in the outflows as well (e.g. in
M82, Lopez et al. 2020, and in NGC 253, Lopez et al. 2023; see also
the review in Veilleux et al. 2020).

Motivated by this discourse, we quantify the strength of the
yield-outflow degeneracy by introducing ygc as an additional free
parameter in our fit to our fiducial mock sample described in
Section 4.1. We include a prior enforcing y$¢ < 0.1; otherwise we
find that the MCMC algorithm allows 7, 7,, and the SN yields to
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without which the likelihood distribution extends to arbitrarily high values.

reach arbitrarily high values. Otherwise, we follow the exact same
procedure to recover the known evolutionary parameters of the
input model. Fig. B1 shows the resultant posterior distributions. As
expected, there are extremely strong degeneracies in all yields with
one another and with the outflow parameter . There is an additional
degeneracy between the SFE time-scale 7, and the yields that arises
because the position of the ‘knee’ in the [a/Fe]-[Fe/H] plane can be fit
with either a high yield and slow star formation or a low yield and fast
star formation (when we set the overall scale with y$¢ = 1.2 x 1074,
we find a degeneracy of the opposite sign; see discussion in
Section 4.2 and in Weinberg et al. 2017). The strength of these
degeneracies is especially striking considering that these are mock
data drawn from an input model with known evolutionary parameters.
In practice, the overall yield scale has factors of ~2-3 uncertainty
but not an order of magnitude. It may therefore be preferable
to find best-fitting models at a few discrete values of yS© and
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understand how other parameters change rather than treat it as a free
parameter.

In detail, this degeneracy arises whenever a parameter influences
either the centroid of the MDF or the position or shape of the
evolutionary track in the [o/Fe]-[Fe/H] diagram. The infall time-
scale T;, and the total duration of star formation 7, are unaffected
by this degeneracy because they do not significantly impact these
details of the enrichment history (see discussion in Section 4.2).
Regardless of the choice of yields and the values of 1 and 7,, the
shape of the MDF is constrained by a sufficiently large sample,

© The Author(s) 2023.
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allowing precise derivations of tj, and 7, with our fitting method.
Determining the duration of star formation in this manner may open
a new pathway for constraining the early epochs of star formation
in both intact and disrupted dwarf galaxies as well as deriving

quenching times for the now-quiescent systems (see discussion in
Section 4.3).
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