Vehicular Communications 43 (2023) 100657

journal homepage: www.elsevier.com/locate/vehcom

Contents lists available at ScienceDirect

_ Vehicular
COMMUNICATIONS

Vehicular Communications

An optimization framework for RIS-based energy-efficient multi-cell A

NOMA systems ™

Check for
updates

A. Abdelaziz Salem ®"*, Ahmed S. Ibrahim ¢, Mahmoud H. Ismail -9

2 Department of Electrical Engineering, American University of Sharjah, Sharjah, 26666, United Arab Emirates

b Department of Electronics and Electrical Communications Engineering, Faculty of Electronic Engineering, Menoufia University, Menouf 32952, Menoufia, Egypt
¢ Electrical and Computer Engineering Department, Florida International University, Miami 33174, USA

d Department of Electronics and Communications Engineering, Faculty of Engineering, Cairo University, Giza 12613, Egypt

ARTICLE INFO

Article history:

Received 18 May 2023

Received in revised form 13 July 2023
Accepted 2 August 2023

Available online 8 August 2023

Keywords:

Reconfigurable intelligent surfaces (RIS)
Alternating optimization

Energy efficiency (EE)

Non-orthogonal multiple access (NOMA)

ABSTRACT

Non-orthogonal multiple access (NOMA) is a highly promising multiple access strategy for wideband
communication systems due to its high spectral efficiency. However, in multi-cell multi-band systems,
interference issues can arise from resource sharing among multiple users, which limits the potential
of NOMA. To tackle these issues, in this paper, we study a NOMA system where reconfigurable
intelligent surfaces (RIS) are employed across multiple cells with multiple users clusters. Specifically,
we propose an optimization framework to maximize the system energy efficiency (EE) through jointly
designing the transmission beamformer at each base station, the RIS phase shifts and the corresponding
binary selection matrix indicating which elements of the RIS should be used to serve a specific
cell. Our optimization framework takes into account the minimum rate requirements of users, the
successive interference cancellation (SIC) decoding-based rate constraint, fairness among users as well
as the maximum allowed transmission power. The resulting non-convex problem is solved by using
an alternating optimization algorithm, wherein semidefinite programming (SDP), successive convex
approximation (SCA), and penalty-based difference-of-convex (DC) programming are used to reach a
solution. Simulation results show that the proposed system outperforms conventional orthogonal access
in terms of EE performance, the achievable rate, and power consumption. Also, the results revealed the
critical transmission power level for NOMA beyond which the EE starts decaying. Moreover, the proposed
NOMA system shows a limited EE performance compared to the conventional orthogonal access as the
number of clusters exceeds a certain limit.

© 2023 Elsevier Inc. All rights reserved.

1. Introduction

ity [2]. Therefore, research initiatives aiming at providing advanced
spectral/energy efficient solutions, while limiting the interference

For the past decade, smart devices have significantly penetrated
the wireless market, which created a notable gap between the
available radio resources and the demand for high data rate and
low latency communications [1]. Moreover, the expected large-
scale deployment of 6G networks in the near future will bring the
challenges of hardware complexity, energy consumption, unprece-
dented growth of real-time services and ultra-wideband connectiv-
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impact have been well underway. Specifically, there has been great
interest in using Non-orthogonal multiple access (NOMA) and re-
configurable intelligent surfaces (RIS) as candidate solutions for
spectrum congestion and interference challenges [3-5]. NOMA has
been selected as a multiple access candidate for 6G networks to try
to strike the balance between spectrum utilization and user fair-
ness [6]. The NOMA philosophy depends on applying superposition
coding at the transmitters and successive interference cancellation
(SIC) at the receivers to be able to share spectrum resources among
all users in the power or code domains.

Benefiting from the innovative concept of RIS, the communi-
cation channels’ conditions can be adjusted via optimizing the
phase shifts and amplitude of the reflecting elements that com-
prise the RIS. Accordingly, the network performance can be en-
hanced through extending its coverage, improving the data rates
experienced by the users, and guaranteeing fairness among them
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[7]. Thanks to the passive nature of the reflecting elements, RIS-
enabled networks are considered cost-effective from the hardware
and energy consumption aspects. Moreover, by virtue of the RIS
degrees of freedom (DoFs), it can be employed to assist multiple
cells located in different directions [8]. Based on the above, the
interplay between NOMA and RIS has motivated various research
works to investigate the challenges that come with RIS-assisted
NOMA systems [9].

1.1. Related work

1.1.1. RIS-NOMA single-cell networks

In the recent few years, RIS-aided networks have been investi-
gated while focusing on single-cell deployments with single/multi-
user and multi-input single (multi)-output (MISO)/MIMO, where
spectral efficiency (SE) [10], energy efficiency (EE) [11], and sum
rate [12,13] were the main concern. Moreover, the EE of single-
cell NOMA networks has been examined in [14-19]. Specifically,
with the objective of maximizing the EE, Fang et al. [15] ex-
ploited the difference of convex (DC) programming to optimize the
power allocation and sub-channels assignment. Also, a dynamic
power allocation algorithm was developed in [16] to balance be-
tween user fairness and system throughput via maximizing the
weighted sum rate. In [17], branch and bound (BnB) and succes-
sive convex approximation (SCA) approaches were invoked to find
the optimal power that can be allocated for a millimeter wave
(mm-Wave) NOMA network. Furthermore, the outage probability
was investigated by studying the impact of users pairing in [18],
where the difference among users’ channel gains is exploited to
demonstrate that NOMA can provide better performance than con-
ventional orthogonal access. In addition, the authors in [19] maxi-
mized the fairness of a MIMO-NOMA system by jointly optimizing
the power allocation and receive beamforming, subject to a relia-
bility constraint. Wang et al. investigated an uplink NOMA system
in [20], wherein the base station (BS) supports parallel detection
of users’ groups to minimize the total energy consumption under
the consideration of imperfect SIC. Also, in [21], Air-Ground Inte-
grated clustered-NOMA (C-NOMA) Heterogeneous Power Internet
of Things (PIoT) Networks were utilized to address the limitation of
low computational resources and remote deployment of PIoT. The
authors minimized the energy consumption by designing task of-
floading and resource allocation. Finally, motivated by the limited
on-board energy storage of unmanned aerial vehicles (UAVs) and
the finite battery life of IoT devices, C-NOMA-enabled integrated
UAVs and high altitude platform stations (HAPSs) were proposed
in [22], where EE is maximized by optimizing the UAV trajectory
plan and resource allocation using a two-step iterative approach.

1.1.2. RIS-NOMA multi-cell networks

Different from the single-cell case, RIS were employed in multi-
cell NOMA networks in [23-28]. In this context, the resource allo-
cation problem has been addressed in [25] in terms of EE maxi-
mization, wherein the matching theory and DC programming were
adopted. Furthermore, motivated by reducing the overhead among
BSs, Fu et al. minimized the total transmission power at the BSs by
designing a distributed power control algorithm in [26], meanwhile
the requirement of minimum target rates is satisfied for all users.
Also, by considering both EE and user fairness, matching games
and SCA are invoked by Zhao et al. in [28] to iteratively update the
power and spectrum allocation. In addition, subject to SIC decoding
and quality of service (QoS) requirements, the sum rate was max-
imized for a multi-cell RIS-NOMA network in [29]. In this work,
the authors optimized the users’ associations via matching theory.
Meanwhile, they exploited convex upper bound substitution, SCA,
and semi-definite relaxation (SDR) to iteratively optimize power
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allocations, RIS phase shifts, and decoding order, respectively. Fur-
ther, in [30], RIS are leveraged to minimize the uplink transmission
power in two cells assisted by coordinated multi-point transmis-
sion (CoMP), where the power allocation and RIS reflection matrix
are designed to meet the signal-to-interference plus noise ratio
(SINR) requirement of the uplink users. Finally, with the objective
of minimizing the total power in a downlink multi-cell single-input
single-output (SISO) NOMA network, game theory and graph the-
ory are exploited to study QoS-aware user grouping strategies in
[31].

To reap the aforementioned advantages of both NOMA and RIS,
namely, improving spectrum and energy efficiencies, respectively,
these two metrics can be maximized via integrating them into one
performance measure. This is imperative for NOMA-empowered
multi-cell networks due to the following reasons. Firstly, the multi-
clustered NOMA suffers from intra- and inter-cluster interference,
which can be suppressed by properly designing the RIS phase
shifts and transmit beamformers at each BS (spatial DoFs at BSs
and RIS). Secondly, the NOMA signal is highly attenuated at cell-
edges or severely faded at direct communication links, thus RIS
provides coverage extension, while NOMA provides user fairness'
and spectral efficiency. Finally, the decoding order of NOMA users
can be effectively adjusted by tuning the RIS phase shifts, which
enhances the network performance.

1.2. Motivation

It is clear that the majority of the aforementioned work focused
on optimizing the RIS-aided multi-cell NOMA performance by cre-
ating power allocation algorithms, treating all users in a cell as
one group. This is not practical as cells could have multiple clus-
ters as well as different number of users per cluster and hence,
multiple interference sources to deal with. Hence, we divide the
users in a single cell into multiple clusters and optimize a dedi-
cated beamforming vector for each user. Additionally, these studies
did not consider the frequency-selective properties of RIS for the
scenario of multiple cells operating over different frequency bands,
where the RIS elements would show a different response for the
impinging signals from different bands/cells. Accordingly, we de-
sign a binary selection matrix to ensure that there are no overlaps
among the elements chosen for a specific NOMA band, as will be
explained in Section 2.2. We show that the reflection coefficients of
the RIS elements non-linearly depend on the operational frequency
of the incident signal, which could further complicate the phase
shift optimization process. Thus, we discuss how the binary indi-
cator transforms this non-linearity into a simple linear Hadamard
product of phase shift and index of the selected elements. Without
loss of generality, this paper mainly investigates the joint design of
active beamforming, applied for each user in all cells’ clusters, and
cell-RIS element(s) association as well as the passive beamforming
of associated element(s).

We aim to design an energy-efficient RIS-aided multi-cell
NOMA system, wherein a more practical RIS model is indi-
rectly employed for multiple frequency bands multi-cell operation.
Through this model, a unique set of RIS elements, or equivalently
the electric circuits parameters of these elements, are indepen-
dently chosen and phase-tuned to operate over a specific cell’s
assigned operating frequency. In order to achieve this goal, we
firstly formulate the problem of NOMA EE maximization, in which
we jointly design the BS transmit beamformers for each user to
align the users’ channels in each cluster, the RIS elements selec-
tion for each cell as well as their phase shifts. This is all subject

1 NOMA fairness implies protecting the weak channel users from being over-
whelmed by assigning most of the network resources to the strong channel users.
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Table 1
Highlighting our distinctive contributions to the existing literature.
Our paper [30]-2020 [29]-2021 [31]-2021 [32]-2021 [33]-2022 [34]-2021 [35]-2021

Multi-cell and/or multi band v v v v v
Multi-clustered and/or Power domain NOMA v v v v v v
Optimize element selection and phase of RIS v v
Per-user beamforming v v
Multi-antenna BSs v v v v

to successful SIC decoding and satisfying minimum rate and fair-
ness among users sharing the same resources. Unfortunately, this
large-scale design brings challenges represented by the coupling
between the design variables, specially the phase shift and RIS el-
ement selection. These challenges lead to non-convex problems,
that cannot be solved directly in polynomial time.

To tackle these issues, the main problem is divided into three
sub-problems. The first one seeks to optimize the transmit beam-
forming, while considering the maximum allowed transmission
power, rate requirements, and fairness constraints. In the second
one, the RIS phase shifts are designed for a given set of selected
elements, where the rate and fairness requirements are ensured.
While in the third problem, we design a binary selection matrix
to ensure that there are no overlaps among the elements chosen
for a specific NOMA band. To solve these problems, an efficient
iterative alternating optimization technique based on semidefinite
programming (SDP), SCA, and penalty-based DC programming are
proposed. Finally, simulation results show that the EE performance
of the proposed system outperforms that of conventional orthogo-
nal multiple access (OMA) schemes, with and without RIS.

In summary, the main contributions of this paper compared to
the state-of-the-art are effectively highlighted through a concise
presentation in Table 1. To provide further details:

e Proposing a framework for optimizing the BS transmit beam-
formers, the RIS reflection coefficients for each cell, as well
as the binary selection matrix associating a specific set of RIS
elements to each cell, to maximize the EE of a multi-cluster
multi-cell NOMA system. This is achieved under constraints
of maximum allowed transmission power, fairness, and users’
rate requirements.

e Introducing an efficient iterative optimization approach, which
guarantees the convergence to the optimal solution of the
three sub-problems.

1.3. Paper organization and notation

The remaining part of this paper is organized as follows. The
system and signaling models are introduced in Section 2. The prob-
lem of EE maximization is formulated for practical RIS assisted
NOMA system in Section 3 while considering QoS, fairness, and
element selectivity constraints. Numerical and simulation results
are then presented and discussed in Section 4 before the paper is
finally concluded in Section 5.

Regarding notation, lowercase boldface letters are used to de-
note vectors, while the uppercase boldface ones are utilized for
matrices. Normal face letters are used for scalars. Mathematical
fonts, e.g., B are dedicated for set notation. HIN*N CN*M  djag(.)
and Tr(.) denote the N x N Hermitian matrix, complex space with
dimension N x M, the square diagonal matrix with the elements
of the input vector on its main diagonal, and the trace operator,
respectively. The notations X > 0, XT, X*, and X" denotes Hermi-
tian positive semidefinite property, transpose, conjugate, and the
conjugate transpose of the matrix X, respectively. R {-} refers to
the real parts of. Finally, Iy denotes the M x M unit matrix and 1
denotes the all-ones matrix/vector.

2. System model

We consider a NOMA multi-cell downlink communication sys-
tem, wherein a single RIS of M elements is dedicated to improve
the EE of L cells. In the [ cell, the BS transmits a composite
signal by exploiting N; transmit antennas towards a set of NOMA-
clustered users, as shown in Fig. 1. We assume that users per cell [
are grouped into K; clusters, such that N; > K;, where the users’
signals are multiplexed using NOMA within each cluster k; and
all clusters’ signals are MIMO multiplexed within each cell [. The
number of users in each cluster k; is U}(. Without loss of gener-
ality, the sets £ = {1,...,L}, /2 (1,...,K}, M ={1,..., M}, and
Z/lli £1{1,.., U,’c} define the sets of BSs, NOMA clusters per cell I,
RIS reflecting elements, and the single antenna users per cluster k
and cell I, respectively. Moreover, we assume that each cell is allo-
cated a specific bandwidth B; = W /L, where W denotes the total
bandwidth of the cellular system.

2.1. Transmitted signal

Assuming that BS [ transmits a composite NOMA signal x; by
enabling superposition coding. Then, the broadcast NOMA signal is

K UL

=)

=14 _
ki=1yl =1

(1)

Wik ul Sty ul

Nex1 .
where Wl,kl.uf{ e C"ex1 and Sk, represent the digital beamform-

ing vector and transmitted signal for user uf( € L{,ﬂ respectively,

2
where E “s”{bu;<

] = 1. Accordingly, the received signal at user

u;( is expressed as in (2) on top of the next page, where hd,ui €

CNex1 h e CM*1 and G € CM*Nt represent the direct channel
Tk

between BS [ and uf{, the reflection channel between the RIS and
user uf{, and the channel between BS I and RIS. nu; denotes the ad-
K

ditive white Gaussian noise (AWGN) with zero mean and variance
o?, ie, ny ~CN (0,02).

We assume that all communication links follow a quasi-static
Rayleigh flat-fading, where the channel state information (CSI) is
assumed known at the BS through deploying real-time tracking
and channel estimation techniques [36-38]. Moreover, the RIS is
controlled via a specific control link to adjust the reflection co-
efficient matrix ®; for each operational frequency of BS I, where
©; = diag{0} € CM*M and 6, = [611, ....6Lm]"-

2.2. Practical RIS model

The RIS response varies with the frequency of the incident sig-
nal,> where an RIS element is equivalent to a parallel resonance

2 We assume that the amplitude degradation of a reflecting element, due to dif-
ferent frequency band operation, can be compensated by the transmitting BS [39].
Hence, we can neglect the amplitude response of RIS elements without affecting
the system performance.
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Fig. 1. An RIS-enabled multi-cell NOMA system. The color of the RIS elements indicates that these elements are tuned according to a specific cell's operational frequency.
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intended signal
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H H
gy (hd,uf< + hr,u§< OIGI) Wi Sty +nuf<’
CIFK X €U,

inter-cluster interference

(2b)

circuit, see Fig. 1, that can be tuned to that specific frequency.
Specifically, the equivalent impedance of an RIS element is de-
noted by [40] Z(f,c) = %, where Z; = j2m fL and
Zc = 1/j2m fC denote the equivalent impedance of an inductor
and capacitor, respectively. Hence, the reflection coefficient of the
RIS element is given by 6 (f,c) = % where Zg =377 Q
denotes the impedance of free space. ’However, the relation be-
tween the frequency and RIS phase shift is a non-linear relation-
ship, which could further complicate the phase shift optimization
process [35,40,41]. Moreover, adopting multiple RISs for multiple
cells operating on different bands brings additional complexity in
terms of optimal deployment, routing reflections and user associa-
tion. These issues can be alleviated if the RIS elements are treated
as network resources, enabling them to be partitioned and allo-
cated optimally as will be adopted in this work.

Hereby, we introduce the binary variable a; £ [a;1, a2, ..., a,,M]T,
where a;,,;, € {0,1}Vl,m which indicates that the cell | can be
served by a set of unique reflecting elements as shown in Fig. 1.

Specifically, a;,, = 1 means that an element m € M is allocated
for BS | with a fully tunable phase shift ¢; = [gom,...,(p,’M]T,
where ¢, € (0,27]VI, m. Otherwise, the phase shifts are chosen
as ¢p £ (0,27}, Vi;é I,1€ L. Therefore, the actual phase shift, of
the cell [, is determined by 6; = exp (j(p, ®a1), where © defines
element-wise or Hadamard multiplication. It is worth mentioning
that the allocated RIS elements of the I BS cannot be reused for
another BS i;é l,fe L, since the resonance circuit of an RIS ele-
ment can be adjusted for a single frequency of an incident signal.

To model this fact, the binary allocation vector of the mth ele-

. ~ ~ ~ ~ T . .
ment, i.e., &y = [d1,m.d2,m,....dL.m] should satisfy the following
constraint,

(3)

Then, the binary allocation matrix for the combination of L
cells and M elements can be defined by the L x M matrix A =

[a1.32, ....am] =[a1, 22, ... a]".

am], <1.

2.3. NOMA signaling

The user ufc € Z/lli deploys the SIC process to remove the expe-
rienced co-channel interference from the other users being served
in the same bandwidth B,. In a given cluster k;, a user with higher
priority of detection should be firstly decoded by users of higher
decoding order. After that, the high decoding order user subtracts
the decoded signal(s) to extract their own. Accordingly, the SIC
process complexity increases with increasing the number of users
in each cluster.

Moreover, grouping NOMA users in each cell is not an easy
task, where it requires an exhaustive search through all the possi-
ble combinations of users’ clustering and different decoding orders
(U,’cl). In our work, we have adopted a simple clustering approach,
which depends on grouping the users in a NOMA cluster based
on a heuristic search method that guarantees differences between
the cascaded channel gains between the users within the same
NOMA cluster. This clustering approach has been proposed in [42].
Since, the clustering approach is highly coupled with the RIS phase
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shifts, then the optimal SIC decoding order is updated based on the
obtained optimal selection matrix A and phase shift ®; through
the iterative process of alternating optimization, where the com-
bined channel gains are reordered ascendingly for each BS as in
Algorithm 4 of [29]. Another approach of exhaustive search can
be applied to determine the optimal decoding order based on the
RIS phase shift matrix [33]. Without loss of generality, we as-
sume that the decoding order of cluster k; in cell [ is defined as

> () > (ul) > 7 (it) > ..., where 7 (u}) is the decoding

order of user ul, where 7 (u}) = u} means the u" signal of user
u is the signal to be decoded in cluster k;. To this end, uL has to

decode user i}'s signal, before extracting their own signal if and

only if 7 (u}) > 7 (it), while the user ji, with 7 (j}) > 7 (ul) is

treated as an interferer [43].

Denoting the equivalent cascaded channel of user uf{ as h:{ =
k
h!  +h"  ©G, the achievable SINR of ul, while decoding their
Tk * "k

own signal, according to (2), is expressed as

2

h) t Wik
SINRyt 1 = T, (4)
k

2

+ X

aetli\ki} xLerd!

where Iu;( = >
n(i;()mr(u;()
o2 denotes the total interference plus noise experienced. Accord-

ingly, the corresponding achievable rate is calculated as R ul =

hA w”q

Bjlog, (1 +SINR

at user jt, given that 7 (jt) > 7 (u}) is

“f<)‘ Moreover, the SINR of decoding signal uk

2
H
hjkwl,k,,u;(
SINR, = 5
U= Ji I’ Ml ’ ( )
U= Ji
2 2
H H
where | L= > hjf{wl,kbii + X [Z‘ hj;(w”cl’xlj
n(if{)>n(uf<) ae{li\ki} xLet!

+ 02 expresses the total interference plus noise experienced at
user ji while decoding ul. Then, the corresponding rate is given

by Ry = Bilogy (1+SINR, _ ;).

Moreover, the fairness among NOMA users in a given cluster
k; € K can be achieved by guaranteeing that the user with high
decoding order will not consume most of the cell resources [34].
Hence, the following condition should be enforced to ensure a rea-
sonable communication rate for users with low decoding orders

2 2

(6)

h wl ki, T[(lk)

v (ID >

3. Problem formulation and proposed optimization framework

h I Lk, rr(]k)

(4) ubo o it} e o1k

As mentioned earlier, we focus our attention on the total EE of
the system defined as the ratio of the total achievable rate to the
total consumed power for achieving this rate, viz.,

22 X Ry

leL kek; ul, EZ/{’

1
p tot

NEE (W]vkh“;(’ 01)
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where the total power consumption is denoted by Ptot This mainly

includes the circuit power consumption of all BSs Z PClrv and the

total transmission power ) ) Hw, e Hence, we have
lE,CkIE)C[u Eul
2
I
Ptot - Z Pc1r + Z Z Z le.kl,u;‘ (8)
leL leL kiek ULEZ/[}{

EE provides a trade off between the maximum achieved sum rate
and total power consumption, where increasing the transmission
power improves the rate but increases the intra- and inter-cluster
interference in NOMA.

We consider a constrained EE maximization problem via jointly

designing the transmission beamformers W £ {w vul
lk,u k

Z/ll’{, ki € KK, 1 € L, RIS phase shifts & =[¢,...,¢;] and the binary
selection matrix A, while ensuring the QoS constraints, perfect SIC
decoding, as well as fairness among users. The corresponding op-
timization problem can be formulated as

Maximize 9a
aximt NEE (9a)
subject to:
Ryl vyl = Remin. VLK. Uj €U (9b)
2 2
H H
huk 1k, n( k) = uiwl,k,,ﬂ(ji) ’
Vn(i’)>ﬂ<j’) {u’ il j’]eu’ Lk (9¢)
k k) ke Yo Jk ko b ]l
Clr + Z Z le Ky ul max’ vie L, (9d)
kel ul etd]
61 =exp (jo, ©a), VI, (9e)
@m € (0,27],Vl,m, (9f)

lam|, <1.a,m €{0, 1}, ¥, m, (9g)
where the constraint in (9b) satisfies the target rate or QoS re-
quirement for user u;( € L{,i while decoding their own signal. The
constraint (9¢) guarantees fairness through maintaining a reason-
able communication rate at each user. The upper bound on the
consumed power is represented in (9d). Moreover, (9e) and (9f)
denote the actual phase shifts of the selected RIS elements and
their feasible range, respectively and (9g) ensures the uniqueness
of the selected RIS elements for a given operating band 1.

Clearly, the problem in (9) is non-convex due to the coupling
between the optimization variables in (9b) and (9c). Moreover,
(9e)-(9g) bring additional complexity due to the binary selection
variable A. In order to solve these issues, we initialize our so-
lution by assuming that the binary selection matrix is fixed as
A =1 and the ideal phase shifts are randomly chosen according
to a uniform distribution over (0,2m] to optimize both the BS
beamformers and the ideal phase shifts via SDP and SCA for each
cell I. Then, we solve the binary selection problem, which is for-
mulated as a mixed integer nonlinear program (MINLP) using SCA
and the penalty-based difference-of-convex approaches to deter-
mine the appropriate allocation of RIS elements per cells. Finally,
we update the RIS phase shifts and transmit beamformers based
on the optimum selection matrix, as shown in details in the fol-
lowing subsections.
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2
H H
R Bilog, | 1 ’ <hd’”5< i h”"k ®IG'> Wik 11
ul -l = Bilogy | 1+ m P 5 , (11a)
> (hH I +hH ®lGl> Wik, i + > X (hgl ! +hH 9161) Wiox +0?
ih=ul+1 Bt aki x=1 i
.
Tr <Wuf<Huf<vlvl H“i)
Uk Ky Uc ~
> Tr(W H VlV, H 1) + > Tr(WX, VzV,HHuI) +0?
it =ul +1 a#ki =1 K

3.1. Optimizing transmit beamformers W

Given 0, and A, the sub-problem for optimizing the transmit
beamformers, W; £ {Wl.k,.uk}Vkl €Ki ul e, for the I'" BS s ex-
pressed as

2 Ry
kiekrul etd] koK
Maximize - 5 (10a)
W,
c11+ Z Z lek,u
kel ul evdt
subject to:
I
R“L_)”L szm,Vl,kl,uk Euk, (10b)
2 2
h'i \w < hfiw N
Lk, n(;k) =Ml l,k,,n(]L)
| | 1ol ]
v (’k) > (Jk) , {uk, [P Jk} €Uy, 1k, (10c)
3 H""z,k,,u’c Pl VIEL, (10d)
kielrul etd]
where P!, =Pl . — Pl and the achievable rate of user u} e/}

can be given by (11a), on top of the page. The beamforming prob-
lem (10) is a non-convex problem due to the fractional objective
(10a) and the non-convex constraints (10b) and (10c). To cope with
this, we introduce the auxiliary variables & = {«q, ..., 1}, VI and
B = {/311’(, ’BUL} VI, ki, ul, € U}. Then, the transmit beamforming
problem for each cell can be reformulated as

Maximize o, (12a)

W{,d,ﬂ
subject to:

> X Blogy(1+58,)
kiekiul eudt

5 = an v (12b)
c1r+ Z Z lelqu
kel ul edt

SINRy 1 = By VI, ki, 1 € Uy, (12¢)
Bilogy (1+ B,y ) = Renin, Y1 i u € 2, (12d)
(10¢), (10d). (12e)
Next, we define W{ = Wil lk Wulk e HNoNe vy =

. , T . diag h”, G
[e](pl.lul.l - e]‘pl,Mal,M’ ‘l] c C(M+1)X], and H | = up

U hH

I
d,uk

e CM+DxNt Hence, the signal power term |[ h¥ , +h" @G| x
d,u§< r,u§<

2
n (11a), on top of the page, can be recast as

Wikg.ul

~ He
=Tr (WLILHu;{vlvl Hu;(> . (13)

Accordingly, the achievable rate of the user uL € Z/l,lc in (11a) is re-
expressed as in (11b), on top of the page, and hence the transmit
beamforming optimization problem can be reformulated in the fol-
lowing SDP form

Maximize o, (14a)
W,.ap
k

subject to:

> X Bilogy (148,
kel ul etd] :

>y, VY, (14b)
C1r+ Z Z TF(W1>
kel ul etd]
(12¢), (12d) (14¢)
L

Tr (W H vlv, H ) <Tr (ijcHuLv’Vl Hu5<>,
Vi, i > g {uko i 4} <24 (14d)
D00 Tr(Wy) < Phw V. (14e)
kielrul etd]
W, =0, Rank (W, )=1.Y.k,uj €U, (14f)

where the constraint (14f) is included to ensure that the optimum
beamforming solution satisfies W, L= Wyl wl ko , - Although the

objective of (14a) becomes a llnear function, the overall problem

is still non-convex due to the constraints (12c), (14b) and (14f)

The constraint (14b) can be writtenas ) ) Ry Ll > qum—l—
kel ul et

oy > Tr (W 1), where the LHS is a concave function with
kel ub etd!

respect to Wu;(, meanwhile the second term in the RHS is jointly

convex with respect to Wui and «;. Therefore, we invoke the SCA

approach to find the lower bound on this term for given feasible
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points (W<t,), aft) ) in the tt" iteration of the SCA, using first-order
U

Taylor approximation (FTA) as follows

aYy Yr(Ww)ze" Y ¥ Tr<w<f>>

kle’CIu el/ll kIEKlu eul
+o” Y Z Tr(Wz —w“))
kiekrul etd]
(f) )\ 2 7F
( ) DI (w )_f, (oz,,Wuzk>. (15)
kel ul etd]

Regarding constraint (12c), additional auxiliary variables {Xul },
k

Vi, ki, uf{ € Z/lli are introduced as an upper limit for the total
interference-plus-noise experienced at the user u;{. Hence, the con-
straint (12c) can be re-written as

Tr (WuLH v,v, ) >B ul Xul > (16)

Uy

L

> (it )

=t +1
l
2

+ZZTr<W H v,v,H >+cf < Xul (17)

a#ki k=1

Obviously, (16) is non-convex with respect to ﬂu; and Xul-
we again exploit SCA to find a lower bound on the product 8, X,
k k

Hence,

at feasible points {,35), X(f)} in the I iteration as follows

®,,© ® (t)
6 > A -+ B
”5<X”5< - u;c Xu;{ u;< (X”k X )

(t)<ﬁ: ﬂiz))éf(ﬁulkxu’)' (18)

Accordingly, the optimization problem in (14) can now be approx-
imated by the following

Maximize o, (19a)

W, .ep

k

subject to:

S Y Bilog, (1 + By ) >apPl + 7 (oq, w, ) VI, (19b)
kielrul etd]
Tr (Wuil:l:’;{vlvf'l:luo >f (ﬂ“iX”i) Yk, ub e U, (19¢)
(12d), (14d), (14e), (17), (19d)
W, =0, VL ki, u eu. (19e)

Obviously, the problem in (19) is a convex SDP, with relaxed rank-
one constraint that can be optimally solved by standard convex
optimization tools such as CVX [44]. If the optimal solution of
(19) is rank-one, then it will be equivalent to the optimal beam-
formers of the problem in (12) and can be completely obtained

=[w, ] //[w
a3 Wu;( |: Ll;( N[/ u;:

semidefinite, where I:Wuﬁ{ }N represents N¢-th column of matrix
t

] since the matrix W, is positive
N¢.N¢ Kk
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Wul’ and [W”i]zv N is the matrix entry at the N¢-th row and N;-
K t> N

th column. Otherwise, the non rank-one solution can be approx-
imated by employing the Gaussian randomization (GR) method
[45,46].

3.2. RIS phase shifts optimization

In this section, we consider the joint design of the ideal RIS
phase shifts @ and the selection matrix A for a given transmit set
of beamformers W. The RIS phase shift optimization problem is
given as

M R
ax1m12e Z Z Z R, g (20a)
tOt leL kleIClu Eul
subject to:
RUL u, = Rmin. VL. ki, ul e, (20Db)

2

)

Wik, r[(zk) Wik, (i)

Vn( )> ( L) {uk,lk ]k} eul Lk, (20c)
6, =exp (jo, O ay) .V (20d)
Qim € (O,Zﬂ],\ﬂ,m, (20e)
|am|, <1.am {0, 1}, VL.m. (20f)

We first try to reformulate the optimization problem (20) in terms
of 6 and then decouple it into two sub-problems, which are solved
for the tunable phase shifts ¢ and selection matrix A. For conve-

i H —oHdi H L5 gH
nience, let h* , GIGIWI,k,,u;( =6, dlag{hr y }G,wl’khu;( =0, fr,uf{ ulr
Uy Uk

— di H _ hH
where fr’u;wu;( = dlagihrvuﬁ{}le,.quu;< and .ol ol = hd,uf{wlvkhl’;(

Hence, we can rewrite the achievable rate, total interference-plus-
noise and fairness constraints in (20a) as (21a), (21b) and (21c),
respectively, on top of the next page. Next, we introduce the aux-
iliary variables I' = {F1§<’ Uz } and ¢ = { 11 s e {UL}. The opti-
mization problem (20) can now be recast as

Maximize — Z Z Z Bjlog, (1 +T, ) (22a)
61T Pyt e keKul el
subject to:
He ’ 1k, ul etd b
‘qd,ui,ui +01 r,u;(.u;{ z FuLé‘uL’ Vi, ki, Uj euk’ (22b)
Bjlog, (1 + ru;) > Riin: VI, ki, il € 14, (22¢)
(20d)-(20f), (21b), (21c). (22d)

Problem (22) is non-convex due to the non-convexity of con-
straints (20d)-(20f), (21¢) and (22b). Moreover, the coupling be-
tween ® and A increases the complexity of the problem. To handle
this issue, we seek to decouple (22) into two sub-problems. The
first is concerned with solving for ® and the second for determin-
ing A.

3.2.1. Ideal phase shift optimization ¢,

Different from the conventional design of RIS, we observe that
(20d), in (22), implies that the actual phase shift of RIS depends
on ¢, and a; , for each cell I and RIS element m. Specifically, op-
timizing the ideal phase shift ¢;;, does not impact the objective
of (22) when aq, =0, ie., 6, = 1. Hence, the problem (22) can
be solved for only the chosen set of reflecting elements to serve a
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‘qdu u’+0 fru u
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RUL—HJ;( :B]log2 1 + Uk K ) N (21&)
(‘qdu”—'_o fruz >+Z (‘qdu x’+0 frux >+62
il =ul +1 ki xL=
Uj K UL
16n= (’qd,ui,ii +01Hfr,u;¢,l ) Z Z (‘qd ub % +91 roub 1 ‘ > +0° =& b v, kl’uk eZ’{k’ (21b)
il =ul +1 kXL
2 2 ] I ]
Uy (1) O ()| = o) + O ()| 7 (1) =7 () fie e i} ethe ke 219
2 i = ol g g ’
S (él) - ’qd,ul ul +0) ruful| = ’01 roubub + (1 roub.ub +qd,uf<,ui<)‘ = ‘9, roubub + ﬁr,d.u;{,ui
2 NPT P .y
’01 T, u u + ﬁr’d»ui’ui + 20 {01 frsuia”;j}:d,ui,ui} > FULCUL’VI’ kh uk € Z/[k, (233)
N 2
[(l = ‘01 ruklk +19rdu l‘ +2gl 01 ru’lf(l?rdukl
lk_uk+1
Ki U " 2 2 H
22 (191 G|+ [Praaln +2m{91 fr a7t })+U <4y Vo kit €U (23b)
Cl?fklx’C:l
o't 29010 T,y 407 ‘o] (@0)'F 8 ’
l ru il + RAR R BT ub it +19 r.d,ul, il roub, ik roub, jh I rd,u;{,ji
+on oMt o (o(”) T Vi’ St {u’ it } cul Lk (23¢)
Ui rdoud rab, gL V> e | Yk e Jk ko b K1
specific BS, i.e., when a; , = 1. Accordingly, the reflecting elements \7’1'5< > jL, {ufc, i§<, ]fc] € Z/{,i, Lk, (24¢)
are split into an active set M; = {m|a,,m = 1} and idle set M; = ~ ~
|m| =1,¥1,Ym € M;. (24d)

{mla;m =0} and hence, the ideal phase shifts are divided into
a fully tuned phase shifts’ set {al,élm,m,el,m,\fm eﬂl} of the
selected elements and the non-selected elements set with phase
shifts {(7,,51 =1|@1m, O.m, Ym € Ml}
i and f

Also, the vector f_ ulj,» AP

pearing in (22), is split into f . Hence, the prob-

lem (22) can be solved for the optlmlzatlon variable {51}, where

the corresponding phase_shift vector is retrieved by considering
61=exp(j@)), ie. @ = L6).

In more detail, we express the quadratic terms in (22) as
a function of 6;. Therefore, the constraints on the signal power
and the interference-pulse-noise of (22b) and (21b), are, respec-
tively, expressed as in (23a) and (23b) on top of the page, where
ﬁr,d’u Ll = =1H fru ! + Aaul !, . Hence, the optimization problem

(22), for BS [, can now be expressed as

Maximize —— Z Z Z Bjlog, (1 +T 1) (24a)
ors Pl fof kKl eudd

subject to:

(220), (23a), (23b), (24b)

| zHy 2
6%,y L om {o, frﬁulk,i,kﬂj’d,u,’i,}jt Praul it |
2
‘9, roub,jb ‘ + ﬁr,d,ui,] ‘ + 20 {01 fr ul, Jiﬂrduk ]k}

Clearly, the non-convexity of the optimization problem in (24)
originates from (23a), (24¢) and (24d). To solve this issue, we ap-
ply the SCA approach. Specifically, the LHS and RHS of the con-
straint (23a) are lower bounded, via FTA, at given points {5,(t>}
and {F(t) {(f)} in the iteration t as

U U

2

o ®
G 2291{(0 ) [ uffruku’o,}
() 2 >
- (@ ) Tuul 226), (25)
®) . (® (9] ®
Fuﬁ(f 5{ = F”L {ui + F“L ({ ; >

®) ®

+;qu< -T ) F(rusy) (26)

respectively. Similar to (25), we apply FTA to the RHS of the con-
o
the page. Moreover, the equality constraint (24d) is relaxed to in-
equality, such that |§,| <1, where the optimal solution of 8; is
necessarily normalized to satisfy unit-modulus phase shifts of the
active RIS elements. Hence, the optimization problem in (24) can
finally be written as

straint (24c) at given points } as shown in (23c) on top of
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Max1mlze —_ Z Z Z Bilog, (1 +T 1) (27a)
ors Pl €L lgeK yl erd!
subject to:
(23b), (22¢), (23¢) (27b)
ﬁr,d,uf{,ui +2946, r,uf(,uf< 0r,d,u§(,u{(
+2@) =T (N6 ) ik uj 4, (27¢)
61] <1,v1,m e M,. (274d)

The sub-problem (27) is a convex optimization problem, which can
be solved by, e.g., CVX. The ideal phase shifts of the selected RIS el-
ements are retrieved by firstly calculating the angle of the obtained
phase shift matrix, and then the result is normalized as a com-
pensation to the relaxed unit modulus constraint. Meanwhile, the
phase shifts of the non-selected elements are chosen as {0, 27},
ie.,

L,
Gim=1 lol
{0,27},

a,,mzl,meﬂl, (28)

Gm=0,meM,.

3.2.2. Binary phase selection matrix design A

Given the optimal transmit beamforming and ideal phase shifts
for each BS, the binary selection matrix sub-problem is formu-
lated as in (22) after appending the constraint (20f). For the sake
of problem tractability, the optimization problem (22) is firstly re-

formulated in terms of A by substituting the constraint (20d) into
2

; H H
the quadratic forms of (22), e.g., ’(hd’u,k +hr,u§<®,G,> Wl,k,,u}( as
follows
2
H
9.t + 00
— T o el®l
- ‘qd,u;(,uf< + (al O el )fr ul ul +d - al) 1:r u u
2
= ‘qd uf u’ + 17 fr u u' +al diag (eJ‘PI - 1) fr u, uL
. e 2
= ‘qd,u;(,ui +a fr u’ u;
e . 2
— S
- ‘al fr,u;(,u§< + 20 q fr u u’ qd ul u + ‘qcl,u;(,u;< ’ (29)
. _ _ hH —
where qd,ufc,uﬁ{ _qd,u’ ul, 17 fr ubub qd,ufc,uf( _hd’u;(wl,k,, 0o f ubul =
. H _ . i .
diag (hr,ui> G,w,’kl,u;( and fr,u;{,ug( = diag (em — 1)fr’u5( L Substi-

tuting (29) into the user signal power constraint (22b), the result
becomes

. 2
‘ale 1o

r,uk,uk

+ 2% (a, fr bl d, ul, u’> + ‘q‘d,ufﬁui
=Ty &y ki uj €Uy (30)

which is non-convex with respect to a;. Hence, the LHS and RHS

are approximated at given points {a,(t)} and {Fg,), OF similar to
k I<
(25) and (26), as
T§ a®
alt, >2<)%{< ) b o uka,}
. 2
( ,()) fr,uf(,uk £Q), (31)
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e F<r>§<r> +r0 <§ CS”)
k k uk

+4, (F ; —r“’) F(rusy)- 52

Accordingly, the constraint (22b) can be reformulated as

2

Q(a)+29n <al-risr,uf<.u5<d;,u§{,u;(> + (Ejd,u:k’ui
>F (Fu,k;u,k) Vkub el (33)

which is convex. Similarly, the total interference-plus-noise con-
straint (21b) is reformulated in terms of @; as in (34) on top of the
next page. Meanwhile, the fairness constraint (21c) can be approx-
imated using FTA as

2
<

Te
af 4
‘ 1 0r g -

2 .
3%} T ¥ a
+ 29 <al fr,uL,iqu,uﬁ@ii> + ’qd,ui,if{

2
T
o | (4 ) f
2)1{( ) fru JLfr uj, “kal} (al ) fr'”fij
2y Ty a* d 2
290 (af g i 0 )+ [l

{uf(,ifc,jfc} eu,’c,l, ki. (35)

.l .l
Vzk > Jio

Moreover, the constraint (20f), in (20), has an [-0 norm in its LHS,
which is equivalent to an [-1 norm due to the fact that the A is
binary. Therefore, we have,

Janl, = lan |, =1"an < 1,vm, (36)

which is an affine constraint. However, q; ,; € {0, 1} is non-convex.
Hence, we invoke the DC method [47] to recast it as

> (1Tal — a,Tal) <0, (37)

leL
O<am=<1Vlm. (38)
It is obvious that constraint (37) is non-convex, which could be

tackled by applying a penalty factor i > 0 and move it to the ob-
jective (20a). Doing so, we obtain the following objective

P’ ZZ ZBllogz( +Ty )

tot jeL kel ul eud!
T T
—,uZ(l a —a a,), (39)
lel

which is still non-convex with respect to a; due to the non-

concavity of the penalized quadratic term. To resolve this, we em-

ploy FTA to find the lower bound on the term Y (17a;—aaj)
lel

at given points {al(t)} as

MZ(lTal—alTal) ZMZfl @), (40)

lel lel

where fj @) 217, — (al() a —2(a (a, —-a").

By plugging (33)-(36) and ( 8)-(40) into (20
tion problem is finally approximated as

), the binary selec-
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uj
k . 2 . 2
A T ' T . .
I(al) = Z (‘al fr’ufaii + 2N (al fr’ui»iiq;u;@i;{> —+ ‘qd,u;(,i}( )
g
K UL , 5
T§ Té . . 2 1 I
+ Z Z (’al fr,ugc,xlc + 20 (al fr,u;{,xlcq;,ui,,dc) + ‘qd,ufc,xlc ) +0° =< guis v, ki, u, e uk (34)
a#ki xl=1
B
Maximize Z Z Z Tllog2 (1 + F“i) Y(m)
A,F’; lel k[E’C[ UiEZ/[,l( Pmt
—MZfl @, (41a)
lel
subject to:
(22¢), (33)~(36), (38), (41b)

which is a convex optimization problem and can be solved using
CVX.

3.3. Overall optimization framework

Algorithm 1 summarizes the proposed alternating optimization
approach to find the optimal values of Wuzk,¢l, A, given the initial-

ization A=1, where x© and x denote the initial and the t-th
iteration value of variable x. Lines 2 to 6 in the algorithm solve the
optimization problem corresponding to the transmit beamforming
and RIS reflection coefficients for each cell [, followed by evaluat-
ing the binary variable of the allocated RIS elements. Based on the
optimal A, the variables Wu;< , ¢ are updated one more time, as in
line 8. Finally, the NOMA decoding order is updated based on the
optimal @; as in line 9. The convergence of the iterative algorithm
is guaranteed due to the non-increasing and bounded properties
of the variables Wu;(,qb], A [48] as will be demonstrated in the fol-

lowing section.

Algorithm 1 Joint optimization algorithm of the multi-cell RIS-
assisted energy-efficient NOMA system.

1: Set the initial values WL(,’),aw),ﬂ(O),él(O), r® ¢ and iteration index t = 1.
k

2: repeat
3 foreach [ € £ do
4: Calculate Wl(f,) by solving (19).
k
5: Obtain §” by solving (27).
6: Construct <pl“n)1 using (28).
7: Find A® by solving (41).
8: end for
9: Update NOMA decoding order as in [29, Eq. (33)].
10: t=t+1.

11: until Convergence

3.4. Algorithm complexity analysis

Finally, it is important to study the computational complexity
of the proposed algorithm. According to Algorithm 1, the main
optimization problem in (9) can be efficiently solved through
iteratively solving the three subproblems using the CVX tool-
box in MATLAB until it reaches a preset accuracy v. The com-
plexity of applying the interior point method to solve the ac-
tive beamforming optimization subproblem, in (19), is in the
K Uk

L
order of O Y Y 3 (Ntlk,ui)4'510g2 1/v)
=1k=140 2

[46]. Moreover,

10

»X(m)

Fig. 2. A 2D illustration of the proposed model setup.

the complexity of applying SCA for solving the binary selection
and ideal phase shift problems, in (41) and (27) is given as
0 (2(LM)*®log, (1/v)) [49], respectively. Hence, the overall com-
plexity of our algorithm is in the order of

L Kk U
>

k

PIEDY

=1k=1yl —
=1k 1”k*1

0 ((Nellauf)* ) +2(M)>* | log? (1)

4. Simulation results

In this section, we examine the performance of the proposed
Algorithm 1 via numerical simulations, where the EE performance
is averaged over 500 Monte Carlo realizations. All the simulations
are implemented on a computer with processor Ryzen 7 5800H,
GPU NVIDIA RTX 3050 Ti 4GB, Matlab Version 2022b and CVX
toolbox Version 2.2. We consider a 2D model of the multi-cell RIS-
assisted NOMA system as shown in Fig. 2. In this scenario, the RIS
is located at (0,0) and equipped with M = 20 elements. The BSs’
locations are assumed to follow the standard hexagonal deploy-
ment at a distance d; = 100 measured from the origin. The users
are randomly distributed in a circle of radius r, = 10 m, which
is located at r, =20 m away from the origin. Moreover, we as-
sume that the system consists of 3 cells, where 4 NOMA users
are clustered into 2 clusters. Each BS is equipped with N; =6 an-
tennas, and each user has a single antenna. The noise power is
assumed o2 = —80 dBm and the channel gain between two points,

a and b follows a Rayleigh model with mean value E [|ha,b|2] =

(0%
w(dg—;") . [50], where @r = —20 dB expresses the signal attenu-

ation at the reference distance d, =1 m and the d; denotes the
distance between points a and b, and ¢ is the pathloss expo-
nent. The pathloss exponents of the BS-user, BS-RIS, and RIS-user
links are assumed 3.6, 2, and 2, respectively [7,51] for each cell.
The minimum target NOMA rate and the maximum power budget
are set as lein =1 bps/Hz, VI, k, u§< € Z/{Ii and P!, =25 dBm, VI,
respectively.

In the following, we compare the EE performance of the pro-
posed system against the conventional OMA-based system. More-
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Fig. 3. Convergence of the proposed NOMA and OMA systems versus the number of
iterations with the existence and absence of RIS at P!, =25 dBm, PlCir =18 dBm
and Ny =6.

over, both access techniques will be investigated for two scenar-
ios; with and without the RIS. It is worth mentioning that the
OMA-based system follows a similar problem formulation as in
(9) excluding the SIC decoding and clustering-based fairness NOMA
constraints, where the total EE is calculated as follows:

2
S §logy {1+ ‘(hguﬁhﬁu,?ﬁz)wu,
OMA __ leLuety S0
- 2 >
Y P+ Y X [wy
leL leLujet

where §; = % denotes the frequency allocation factor for each user
u; in cell I. Also, we deploy conventional OMA.

Fig. 3 shows the convergence of the proposed algorithm. For
the case with RIS, the OMA-based system converges faster than
the proposed NOMA one, where the OMA system requires 3 itera-
tions compared with 10 iterations in case of NOMA. The reason is
that the solution space of the proposed system is enlarged by the
SIC decoding constraints. However, the proposed system outper-
forms the conventional OMA by 78% in case of deploying the RIS
with M = 20. Also, the EE performance gap increases in the case of
no RIS. Moreover, the NOMA- and OMA-based systems show faster
convergence without deploying the RIS, where the EE maximiza-
tion problem is solved without considering the actual phase shift
constraints and only relies on the transmit beamforming design
sub-problem.

The EE performance of both NOMA and OMA versus the num-
ber of RIS elements is then investigated in Fig. 4. It is obvious that
the EE improves with increasing the number of RIS elements for
both systems. Moreover, the RIS provide better EE compared with
the baseline schemes with no RIS. Specifically, the NOMA system
shows about 65% EE improvement against 100% in the OMA-based
model when the number of RIS elements is increased from 20 to
70 elements. This is because as the number of RIS elements in-
creases, the inter- and intra-cluster interference in NOMA restricts
the passive RIS array gain and hence, limits the EE improvement.
Moreover, the performance gap between NOMA and OMA starts
at 80% for 20 elements and decreases to 47% when the number
of RIS elements is increased to 70 since the RIS DoFs are fully
exploited to enhance the users’ signals for the OMA case. In the
NOMA case, on the other hand, the trade off between limiting the
total interference and energy consumption hinders the EE growth.

11
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Fig. 4. EE performance versus the number of RIS elements M with P’max =25 dBm,
PL. =18 dBm and N; =6.

However, a larger number of RIS elements is required for the OMA
system to approach the NOMA performance, e.g., the OMA sys-
tem requires 60 elements to approximately achieve the NOMA EE
performance with 20 elements, which emphasizes the NOMA effi-
ciency in multi-cell multi-band communications.

Next, Figs. 5a and 5b, respectively, demonstrate the SE, which
is defined as the achievable rate per unit bandwidth and EE of
the proposed NOMA system and the conventional OMA against the
maximum allowed transmission power for different number of RIS
elements. It is seen from Fig. 5a that the NOMA system can achieve
better SE than OMA when the maximum transmission power is
less than 31 dBm. However, the intra- and inter-cluster inter-
ference increases with PL .., which hinders the SE improvement
when the users share the same resources in NOMA. Specifically,
NOMA is 25.4% more spectral efficient than OMA when M = 40
and PL,, <31 dBm. On the other hand, OMA shows an SE im-
provement of 1.78 bps/Hz from that achieved by NOMA when Pinax
increases and reaches 35 dBm. Moreover, increasing the number
of RIS elements, from 20 to 40, shows a smaller performance im-
provement in NOMA than in OMA along the range of P! .. For in-
stance, when PL .. =29 dBm, NOMA’s performance improvement
is about 1.16 bps/Hz when M increases from 20 to 40 elements,
meanwhile this gap is about 14 bps/Hz for the OMA scenario.
This is because the intra- and inter-cluster interference limit the
passive array gain of RIS in the NOMA scenario, as explained in
Fig. 4. Moving to the EE performance in Fig. 5b, we can observe
that EE improves with PL .. and then decays with it in the case
of NOMA. The reason is that the BSs exploit the maximum avail-
able transmission power to enhance the SE of NOMA users (in the
numerator of the EE in (7)), where SE is an increasing function in

2
. In Fig. 5a, it can be observed

the transmission powers Hw, kil
g,

that as the allowed maximum transmission power increases to a
specific value, such as P!, =31 dBm, the SE exhibits a logarith-
mic growth, which has a slower rate of increase compared to the
power consumption in the denominator of (7). That is why the
overall EE performance exhibits the observed behavior in Fig. 5b.
On the other hand, the OMA EE is monotonically increasing with
PL ., as the SE grows exponentially for the same range of P ., as
exhibited in Fig. 5a. Consequently, Fig. 5 reflects the optimal upper
bound on each BS transmission power that maximizes the total EE
of the proposed NOMA system.

The impact of the RIS-users distance r, on the EE performance
is then illustrated in Fig. 6. It can be noticed that when the cluster
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of users moves towards the BS, EE first decreases marginally, then
increases with ry. The reason is that the reflected signal by the RIS
is attenuated when the users clusters are shifted away from the
RIS, which weakens the RIS array gain. With further increment of
v, the users become near to a BS, which enhances their received
signals and hence, the corresponding EE.

Finally, Fig. 7 shows the effect of increasing the number of
NOMA clusters and OMA users on the EE performance. We can
observe the increasing EE performance gap that can be achieved
by the proposed NOMA system over the OMA one due to the
MIMO-NOMA multiplexing gain in the power domain. Specifically,
increasing the number of transmitting antennas such that K; < N;
provides spatial DoFs to multiplex more NOMA clusters whereas
the users within each cluster are multiplexed in the power domain.
This achieves better EE and SE performance thanks to the two-
dimensional (spatial and power domain) multiplexing of NOMA
when compared with OMA that supports only one-dimension mul-
tiplexing of frequency/time. However, increasing the number of
NOMA clusters beyond a certain limit, e.g., K; > 4, reduces the EE
performance due to the following facts. First, the inter-distance be-
tween the NOMA users, in the cell-edge area of radius ry, shrinks,
therefore the channel gain differences start to disappear, which
leads to an inferior SIC decoding process. Second, the intra- and
inter-cluster interference as well as the power consumption in-
crease, which hinders the exponential growth of EE. On the other
hand, increasing the users in OMA enhances the SE and EE as the
multiplexed OMA users communicate independently in separate
sub bands without inter- or intra-interference issues.

5. Conclusion

In this paper, we studied the impact of RIS deployment in
NOMA-enabled multi-cell communications on energy efficiency.
Based on this model, we designed the transmit beamforming at
each BS, the reflection coefficient matrix of the RIS, and the selec-
tion matrix, which specifies unique RIS elements for each cell/BS,
to maximize the total EE. Due to the coupling among the design
variables, we adopted an efficient iterative algorithm, in which
SDR was exploited to optimize the transmit beamforming and SCA
as well as penalty-based DC programming were invoked to find
the actual RIS phase shifts of the selected RIS elements. Numeri-
cal results showed a significant EE improvement in the proposed
NOMA communication system when compared with the conven-
tional OMA. Moreover, the results revealed the critical transmis-
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sion power level for NOMA beyond which the EE starts decaying.
Besides, the EE performance of the proposed NOMA system was
shown to deteriorate after the number of clusters at each cell-edge
exceeds a certain limit, where similar channel conditions are likely
to hinder the NOMA potential.

Although we presented results for a specific scenario, the pro-
posed model can be generalized and applied for different com-
munication scenarios with different objectives but share the same
assumptions and setup as our proposed model. For instance, min-
imizing the power consumption for NOMA-enabled IoT networks,
where different operators deploy IoT devices communicating over
different frequency bands to collect environmental or sensing in-
formation. Another example is coexistence in communication-radar
systems, where specific RIS elements can be adjusted for maximiz-
ing the radar sensing functionality, while the required QoS of the
communication users can be achieved by a different group of RIS
elements. Hence, a different waveform can be independently de-
signed based on operational frequencies.

Moreover, there are many issues of the proposed RIS-based
model that are worth studying in future work. To illustrate, this
model can be exploited in future fast channel estimation thanks to
the associated low overhead corresponding to the partially selected
RIS elements for each BS/cell. In particular, the number of reflected
channels requiring estimation reduces significantly, which reduces
the complexity of channel estimation as well as the errors in CSI.
Another potential aspect for future research is the integration of
machine learning techniques to dynamically update the optimiza-
tion variables in real-time, considering the continuous variations
in the associated channels, particularly in highly-correlated NOMA
channel environments.
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