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Abstract—Growing penetrations of single-phase distributed
generation such as rooftop solar photovoltaic (PV) systems can
increase voltage unbalance in distribution grids. However, PV
systems are also capable of providing reactive power compen-
sation to reduce unbalance. In this paper, we compare two
methods to mitigate voltage unbalance with solar PV inverters:
a centralized optimization-based method utilizing a three-phase
optimal power flow formulation and a distributed approach
based on Steinmetz design. While the Steinmetz-based method is
computationally simple and does not require extensive commu-
nication or full network data, it generally leads to less unbalance
improvement and more voltage constraint violations than the
optimization-based method. In order to improve the performance
of the Steinmetz-based method without adding the full complex-
ity of the optimization-based method, we propose an integrated
method that incorporates design parameters computed from the
set-points generated by the optimization-based method into the
Steinmetz-based method. We test and compare all methods on
a large three-phase distribution feeder with time-varying load
and PV data. The simulation results indicate trade-offs between
the methods in terms of computation time, voltage unbalance
reduction, and constraint violations. We find that the integrated
method can provide a good balance between performance and
information/communication requirements.

Index Terms—Reactive power compensation, solar PV,
Steinmetz design, three-phase optimal power flow, voltage
unbalance.

1. INTRODUCTION

EPLOYMENTS of distributed energy resources (DERs)
D such as rooftop solar photovoltaic (PV) installations are
growing. Uncertainty in solar PV generation, which is gen-
erally distributed unevenly between phases [1], as well as
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large, time-varying single-phase loads such as electric vehicles
can increase voltage unbalance in distribution grids. Voltage
unbalance captures the degree to which the three-phase voltage
magnitudes differ between phases and the phase shift deviates
from 120 degrees. Unbalanced voltages may lead to damage
or derating of three-phase motors [2] and can induce neutral
currents in four-wire systems, which increase network losses
and affect protection devices [3]. We note that managing volt-
age unbalance is different from voltage regulation, which only
manages voltage magnitudes, e.g., through volt-var control [4],
[51. [61. [7].

Inverter-based reactive power control has been proposed
as a promising solution to mitigate unbalance since it has
lower investment costs and better transient performance [8]
than traditional methods, which include balancing DER con-
nections between phases [9]; utilizing switching devices such
as transformer tap changers, voltage regulators, and capaci-
tors [10]; or installing static synchronous compensators [11].
Centralized methods that solve a three-phase optimal power
flow (OPF) problem using active and/or reactive power injec-
tions by inverters as control variables have been discussed in [8],
[12], [13], [14], [15]. A major challenge with such central-
ized optimization-based methods is the computational burden
for large systems along with the need for accurate network
measurements and reliable communication. Alternatively, dis-
tributed optimization methods, such as [4], [5], [16], [17], [18],
can be used to reduce the computational burden. However, these
methods focus on voltage regulation and cannot be used to accu-
rately capture voltage unbalance because they employ convex
relaxations or linear approximations that assume that the distri-
bution grid is nearly balanced. Other distributed or decentralized
methods that do not solve any optimization problem and rely
on local measurements have been proposed in [19], [20], [21].
These methods are computationally faster and require less sens-
ing and communication, but provide sub-optimal performance
compared to optimization-based approaches. The newest dis-
tributed/decentralized approaches use data-driven learning to
mitigate unbalance. For example, a reinforcement learning
approach to volt/var and volt/watt control of PV inverters to mit-
igate cyber-physical attacks that induce unbalance was proposed
in [22]. However, such approaches can require significant data
and long training times.

In this paper, we examine and develop methods to mitigate
voltage unbalance in distribution grids. Rather than proposing
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an optimization-based method or a distributed method, we
propose to integrate both types of methods. There are few
works in the existing literature that focus on integrating differ-
ent approaches for unbalanced distribution grids. Hierarchical
control strategies which integrate centralized and distributed
approaches for voltage regulation have been proposed in [4],
[6], [7], [18]. However, these strategies also assume that the
distribution grid is balanced or nearly balanced, making them
unsuitable for mitigating voltage unbalance. Here, to develop
an accurate integrated method for unbalanced networks, we
first compare the centralized and distributed methods to gain
a better understanding of the advantages and limitations of
each method and then identify different ways to integrate
them in a realistic setting. Specifically, we propose to solve
the centralized optimization-based method less frequently and
modify the design of the distributed method to incorporate
information/set-points generated by the optimization-based
method. There are multiple ways in which the optimization-
based set-points can be leveraged in the distributed method,
and hence an important contribution of our paper is to assess
which integration approach is most promising. Our ultimate
goal is to achieve similar performance as the centralized
optimization-based method, but with requirements on com-
putation, sensing, and communication that are comparable to
that of the distributed method.

The centralized optimization-based method used in this
paper determines inverter set-points by solving the three-phase
OPF problem proposed in [15], which we solve here with
a successive linearization approach to improve computation
time. This method achieves the best possible solutions while
satisfying all network constraints, but requires full knowledge
of the system and extensive communication infrastructure to
collect the real-time load and PV generation at every single
node in the system. The distributed method is based on [21]
and computes inverter set-points by solving a system of linear
equations based on Steinmetz design [23]. This method only
requires local measurements of the voltage at and the power
flowing into one or more nodes and a simple one-way com-
munication network to send commands to inverters. Relative
to [21], the Steinmetz-based method is extended to further
reduce unbalance as well as voltage constraint violations.

While theoretical guarantees and convergence proofs are
important for establishing performance, they are notoriously
hard to obtain for realistic power system problems. Therefore,
we leave this to future work and instead focus here on inves-
tigating performance empirically but rigorously using highly-
realistic simulations. Moreover, we identify conditions under
which the centralized, distributed, and integrated methods are
suitable or not suitable to be implemented in practice.

The main contributions of this paper are as follows. 1) We
review the previously-developed optimization-based [15] and
Steinmetz-based [21] methods, and identify the pros and cons
of each method. Relative to [21], we extend the Steinmetz-
based method to further reduce unbalance as well as volt-
age constraint violations. 2) We identify different ways in
which the two approaches can be integrated to achieve the
benefits of both methods. Specifically, we discuss various
ways in which the infrequently obtained set-points from the
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optimization-based method can be leveraged by the Steinmetz-
based approach. 3) We compare the performance of the
previously-developed optimization-based and Steinmetz-based
methods as well as six variations of the integrated method
in simulations on a large, realistic distribution feeder with
time-varying realistic PV generation and residential load data.
Specifically, we compare unbalance reduction, voltage con-
straint violations, and computational time for each method,
considering different computation and communication delays.
4) Based on the simulation results, we quantify the advan-
tages and drawbacks of each method and identify the most
promising integrated approach which we refer to as the direct
implementation approach with local PV strategy. Our results
demonstrate that this integrated approach outperforms the
optimization-based and Steinmetz-based methods.

The rest of the paper is structured as follows. Section II
introduces the voltage unbalance problem and the challenges
associated with the optimization-based and Steinmetz-based
methods. Section III details both methods and introduces the
design of the integrated method. Section IV presents a case
study that explores the performance of each method on a large
taxonomic feeder using actual PV generation and residential
load data. Section V concludes the paper.

II. VOLTAGE UNBALANCE PROBLEM AND CHALLENGES

In this section, we first define unbalance and then provide
a high-level overview of the voltage unbalance problem and
two existing methods to address it.

We use the voltage unbalance definition adopted by IEC
Standard 61000-2-2 [24] and commonly referred to as the
Voltage Unbalance Factor (VUF). In phasor notation V =
|V|£8, where V is a complex voltage phasor, |V| is the voltage
magnitude, and & is the voltage angle. The complex conjugate
of V is denoted by V*. For a three-phase node i, the VUF is

Vo
VUF; [%] = % x 100, where
i
i =
V%:Vf—l—a-V’.—l—a Vf
1 3 b
Ve 4aZ.VP4a. Ve
Vi_: :+ 3x+ r' (1)

Here, Vf and V; are the positive and negative sequence volt-
age phasors [25]; V¢, VP, V¢ are the line-to-neutral voltage
phasors at node i, and a = 1£120°. The IEC Standard [24]
limits voltage unbalance in low- and medium-voltage systems
to 2%. Voltage unbalance causes significant damage to three-
phase motors [26], [27], such as temperature rise, output power
and torque reduction, and increased losses. As reported in [28],
each 0.2% increase in unbalance reduces motor lifetime by
approximately one year. Repair and replacement costs due to
voltage unbalance are significant, up to $28 billion a year [29].
Therefore, to extend the lifetime of three-phase equipment, we
attempt to reduce the VUF at critical nodes, i.e., nodes with
expensive three-phase equipment (e.g., motors used seasonally
at rural farms that do not have reactive power compensa-
tion installed.) We do this by controlling the reactive power
injections of PV systems without curtailing their active power
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TABLE 1
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QUALITATIVE COMPARISON OF OPTIMIZATION-BASED AND STEINMETZ-BASED METHODS

Optimization-based Method

Steinmetz-based Method

Performance + Achieves lowest possible VUF at any three-phase node — Achieves considerable VUF reduction in general cases
+ Cost function can include multiple objectives, such as — Cannot significantly improve VUF with high unbalance
reducing network losses or unbalance at multiple nodes upstream of critical node and/or limited downstream
+ Considers network constraints reactive power capacity
— Does not consider network constraints
Information — Requires detailed network model + Does not require network model
— Requires load and PV measurements at every node + Requires only local measurements
Communication  _ Requires two-way communication system + Requires only one-way communication system
Computation — Computationally heavy (solves a nonlinear, non-convex + Computationally simple (solves a linear system of equa-

optimization problem)

tions)

injections so that customer energy cost savings or profits are
not affected. Our methods can target one or more critical
nodes. We also note that mitigating unbalance at just one
critical node usually achieves significant unbalance reduction
across the entire feeder, as we will show in our case study
results in Section IV.

The optimization-based method solves a three-phase OPF
problem that minimizes the VUF at critical nodes to determine
the optimal reactive power injections of PV systems [15]. This
method requires a detailed network model (including topol-
ogy and parameters) as well as load and PV measurements
throughout the network. The benefits of this method include
its ability to provide the lowest possible voltage unbalance
at the critical node, while satisfying all network constraints.
However, the drawbacks are the need for accurate system
data along with frequent two-way communication to receive
measurements from every node and send the reactive power
set-points to individual PV systems. Moreover, significant
computational effort is required to solve the OPF problem.

The Steinmetz-based method utilizes Steinmetz
design [23], [30] to calculate the reactive power injections at
each critical node that would make the load downstream of
that critical node appear balanced. Our previous work [21]
extended this approach to instead calculate the change in
reactive power injections of PV systems distributed down-
stream of critical nodes. This method only requires local
measurements such as the three-phase complex voltage
at each critical node as well as the three-phase complex
power flowing into that critical node. Set-points are sent
from each critical node through a one-way communication
network to the downstream PV systems. The complexity of
the Steinmetz-based method is similar to that of a simple
local Q-V droop controller used for voltage regulation in
that local measurements are used to make decisions on
reactive power injections. However, it is different in that
it mitigates voltage unbalance through a control policy
derived from network physics without the need for heuristic
droop coefficients. The Steinmetz-based method requires less
sensing, communication, and computational effort than the
optimization-based method, but it does not guarantee optimal
performance or constraint satisfaction. Furthermore, it does
not work well when the unbalance upstream of the critical

node is significant and/or the downstream flexible reactive
power capacity is limited.

Table I provides a qualitative comparison of the
optimization-based and Steinmetz-based methods. We
observe that both methods have different advantages and
limitations. The key question we address in this paper is
whether it is possible to obtain set-points for the PV systems
at more frequent intervals than the optimization-based method
can provide while also achieving a larger reduction in
unbalance and constraint violations than the Steinmetz-based
method is able to achieve by itself. To do this, we develop
an integrated method that can achieve similar performance
to the optimization-based method but requires similar com-
munication, measurements, and computation effort as the
Steinmetz-based method. The different ways of integration
are discussed in Section III. Our case study in Section IV
compares all the methods quantitatively.

III. METHODS TO MITIGATE VOLTAGE UNBALANCE

In this section, we describe the optimization-based and
Steinmetz-based methods and introduce the integrated method.
For ease of exposition, our formulations assume all PV
systems are single-phase and connected phase-to-neutral,
though our approaches can be easily extended to handle
phase-to-phase connected PV systems, as we considered in
[15], [21].

A. Optimization-Based Method

The optimization-based method is formulated as a three-
phase OPF problem that minimizes voltage unbalance at the
critical node. We first provide an overview of the general pro-
cedure detailed in our previous work [15]. We then describe
how a successive linearization approach can be used to solve
the problem.

1) General Procedure: The distribution system is modeled
in the phase frame [31]. We consider a radial network where A/
is the set of nodes and f2py is the set of controllable PV
systems. All vectors and matrices are denoted with bold letters.
The per-unit voltage magnitudes and angles at any three-phase
node i are represented using |V;| = [[V?| [V?| |V|]" and
0; = [67 9}’ 9§]T, respectively. Similarly, the three-phase
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active and reactive power injections at node i are denoted P; =
(P¢ P? P51 and Q; = [Q? @ Q1 respectively. For any
single- or two-phase node i, we ignore the missing phases,
ie., |Vil, 8;, P;, Q; € R"®i where ng; is the number of phases
at node i. The overall number of single-phase connections is
denoted by n =) ", xrna,i.

The distribution substation node ‘ref” is assumed to be a per-
fectly balanced three-phase node and is chosen as the voltage
magnitude base and angle reference, i.e.,

Vier =[1£0° a2 a]'. )
We limit all other voltage magnitudes
V<IV|<V, Vpelabycl icN\ref,  (3)

where V and V are the lower and upper per-unit voltage
magnitude limits, respectively.

The decision variables are the per-unit reactive power injec-
tions of each PV system k denoted Qpy ;. We do not curtail its
active power injection Ppy j, which is assumed known. The
PV system reactive power injection is constrained by

— Opvi < Qpvi < Opvi, Yk € Qpy. 4

Here, Epv‘k = \/ |S1:n,r‘k|2 — (va‘k)z is the time-varying reac-
tive power capacity of PV system k, which is a function of the
time-varying active power injection Ppy ; and the fixed rated
apparent power [Spy |.

Set ng.i includes PV systems at node i € A/ connected to
phase ¢ < {a, b, c}. The active power injection be and reactive
power injection Q? at i € N\ ref are

Y Pevi—Ff (5a)
keQpy ;

Y oevi—0f, (5b)
keQpy ;

where P‘i‘,-, Qf,i are the active and reactive power demand,
respectively. At node ‘ref’, we need to include the active and
reactlve power from the substation at phase ¢, denoted

and st, respectwely The power m]ecuons at node ‘ref’ are

mef = Z Ppy k — l-efs (6a)
kEQP’V,ref

=0+ Y Owvi—0f (6b)
keQy et

The active power demand Pf and reactive power demand QL ;
at node i € A/ connected to phase ¢ < {a, b, ¢} are modeled as
functions of the voltage magnitude using a polynomial (ZIP)
load model [32],

Pﬁ,i F Pg,s +Pfs q144 +P§,i VPR,
0fi=0pi+ O VP + 0%, VPP,
where Pg,f + le‘f_i represents the constant power load com-

Py + 70t
and P‘ii S5 jQ% ; the constant impedance load component.

(7a)
(7b)

ponent, the constant current load component,
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Following [15], we denote the element-wise product by ©
and express the multi-phase active power injection P; € R"®i
and reactive power injection Q; ¢ R"®i at node i € N as

P;=|Vilo Z G;j ©C(6;) +B; ©S(0;)] - VI, (3a)
jeN

Q; = Vil @ ) _[G; ©S(68;) — B;; © C(6;)] - Vi,
N

(8b)

where Gj;, Bjj € R"®#*"®j are submatrices denoting the real
and imaginary components of the bus admittance matrix Y e
R™" derived in [15]. For a branch connecting three-phase
nodes i and j, C(;), S(#;) € R3*3 are defined as

[cos(62 —67) cos(62 —6?) cos(62 —6)
C(6;) = | cos(67 —67) cos(67 —67) cos(6? —65) |,
cos(6; — 6 ) cos(67 — 6}?’ cos( 67 — 67
[sin(62 —02) sin(02 —0?) sin(62 —of
S(6;) = | sin(67 —67) sin(6f —6/) sin(67 —6F
_sin o5 — Gj" sin{ 6f — 6}?’ sin( 67 — BJF

For single- or two-phase nodes, the missing phase entries are
removed, i.e., C(0;), S(8;) € R"®>X"%J,

We minimize voltage unbalance at the critical node ‘cr’ by
minimizing the square of VUF

2 i 2
V. Vol ew
min VUF2 = min | °T|2 =min—2—9. (9)
|V vt vk,
where V4. Vg and Vcrd,V+ are the rectangular form

representatlon of the negative and positive sequence voltage
phasors V— and V+. The subscript ‘d” denotes the real part and
‘q’ denotes the imaginary part. Note that it is easy to include
multiple critical nodes in the objective function by summing
up the square of the VUF at all of the critical nodes.

In summary, the three-phase OPF is

min VUF,
s.t. Voltage limits: (2), (3),

Reactive power limits: (4),

Nonlinear AC power flow: (5)—(8). (10)

Other constraints such as branch current limits can be eas-
ily included in the three-phase OPF problem formulation.
Although branch current limits could become a concern with
increasing PV penetrations, we omit these constraints to focus
on voltage unbalance problems.

2) Solution Timeframe: The three-phase OPF (10) is non-
convex and nonlinear which makes it challenging to solve for
large systems. In practice, it would need to be solved fre-
quently as load and PV generation change. As illustrated in
Fig. 1, we assume load and PV measurements are available
at regular time intervals t,,. However, the corresponding reac-
tive power set-points are available only after a time delay 4
that includes both the computational time as well as the com-
munication delay associated with acquiring measurements and
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Fig. 1. Optimization-based method implemented on a time-varying system.

sending set-points to the PV systems. If the delay z4 is large,
the reactive power set-points may no longer be optimal since
load and especially PV generation can change quickly in real
distribution systems.

3) Successive Linearization: In [15], we solved the non-
linear optimization problem (10) with Ipopt. In this paper,
to reduce the computation time, we employ a successive lin-
earization approach [33], [34]. In successive linearization, we
start with an initial power flow solution, about which we lin-
earize the AC power flow equations using a first-order Taylor
series approximation. Then, we embed the approximation in a
modified OPF problem that selects the optimal changes in the
decision variables from the previous power flow solution, and
computes the decision variables (|V;|, 8; ¥Yi € N, Qpvx Yk €
Qpy) as the previous solution plus the change. Using these
decision variables, we solve the power flow and repeat the
process until convergence to an AC feasible solution. The
solution has converged when the total deviation of the new
solution with respect to the previous solution is below a speci-
fied tolerance. For the ZIP load model, we utilize a zero-order
approximation by using the initial voltage magnitude solu-
tion in (7) to compute the approximate load demand. This is
recalculated in each iteration based on the updated voltage
solution.

The difference between our approach and the classic suc-
cessive linearization approach for OPF is that the power flow
Jacobian used in the approximation corresponds to the three-
phase unbalanced system and is of dimension R>>?". In
addition, we maintain nonlinear expressions for the VUF
objective, which means that the problem is still non-convex
after the power flow equations have been linearized.

When minimizing the VUF at the critical node(s), the
optimization algorithm can sometimes identify solutions that
would require large reactive power injections from the PV
systems. Such solutions are less desirable than solutions with
smaller reactive power injections and, in some cases, they also
lead to convergence problems for the algorithm. To promote
solutions with moderate reactive power injections and faster
convergence, we add a penalty on the reactive power injections
to our objective function (9),

Open =W E (QPV.k)Z-

keQpy

(11)

Here, w is a scalar weighting factor, which we choose to be
small to ensure that higher priority is given to minimizing
VUE A larger w will reduce the reactive power injections

IEEE TRANSACTIONS ON SMART GRID, VOL. 14, NO. 3, MAY 2023

from PV systems and promote convergence of the algorithm,
but may also increase the resulting VUF.

B. Steinmetz-Based Method

The Steinmetz-based method computes the change in reac-
tive power injections needed make the load downstream of a
critical node appear balanced. We use the distributed controller
from [21], which requires a simple communication network.
Steinmetz design can also be implemented in a completely
decentralized way [21], but this is not discussed here. We
first describe the general procedure and then propose two new
heuristic strategies that improve performance.

1) General Procedure: First, consider a single critical
node. As shown in (1), VUF., becomes zero when the
negative-sequence voltage V_ is eliminated. If the network
upstream of the critical node is balanced, then V_ becomes
zero when the negative-sequence current I is driven to zero.
Denote the change in reactive power injections required to
make the load downstream of the critical node appear bal-

T
anced by AQe = [AQ% AQE AQL] . To compute AQc
we set the negative-sequence current to zero, i.e.,

A =1 4a a1 =0, (12)

where 12 = ((S2 +jAQZ)/VE)* V¢ < {a, b, ¢} are the phase
currents flowing into the critical node and S¢; V¢ € {a, b, c}
are the complex power flowing into the critical node (including
both the load at the critical node and the total downstream load
and line losses), with S¢; = [SZ S5, Sﬁr]T

Splitting (12) into its real and imaginary parts, we obtain
two equations; however, AQ,, has three unknowns. In order
to reach a unique solution, we add a constraint that sets the
sum of changes in reactive power injections to a specific value

Q. ie.,
AQE +AQL + AQS =0, (13)

where Q is a design parameter. The change in the three-phase
reactive power injections AQ,; can now be obtained by solv-
ing the system of equations (12) and (13), which we write
compactly as

AQx =£(Ser, Ve, 0),

where Ver = [V2 V2 VE]". In [21], we set Q to zero so
that the total reactive power demand of the system remained
constant and the voltage profile did not change significantly.

We need to assign a share of the total change in reactive
power AQ, to each controlled PV system, which we do using

AQpvi =wnAQS, Vke Qpva. (15)

Here, AQpv i is the change in set-point for PV system &k,
¥ € [0, 1] is the reactive power contribution ratio from PV
system k, PV system k is connected to phase ¢, and Qpy 4
is the set of controllable PV systems downstream of the crit-
ical node. To ensure the sum of changes in reactive power
injections equals Q, we set

Z =1 V¢elab,c}

&
keQpy 4

(14)

(16)
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&
-~ b
3

Local measurement interval tg

Fig. 2. Steinmetz-based method implemented on a time-varying system.

where ng. 4 is the set of controllable PV systems downstream

of the critical node that are connected to phase ¢. Like Q, the
contribution ratios yx Yk € Qpy 4 are also design parameters.
In [21], we allocated AQ,, to each PV system based on its
rated apparent power using

[Spv il

Ve=———"21—, Vke Qpv 4.
Yreat, , |Sevrl

amn

Since |Spy (| is constant over time, we refer to the contribution
ratio computed with (17) as the constant ratio.

Each PV system implements the change in reactive power
set-point up to their reactive power limits, i.e., at timestep #

— 4 2 | o §
Opv.ko if Qpy i +AQpy > Opv
-
Oovi = 1—Opv s if Qpy; + A0y < —Opvi

Opv i + AQby . otherwise.
(18)

When the system has multiple critical nodes, the above pro-
cess is applied at multiple nodes simultaneously. Each critical
node will control downstream PV systems up to the next
downstream critical node. In [35], a convergence condition
is established for when the feeder has multiple critical nodes.

In [21], we showed that, even if all PV systems exactly
implement the requested change in reactive power set-
point (15), the system does not become perfectly balanced
because downstream losses (i.e., the downstream load imposed
by the network itself) will change with the change in reactive
power injections. If load and PV generation remained con-
stant over time, reactive power set-point changes could be
recomputed with new measurements iteratively until unbal-
ance converged to zero or a small value. In practice, load
and PV generation vary over time and so it is not possible to
achieve exact convergence. Therefore, we compute the changes
in reactive power injections whenever new local measurements
of S;; and V., are available, e.g., at regular time intervals z,
as shown in Fig. 2. Since these measurements are gathered
locally, the interval r; can be much shorter than the interval
Tm used by the optimization-based method. Moreover, the time
delay associated with solving the system of equations (14) and
sending set-points is so small that it is neglected (i.e., 7Ty = 0
for this method).

2) Heuristic Strategies: As discussed in Section II, the
Steinmetz-based method does not perform well when unbal-
ance upstream of the critical node is significant and/or down-
stream flexible reactive power capacity is limited. Furthermore,
the method does not consider network constraints and so can
lead to voltage magnitude limit violations. We propose two
strategies to mitigate these drawbacks.

2039

The first strategy controls PV systems upstream of the
critical node to help reduce unbalance at the critical node.
Specifically, we use upstream PV systems, belonging to the
set Qpvy = Qpy \ £py 4. to balance a proxy critical node
near the substation, while using downstream PV systems to
balance the critical node. This means that we implement the
Steinmetz-based method on two nodes simultaneously, where
the controller at the proxy critical node uses only a portion
of the downstream PV systems, specifically, those not con-
trolled by the controller at the critical node. This requires
one-way communication between the proxy critical node and
PV systems in Qpy ,, and between the critical code and the
PV systems in Qpy 4, but no communication between the crit-
ical nodes. Note that this approach can be further generalized
to an arbitrary number of controllers each controlling a subset
of the PV systems downstream of that controller.

The second strategy, referred to as the local PV strategy,
reduces voltage magnitude limit violations. Since voltage mag-
nitudes and reactive power injections are positively correlated,
PV systems use local voltage measurements to modify reac-
tive power set-points that would exacerbate voltage constraint
violations using

~BAQpv k. if (V] - V) <0and AQpyx <0
—BAQpv, if (IV¥|—V) > 0and AQpyy > 0
AQpv i,

AQpy | =
otherwise,

(19)

where PV system £ is connected to phase ¢ of node 7, and B is
a positive scalar. For example, if V"] is greater than the upper
limit and the controller asks for an increase in reactive power,
i.e., AQpy i > 0, the PV system will instead reduce reactive
power to decrease the voltage magnitude, and vice versa when
the voltage is less than the lower limit. Here, we simply set
B = 1. In our case study, we discuss the benefits and some
drawbacks of this approach.

C. Integrated Method

We next introduce the integrated method, which attempts
to achieve the simplicity and speed of the Steinmetz-based
method with the performance of the optimization-based
method. Specifically, the integrated method uses solutions
obtained periodically from the optimization-based method to
choose the design parameters Q and y, Yk € Qpv g used
in the Steinmetz-based method. We compute the sum of
changes in reactive power injections Q from two consecutive
optimization-based method solutions, i.e.,

O'= Y (Gvi-a3):

keQpy q

(20)

where Q;’V.k is the optimal reactive power set-point of PV
system k at time 7. Note that here we use notation correspond-
ing to the controller at the critical node, but the integrated
method can also be used by the controller at the proxy critical
node. The contribution ratios y; Yk € Qpy 4 are set equal to
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the ratios obtained by the optimization-based method

t
t QPV,k

}/k T T —
Zk’eg‘é’v,d Qbv i

Vk € Qpv 4. (21

which we refer to as the varying ratio since it changes over
time.

We now introduce two approaches to implementing the
integrated method. Fig. 3 shows both approaches.

1) Indirect Implementation Approach: The indirect imple-
mentation approach uses the results of the optimization-based
method at r* to compute the change in reactive power injec-
tions, i.e.,

AQL =7 S5, VL, (22)

Y (Ohvi— v

ke gPV,d

Then, until new optimization-based method results are
received, we update the reactive power injections using

AQ::I' :f(s::r’ Vi:r’ 0)’

i.e., we do not change the total injected reactive power since
we have no further information from the optimization-based
method. The indirect implementation approach is shown in
Fig. 3(a).

2) Direct Implementation Approach: The direct implemen-
tation approach directly applies the reactive power set-points
ng of the optimization-based method when it is available,
as shown in Fig. 3(b). Then, until new optimization-based
method results are received, the Steinmetz-based method does
not attempt to make the entire downstream load appear bal-
anced. Instead, it attempts to make the change in downstream
load from the optimal downstream load AS. = S! — S%,
where Sﬁ; is obtained from the optimization-based method at
t*, appear balanced. Therefore, we update the reactive power

Vte (', 1" + ), (23)
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TABLE 1T
SUMMARY OF METHODS TO MITIGATE VOLTAGE UNBALANCE

o 2 Local PV
Abbreviation Method Q ¥ Strategy
oM Optimization-based - - -
sM Steinmetz-based 0 Constant N
SMpy Steinmetz-based 0 Constant Y
InDirop Integrated: Indirect OM Results  Varying N
InDirgp pv Integrated: Indirect OM Results  Varying Y
InDircons pv Integrated: Indirect OM Results  Constant Y
Dirop Integrated: Direct  OM Results  Varying N
Dirgp pv Integrated: Direct ~ OM Results ~ Varying Y
Direons pv Integrated: Direct OM Results  Constant Y

injections using
1 it t Kk ok
AQL =f(ASL, VL., 0), Vte (', + tm), (24)

where, again, Q‘ = 0 since have no further information from
the optimization-based method.

In summary, when using the indirect implementation
approach, the Steinmetz-based method obtains set-points from
the optimization-based method, performs a calculation to
obtain the reactive power injections, and then sends them to the
PV systems. In contrast, when using the direct implementation
approach, the results from the optimization-based approach are
sent directly to the PV systems without any changes. This dif-
ference in how the optimization-based solutions are used is
shown by the green arrows in Fig. 3. We further note that both
the indirect and direct implementation approaches can be com-
bined with either the constant (17) or varying (21) contribution
ratios y Vk € S2py.

D. Method Summary

Table I summarizes all of the methods, and lists the full
set of variations that we explore in our case studies. For
each variation, we list its abbreviation, the underlying metlAlod,
how the sum of changes in reactive power injections Q is
computed, how the contribution ratios y are computed, and
whether (Y) or not (N) the local PV strategy is applied. The
optimization-based method does not use Q, ¥, or the local PV
strategy. The Steinmetz-based method can be applied with or
without the local PV strategy. For the variations on the inte-
grated method all use optimization-based method results (OM
Results) to compute Q, but differ in whether the direct or indi-
rect implementation approach is used, the constant or varying
contribution ratio is used for y, and the local PV strategy is
used to manage voltage violations.

IV. CASE STUDY

We next present a case study that compares each of the
methods applied to a large feeder. For demonstrations of the
performance of the optimization-based and Steinmetz-based
methods on small test feeders, we refer interested readers to
our previous work in [36] and [21]. We first describe the
feeder, simulation implementation, and performance metrics.
We then detail results of static and time-varying cases. Finally,
we provide recommendations for the most suitable methods
under different scenarios.
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Substation
~@hNode 3,

Fig. 4. Taxonomic feeder R1-12.47-1 [37] visualized using [38].

A. Feeder Description

We use a large test network based on the R1-12-47-1 tax-
onomic distribution feeder from Pacific Northwest National
Laboratory [37], shown in Fig. 4. It includes 185 three-phase
nodes and 1649 single-phase nodes, resulting in n = 2204
single-phase connections. We modified the feeder by adding
598 residential solar PV systems (265 connected to phase a,
150 connected to phase b and 183 connected to phase c), all of
which belong to Qpy. Our goal is to minimize voltage unbal-
ance at node-359 (orange dot) where a three-phase motor is
connected. It also has a high VUF. We select node-3 to be the
proxy critical node (blue dot). The set Qpy 4 includes 124 PV
systems downstream of node-359 (enclosed by the orange line)
and Qpy, includes the remaining 474 PV systems (enclosed
by the blue line).

B. Simulation Implementation

The optimization-based method was modeled in Julia and
the OPF problem was solved using Ipopt [39]. The Steinmetz-
based and integrated methods were implemented in MATLAB.

We run two types of simulations to compare the meth-
ods. The static case models only a single time step and is
used to compare computation times and solution qualities. In
this case, the integrated method with the direct implemen-
tation approach produces the same solution as that of the
optimization-based method since it directly uses the results
of the optimization-based method in the first time step, and is
therefore not included in the comparison. The time-varying
case models an entire day using load and PV data with 1-
minute resolution. The primary purpose of the time-varying
case is to investigate the impact of the measurement interval Ty,
and time delay 4 on the performance of all methods. We sim-
ulate a benchmark scenario for the optimization-based method
in which measurements are available frequently (r,, = 1 min)
and there is no time delay (rg = 0). We also simulate two
more-realistic scenarios with t,, = 4 =15 or 60 min. Each
variation of the integrated method also uses t, = g =15
or 60 min. The Steinmetz-based and integrated methods use
7, = 10 s.

PV active power injections are computed from 1-min irradi-
ance data from the National Renewable Energy Laboratory’s
Measurement and Instrumentation Data Center [40]. Fig. 5(a)
illustrates the six PV generation profiles (from six different
cloudy days) used to model the active power injections of PV
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Fig. 5. One-minute resolution measurement data. (a) 6 normalized PV active
power injection profiles from NREL [40]. (b) 30 nominal load active power
profiles from Pecan Street [41].

systems. Each profile is normalized by its maximum value.
For each of the PV systems, we scale a randomly assigned
normalized profile by a value drawn from a uniform distri-
bution ranging from 9 to 18 kW to obtain its active power
injections. We assume the maximum apparent power capac-
ity of each solar PV system is 20 kVA. Additionally, we use
1-min residential load data from Pecan Street [41]. Each of
the 598 houses on the feeder is modelled as a ZIP load with
nominal active power randomly chosen from one of the 30
24-hour load profiles shown in Fig. 5(b). We assume that load
and PV generation remain constant within 1-min intervals.

Defining the PV penetration level as the ratio of the time-
varying total PV generation (in kW) to the time-varying total
load (in kW), we find that the average PV penetration level
throughout the day is 45.63% with a maximum PV pene-
tration of 199.84% occurring at 11:25 am. There is however
significant variation in the PV penetration level throughout the
day.

C. Performance Metrics

We assess the performance of each method in terms of
unbalance improvement and voltage constraint violations.

For the static case, we assess unbalance improvement by
reporting the unbalance the critical node VUF359 and the mean
unbalance across all 185 three-phase nodes, i.e., VUFy =
ZI-EN% 3 VUF; /185, where N 3¢ is the set of three-phase nodes.
As explained in Section III-B, the Steinmetz-based method
benefits from an iterative implementation that allows unbal-
ance to converge to a small value. Therefore, all variations
of the Steinmetz-based and integrated methods iterate until
convergence and we report the results obtained at convergence.
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TABLE III
COMPARISON OF METHODS — STATIC CASE

Unbalance (%) Voltage
Method VUF3ss VURa ‘ o (%) Min(pu) Max (pu)
Tnitial | 1932 1433 | 0000 0948 1.095
oM | 0001 0091 | 0000 0913 1.100
SM | 0043 0063 | 27.178 0930 1142
M 0344 0207 | 0000 0928 1.100
PV ©114) (0122) | 27.495) (0.927)  (1.119)
IDirg. | 0234 0135 | 1633 0917 1.135
—_— 1330 0844 | 0045 0918 1103
InDiroperv | (0720)  (0.627) | (20508) (0911)  (1.154)
—_— 0248 0154 | 0408 0922 1.104
esPV | (0107) (0115 | (17015  (0.921)  (1.115)

*converges to a constant oscillation: peak (trough)

For the time-varying case, we assess unbalance improve-
ment by reporting the mean VUF at the critical node over
the day, ie., VUF359 = ), .7 VUF;5/T, where T is the
set of time steps within the simulation and T = |7 is the
number of time steps, with T = 1440 for the optimization-
based method (corresponding 7, = 1 min over 24 hours) and
T = 8640 for the Steinmetz-based and integrated methods
(corresponding 7, = 10 s over 24 hours). We also report the
mean VUF across all three-phase nodes and over the day, i.e.,
VUFai = 3 e Yienss VUFI/(185 - T).

We assess voltage constraint violations by reporting the
percent of voltages that violate their voltage limits

100
=Dy ¥ >

teT ieN ¢elab,c}

(25)

where z'f't is a binary variable indicating whether the voltage

magnitude in phase ¢ at node 7 at time step f is outside of the
voltage limits, specifically,

P I 1, if VP <Vor V¥ >V

26
! 0, otherwise, e

where V = 0.9 p.u. and V = 1.1 p.u. Note that T = 1 for
the static case. We also report the minimum and maximum
p-u. voltage magnitudes across all phases, nodes, and time.

D. Static Case Results

Table III summarizes the static case results computed using
load and PV data at 15:15 pm. We observe that the initial VUF
at the critical node is close to the 2% IEC Standard limit. Both
the optimization-based and Steinmetz-based method signifi-
cantly reduce the VUF at the critical node, which also leads to
considerable reduction in the mean VUF. All variations of the
Steinmetz-based and integrated methods use the first heuristic
strategy, i.e., a controller at the proxy critical node controls PV
systems upstream of the critical node. If we implement SM
without this strategy, the VUF at the critical node can only be
reduced to 1.008% (versus 0.043%), demonstrating the value
of controlling upstream PV systems.

We also see that the optimization-based method produces
solutions that do not violate voltage limits (i.e., « = 0) but
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Fig. 6. Convergence of the VUF at the critical node for variations of the
Steinmetz-based method and integrated method with the indirect implemen-
tation approach. All variations that use the local PV strategy converge to a
constant oscillation.

TABLE IV
REACTIVE POWER INJECTIONS (KVAR) OF DOWNSTREAM PV SYSTEMS

Method Phase @ Phase b Phase ¢ Total
oM -5.97 42257 103.16  -325.38
InDirgp 22037  -739.13 193.38  -325.38

the standard Steinmetz-based method results in a large number
of overvoltages since it has no mechanism to enforce voltage
constraints. Using the local PV strategy, we can reduce the
violations at the cost of increasing the VUF. However, the
local PV strategy leads to constant oscillations as shown in
Fig. 6, where low VUF corresponds to high o and high VUF
corresponds to low «. Table III reports results corresponding
to the peak and trough of the oscillation.

The integrated method cannot achieve unbalance or voltage
results as good as those of the optimization-based method;
however, InDircospy has better (average) performance than
that of SMpy in terms of both unbalance improvement and
voltage constraint violations. Further, InDiryp; achieves a com-
parable unbalance improvement with significantly less voltage
constraint violations and no oscillations. Overall, this sug-
gests that setting Q equal to the sum of changes in reactive
power injections computed by the optimization-based method
improves performance.

_ Despite using the optimization-based method results for
Q and y, InDirpp; does not have the same performance
as the optimization-based method. To explain this, we
show the reactive power injections in each phase in
Table IV. We see that, though the sum of reactive power
injections over all downstream PV systems is the same
(Zkeﬂw,d Opvi = —325.38 kVAR), the allocation to
the phases (zkes}f,’\,d Opv i V¢) is completely different.

Fundamentally, the methods have different goals, with the
optimization-based method directly reducing unbalance at the
critical node versus the Steinmetz-based method attempting
to make the downstream load appear balanced. This is what
causes the different phase allocations that, in turn, result in
different reactive power set-points and performance.

We next explain why InDiryp pv performs much worse than
InDirconst pv, as shown in Fig. 6, despite the only difference
being the use of the varying versus constant contribution ratio.
Fig. 7 provides a comparison of the y ratios for all 598 PV
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Fig. 7. Comparison between the varying and constant ratios of the integrated
method with indirect implementation approach.

systems. As we can see, the varying ratio has much larger
absolute values than the constant ratio for some PV systems.
The varying ratios can become large when the optimization-
based method’s reactive power set-points for PV systems on
the same phase have different signs but the sum of injections,
i.e., the denominator of (21), is small. In our case, the sum of
injections on phase a is small (—5.97 kVAR, as reported in
Table IV), leading to the large varying ratios shown in Fig. 7.
Large ratios lead to large changes in reactive power set-points,
which can violate reactive power limits and require modifica-
tion using (18). When this happens, PV system provide less
reactive power compensation than desired, resulting in less
unbalance improvement. In our case, the varying ratio causes
90 PV systems to operate at their limits while the constant
ratio causes only 22 PV systems to operate at their limits.
Lastly, the integrated method is significantly faster than
the optimization-based method. It takes 750 s to solve the
optimization problem, but only 0.01 s to solve the linear
system of equations used by the Steinmetz-based method,
highlighting the benefit of the integrated method, i.e., using
the optimization-based method for occasional updates and
Steinmetz-based method for frequent updates.

E. Time-Varying Case Results

Table V summarizes the time-varying case results computed
using load and PV data from the entire day. Starting with
the optimization-based method, we see that the mean VUF
and voltage constraint violations increase when the OPF is
solved less frequently with longer time delays. The Steinmetz-
based method achieves a low mean VUF but voltage constraint
violations are significant. Again, the local PV strategy helps
reduce voltage constraint violations but increases the VUF. The
integrated method with the direct implementation approach
performs better than the integrated method with the indirect
implementation approach in terms of both unbalance improve-
ment and voltage constraint violations. This means that the
set-points generated by the optimization-based method pro-
vide a better starting point than the set-points generated by
the Steinmetz-based method using the design parameters com-
puted from the set-points generated by the optimization-based
method.

We next explore the time-series results of each approach.
Fig. 8 compares the time-series results of the optimization-
based method (left), Steinmetz-based method (middle), and
integrated method with direct implementation approach (right).

2043
TABLE V
COMPARISON OF METHODS — TIME-VARYING CASE
Method Time (min) Unbalance (%) Voltage

Tm Ta | VUFasa VUFa | o« (%) Min (pu) Max (pu)
Initial | - - | 1746 1285 | 0.087 0.882 1.122
1 0 0.002 0074 0.000 0.900 1.100
oM 15 15 0.085 0.108 1.720 0.886 1.134
60 60 0.174  0.153 2.600 0.897 1.138
sM % = 0043 0065 | 17.337 0.916 1.172
SMpy - 0.161  0.122 4.061 0.900 1.138
— 15 15 0.101 0098 | 11.613 0.911 1.178
oF 60 60 0.097 0094 | 11377 0.902 1.164
e 15 15 0.269  0.198 2.325 0.906 1.169
PV 60 60 0208 0159 3.369 0.897 1.163
s 15 15 0.125  0.103 3.008 0.910 1.139
consPV |60 60 0127 0103 3.036 0.898 1.143
Dit 15 15 0.059 0092 2.103 0.888 1.146
opt 60 60 0.093  0.101 4.366 0.872 1.165
s 15 15 0075 0.098 1.149 0.889 1.160
PV 60 60 0.106  0.106 1433 0.876 1.168
o 15 15 0061 0092 1.173 0.889 1.134
o 60 60 0.100  0.103 1.353 0.875 1.138

The top plots show the evolution of the VUF at the crit-
ical node and the bottom plots show the evolution of the
maximum and minimum voltage magnitudes across all single-
phase connections. The integrated method variations in the
right plots all use t, = 74 = 60 min, and these plots
also show the optimization-based method implemented with
Tm = T4 = 60 min.

All variations of all methods significantly reduce unbalance
at the critical node; however, all but the benchmark (OM with
Tm = 1 min, ty = 0 min) lead to over-voltages on phase a,
which has the largest number of PV systems, in the middle
of the day. Consistent with the results reported in Table V,
we can see that unbalance and voltage constraint violations
increase when the OPF used by the optimization-based method
is solved less frequently. For the Steinmetz-based method, the
local PV strategy reduces voltage constraint violations but
increases unbalance. Furthermore, while we no longer see
constant oscillations since the net load is time-varying, the
VUF and voltage magnitudes associated with SMpy exhibits
high-frequency variation.

Although all variations of the integrated method with
the direct implementation approach produce a smaller mean
VUF than the optimization-based method implemented with
this same measurement interval and time delay (as seen in
Table V), in Fig. 8 we can see that there are times when
the optimization-based method out-performs the integrated
method, for example, during the time period shown in the inset
plot. This is because the integrated method tries to maintain
the negative-sequence voltage determined by the optimization-
based method; however, at such times, if the PV systems were
not being actively controlled to change their reactive power
injections, the negative-sequence voltage and unbalance would
be decreasing simply due to changing net load on the feeder.
Hence, changes in reactive power set-points generated by the
integrated method increase unbalance as compared to using
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Fig. 9. VUEF at critical node-359 (top) and voltage violations at all single-
phase connections (bottom) as a function of PV penetration level.

the outdated set-points generated by the optimization-based
method.

The PV generation and load demand at all 598 houses
change significantly throughout the day, resulting in varying
PV penetration levels. This allows us to assess how the inte-
grated method performs as the PV penetration level changes.
Fig. 9 shows a scatter plot of the VUF at critical node-
359 (top) and the percentage of single-phase connections that
experience voltage violations (bottom) against the PV pen-
etration level for each of the methods. Although the same
PV penetration level can have a range of different VUF and
voltage violations, we notice that the VUF and voltage vio-
lations tend to increase with higher PV penetration levels.
However, the range of the VUF and voltage violations at higher
PV penetration levels for the integrated method with direct
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Fig. 10. Smoothed VUF at critical node-359 (top) and voltage violations at
all single-phase connections (bottom) as a function of PV penetration level.

implementation approach (magenta) is, in general, smaller than
the ranges for the optimization-based method (light blue) and
Steinmetz-based method (yellow).

To enable a better comparison of the methods, Fig. 10
shows a smoothed version of Fig. 9. Specifically, we com-
pute the averages of both the VUF and voltage violations
and plot them against the average of the PV penetration.
To compute these averages, we sort the points in order of
increasing PV penetration, and create groups with a number
of data points corresponding to one hour (i.e., 60 time-
steps for the optimization-based method and 360 time-steps
for the Steinmetz-based and integrated methods). For each
group, we calculate the average PV penetration as well as the
average VUF or voltage violations. This figure confirms the
above observation that the average VUF and voltage violations
increase for higher average PV penetration levels (except for
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TABLE VI
COMPARISON OF METHODS WITH MULTIPLE CRITICAL NODES

s [T | ey | o
Initial | - - | 1023 1285 | 0.87
" ‘ 10 ‘ 0.006 0.027‘ 0.000

60 60 | 0105 0140 | 1.736
SMpy | - - | 0008 0133 | 7781
Diteonspy | 60 60 | 0063 0089 | 1856

the benchmark OM with 7, = 1 min, T4 = 0 min). The inte-
grated method with direct implementation approach (magenta)
achieves lower average values for VUF and voltage violations
even at higher average PV penetration levels compared to the
optimization-based (light blue) and Steinmetz-based (yellow)
methods.

As mentioned previously, all proposed methods can be
extended to consider multiple critical nodes. To investigate
this, we consider three additional critical nodes along with
node-3 and node-359 and run simulations with the goal to
minimize voltage unbalance at all five critical nodes. Table VI
summarizes the results obtained using load and PV data from
the entire day. We see that all methods are able to con-
siderably reduce the mean VUF across five critical nodes
(VUFgye). Similar to what we observe in Table V for a
single critical node, the Steinmetz-based method achieves a
lower average VUF than the optimization-based method (with
Tm = 74 = 60 min) but at the expense of more voltage
violations. The integrated method with direct implementation
approach and local PV strategy (Dirconspy) provides a com-
promise between the optimization-based and Steinmetz-based
methods; it is able to obtain a lower average VUF than the
optimization-based method and fewer voltage violations than
the Steinmetz-based method.

V. CONCLUSION

In this paper, we developed a novel approach to reduce
voltage unbalance using reactive power injections from single-
phase solar PV systems. The new approach combines the
advantages of previously developed Steinmetz-based and
optimization-based methods to achieve unbalance reduction
and manage voltage limits, at reasonable computational and
communication burden. The key idea of the method is to
use set-points generated occasionally (e.g., every hour) by the
high-performing but computationally-expensive optimization-
based method to guide the less effective but computationally-
simple Steinmetz-based method, which updates the set-points
every 10 s. The main contributions of the paper are to inves-
tigate different ways in which the two methods can be
integrated, and to perform comprehensive experiments to iden-
tify drawbacks and benefits of the different approaches. This
allows us to provide strong recommendations on how to
achieve voltage unbalance reduction with limited computa-
tional and communication requirements.

While we acknowledge that the paper does not provide
theoretical guarantees for the proposed methods, our main
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focus was testing these methods by running a comprehensive
set of simulations on a large, realistic taxonomic three-phase
distribution feeder using time-varying residential load and PV
data. Based on our simulation results, we were able to identify
the conditions under which the different methods for voltage
unbalance mitigation provide or fail to provide good quality
solutions. We observed that although the optimization-based
method provides the best possible solution, it might not be
practical to employ in real systems with limited measurements,
network data, and communication infrastructure. In contrast,
it is much simpler to implement the Steinmetz-based method
but its use can lead to significant voltage constraint viola-
tions and/or unbalance and voltage oscillations. The integrated
method, if designed correctly, provides a better compromise
between performance and information/computational needs.
Across all of our experiments, the direct implementation
approach provided better results than the indirect implemen-
tation approach. Further, using the local PV strategy with
the direct implementation approach decreased average volt-
age constraint violations (at the expense of a small increase in
average unbalance). Therefore, we recommend the integrated
method with the direct implementation approach and the local
PV strategy (Dircons,py) as the most promising strategy.

Our ongoing and future work is focused on inves-
tigating other approximation/relaxation techniques for the
optimization-based method to further improve computation
time and reduce time delay. We also plan to explore
more effective ways of partitioning the PV systems into
multiple groups for the Steinmetz-based/integrated methods
that achieve better performance. Lastly, we would like to
develop robust strategies that further reduce voltage constraints
violations when using the integrated method.
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