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ABSTRACT

Emergency department (ED) healthcare workers (HCWs) are inter-
rupted as often as once every six minutes, increasing the risk of
errors and preventable patient harm. As more robots enter hospitals,
and the ED, they must support HCWs in managing interruptions,
and ideally mitigate their harmful effects, without disrupting ED
communication. However, interruption-mitigation strategies, par-
ticularly for mobile telemanipulator robots (MTRs), are not well
understood. In this work, we explore interruption-mitigation and
reorientation methods for MTRs in the ED. We conducted a study
where ED HCWs teleoperated an MTR in a realistic hospital simu-
lation environment. Our findings revealed insights on how MTRs
might support multitasking in environments with frequent task
switching, and the place of autonomy in safety-critical spaces. Con-
flicting opinions about the appropriateness of different MTR behav-
iors highlighted challenges and ethical dilemmas that influence the
integration of MTRs in the ED. This work will support the imple-
mentation of interruption-mitigation strategies on MTRs, enabling
them to better support people in fast-paced, interruption-driven
environments thus reducing the risk of errors in these situations.
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Figure 1: The Stretch robot from the footage recorded in the simulation center.

1 INTRODUCTION

Emergency medicine (EM) is a complex, uncertain, high-stress,
fast-paced environment. EM HCWs must engage in multiple tasks
concurrently, including complex and rapid decision making, all
while being interrupted every six minutes [23, 56, 86]. Critically,
teams must make decisions and perform multiple tasks in which
their performance is directly connected to patient harm or death.

EDs are polychronic work environments [12], where HCWs must
account for concurrent work by others, which happens at different
time scales. Interruptions are a double edged sword. On one hand,
they help maintain fluid information flow in the ED, aiding patient
care and ED logistics [89, 91].0n the other hand, decades of human
factors research shows that interruptions can lead to preventable
patient harm, increased stress, and lower patient satisfaction [91].

Recently in response to the Covid-19 pandemic, researchers
have investigated using robots in the ED, particularly telemedicine
robots to support HCWs [44, 50, 72]. Many robots currently used
in patient-facing telemedicine are fairly simple mobile telepresence
robots (e.g., a tablet on wheels) [72]. These robots are incapable of
conducting full patient exams, as HCWs often need to physically
interact with patients to make a diagnosis [50]. Thus, MTRs may be
better suited for many ED tasks that require physical interaction.

However, MTRs increase risk for patient harm as they may inter-
act with patients, collide with people or walls, or drop or break ob-
jects. Thus, it is particularly important that MTRs are well-designed
to be usable and useful to both HCWs and patients. Understanding
interruptions and interruption-mitigation is also important in other
safety-critical contexts where MTRs could help teams of people,
like disaster zones and nuclear power plants [37, 58].


https://orcid.org/0000-0002-2686-0688
https://orcid.org/0000-0001-8698-0350
https://orcid.org/0000-0002-2899-9982
https://orcid.org/0000-0001-7906-6691
https://doi.org/10.1145/3568162.3576994
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3568162.3576994

HRI ’23, March 13-16, 2023, Stockholm, Sweden

To avoid preventable patient harm and adding to HCW burden,
MTRs must support HCWs during interruptions. While human-
robot interaction (HRI) researchers have investigated strategies
to mitigate robot-caused interruptions [4, 7, 8, 22], we still do not
understand MTR methods to mitigate interruptions caused by other
people. If MTR designs do not account for this, they could exacer-
bate the negative effects of interruptions. In particular, it is unclear
what actions, if any, an MTR should take while a HCW attends to an
interruption. Its autonomous behaviors will impact patient safety
and ED workflow, so it is important that they are well-designed.
Additionally, we do not yet understand how MTRs can help reorient
HCWs to the task they were performing before the interruption.

In our research, we explored HCWs’ strategies for dealing with
interruptions in the ED and how an MTR can assist HCWs in man-
aging interruptions. We investigated what behaviors ED HCWs
think robots should engage in when the HCW is interrupted (e.g.,
stopping, continuing the task, handling the interruption in some
way). Furthermore, as errors can happen due to task-switching
[74, 95], we investigated the possibility of robots helping HCWs re-
orient after interruptions. We also explored how willing ED HCWs
are to engage with different types of interruptions, given the type
of task they are performing (similarly to [26]).

We conducted a study with ED HCWs. First, we conducted
information-gathering interviews to understand the clinical decision-
making process when handling interruptions. We also discussed
desirable MTR behaviors that could mitigate the impact of interrup-
tions in different scenarios. Based on these interviews, we created a
realistic MTR prototype, which enabled clinicians to experience the
simulated teleoperation of the MTR in a medical center. We then
used the prototype to conduct a study that explored how MTRs
might support HCWs when they are interrupted, and help reorient
them when they return to their original task.

Our contributions are three-fold. First, we explore the roles of
MTRs in the ED during physically interactive patient care tasks, fo-
cusing on how MTRs can mitigate interruptions from other people.
These mitigation strategies may lower HCW cognitive load and
increase task completion, thus reducing preventable patient harm.

Second, our work informs the HRI community on broader impli-
cations of appropriately designing MTR behaviors for integration
into HCW workflow. We highlight efficiency trade-offs, technology
limitations, and ethical tensions when designing MTR behaviors
that support HCWs. Our analysis on suitable robot behaviors also
takes into account the level of autonomy, patient and HCW safety,
trust, and the potential for robot failures. Third, to support repro-
ducibility in the HRI community, we provide access to our MTR pro-
totype: https://github.com/UCSD-RHC-Lab/MTR-Sim. This could
help researchers rapidly test and validate interruption-mitigation
strategies for MTRs. Through these contributions, we encourage
HRI research in MTR-mediated interruption-mitigation in the ED,
as well as other interruption-driven, safety-critical environments.

2 BACKGROUND

2.1 Robots in Healthcare

In light of outbreaks like Covid-19, HCWs may experience increased
stress [62, 76], adversely affecting the ability for healthcare sys-
tems to respond. Thus, research efforts in robotics have focused

Sachiko Matsumoto, Pratyusha Ghosh, Rabeya Jamshad, & Laurel D. Riek

on integrating robots in to clinical spaces to help HCWs with their
workload, facilitate access to care, and minimize risk to the clinical
workforce [2, 3, 24, 31, 33, 36, 63, 66, 72, 73, 78, 96].

Telepresence robots are one type of robot explored during the
pandemic [21, 72], as well as other contexts like collaborative teams
[77, 88], school and work [5, 46, 59, 60, 67, 80], and personalization
[29]. They are mobile robots that incorporate video conferencing,
providing operators with an embodiment in a remote location.

MTRs are another kind of robot used in hospitals. These robots
are remotely controlled by a clinician, and are similar to telepres-
ence robots with the addition of a manipulator to effect changes
in the remote environment. They have been used to perform care
tasks such as cleaning, item delivery, and monitoring vitals [39, 47].

However, deploying robots in hospitals, particularly in EDs,
poses unique challenges which must be addressed for successful in-
tegration into existing workflows. Prior work suggests that robots
in the ED must be designed to navigate crowded hallways and
avoid collisions, account for the complex care needs of high acuity
patients, widely ensure robots’ safety and usability, and account
for differences in workflow and physical environments at different
EDs [50, 78, 82—-84]. Therefore, despite MTRs’ potential to support
HCWSs’ work, their behavior must be carefully designed to facilitate
the interruption-prone, time and safety-critical workflow of the ED.

2.2 Interruptions in the ED

Workflow interruptions are key characteristics of EDs [1, 14, 26,
27, 30, 38, 40, 91-93]. When interrupted, HCWs typically assess
their workload and prioritize tasks based on criticality. They may
multitask or stop the current task to attend to the interruption, and
then reorient back to the original task after the interruption [1, 93].

These interruptions adversely affect patient care outcomes in
the ED [38, 93], resulting in more clinical errors and lower task
completion [74, 94]. Additionally, highly interruptive environments
increase fatigue and stress, and decrease critical thinking and situa-
tional awareness among HCWs, potentially causing delays in care
[26, 91, 93]. Patient satisfaction may also be adversely affected [38].

EDs utilize many strategies to manage interruptions and mitigate
their negative impacts [13, 64]. For instance, reducing interruptions
[6, 11], facilitating asynchronous communication, and using tech-
nology to facilitate information access may reduce care disruption
[42]. Cognitive strategies, such as mental rehearsal of the original
task or use of environmental cues, may also support recollection and
reorientation upon task resumption [64]. However, it is unknown
whether these strategies are feasible and effective longitudinally
in different types of EDs [13], and we do not understand what ef-
fect MTRs may have on these strategies. Thus, our work explores
suitable MTR interventions for managing interruptions in the ED.

2.3 Interruptions in HRI

HRI researchers have investigated the effects of interruptions on
trust and reaction times, as well as in safety-critical environments
where multitasking is required [34, 49, 98]. Researchers also ex-
plored methods to facilitate task re-engagement or corrective ac-
tions after interruptions [79, 87]. In most studies, participants were
required to attend to interruptions, whereas in real life, they often
have a choice whether or not to switch their attention. Therefore,
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Figure 2: We showed ED HCWs various interruption prompts they could respond to in the Figma prototype. Left: The prompt indicating an interruption. When this prompt appeared, an
experimenter acting as an HCW verbally explained the interruption to the operator. Middle: When interrupted, the operator could choose one of several behaviors for the robot to perform.
Right: Reorientation prompt that appeared when participants who asked the robot to continue the patient interview returned from the interruption.

in our study, we allowed HCWs to choose when to attend to inter-
ruptions, and explored the factors that influenced those decisions.

HRI researchers have also explored replicating human-human
interaction behavior in robots when interrupting individuals to
engage in social interactions. Some work proposed models to pre-
dict people’s interruptibility, and explored social behaviors to assist
with interruptions [4, 7, 8, 18, 22, 28, 35, 68—70]. Researchers also
examined preferred robot behaviors when a robot interrupted one
task to attend to another [20]. While there have been several studies
exploring how robots can handle interruptions themselves or appro-
priately interrupt others, to our knowledge, there is a distinct lack
of research in the HRI field on how robots can mitigate the effects
of interruptions when people are interrupted by other sources.

3 METHODOLOGY

We conducted a qualitative study to explore how robots can assist
HCWs in mitigating the impacts of interruptions in the ED. We
conducted this study as a realistic, online simulation via Figma,
where a remote clinician participant teleoperated our MTR (Stretch)
and was periodically interrupted. We then collaboratively explored
interruption-mitigation strategies robots could provide, including
reorientation methods, with clinicians. This study was declared
exempt by the UC San Diego IRB, under protocol number 804926.

3.1 Robot

Our study used the Stretch from Hello Robot [43] (Fig. 1). Itis a
mobile manipulator, with a non-holonomic base, an arm, and a head
camera, each with two degrees of freedom, as well as a wrist and
gripper with one degree of freedom. While having eight degrees of
freedom enables the Stretch to perform a wide variety of tasks, it
can also make controlling the robot complex.

3.2 Prototype Design

Though the Stretch has an off-the-shelf web-interface, we engaged
in an iterative design process to develop a more intuitive control in-
terface. The original interface involved significant mode switching
[19], which can place substantial physical and cognitive load on
operators [85, 97]. To limit the number of modes and windows, our
redesigned interface had two modes: navigation mode and manipu-
lation mode, similar to those described in [43] (Fig. 2). While this
somewhat limits concurrent robot motions, operators tend to per-
form manipulation only after navigating to an appropriate location

[43]. In navigation mode, the operator controls the robot base via
four arrow buttons. In manipulation mode, they control the robot
arm, wrist, and gripper via sliders and buttons. In both modes, the
operator has access to camera controls to pan and tilt the robot’s
head camera. Additionally, we added a small 3D model of the robot,
which showed the direction of the camera, to help operators orient.

We used this interface to create a realistic simulation of tele-
operating the MTR in Figma [71], a tool for UI/UX design. In col-
laboration with a HCW, we recorded footage of an experimenter
teleoperating the robot in a medical simulation center and inter-
acting with a patient simulator. We chose an ultrasound as the
task because it requires use of many of the robot’s capabilities, and
includes tasks that HCWs commonly perform. We overlaid our
interface design on this footage to develop the Figma prototype.
With this prototype, operators could pretend to control the robot to
perform an ultrasound. When they clicked buttons on the interface,
the screen would change as if the robot had moved in that direction.

3.2.1 Incorporating ED Interruptions. To better understand how
MTRs might support HCWs during and after interruptions, we
conducted a literature review and engaged two EM physicians (1
male, 1 female) in semi-structured information-gathering inter-
views over Zoom. They had 1.5 and over 20 years of experience in
EDs, respectively, and little experience with robots.

We asked the physicians how they made decisions about common
types of interruptions we found in our literature review, including
communication of patient information and broader ED information,
consultation requests, and physical assistance requests.

We then introduced the clinicians to the capabilities of MTRs,
and presented them with the ultrasound scenario we intended to
use in the prototype. We divided the ultrasound into four sub-tasks
(Fig.3) and asked how they would prioritize interruptions during
each sub-task. We also asked how they thought the robot might
help them mitigate the effects of interruptions during each sub-task,
and how the robot could help them re-orient after an interruption.

We extensively discussed insights from the interviews and our
literature review. We found that HCWs tend to prioritize based
on task criticality, ED throughput, task stage, and professional
relationships. The physicians also emphasized that robot behaviors
that facilitate efficiency, communication, and reorientation would
be helpful in mitigating the impact of interruptions.

Using these insights, we updated the prototype to include three
interruptions of varying time-sensitivity and urgency that HCWs
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Figure 3: The ultrasound task had four parts: enter the room, talk to the patient, prepare equipment, and perform the scan.

could choose to attend to or ignore. We randomized the order in
which they occurred. In the Discharge Interruption (DI), HCWs could
discharge a patient who was under observation for four hours after
an allergic reaction. This interruption would likely be of lower
urgency since the patient was stable, but could still be a priority
because discharge is important for patient throughput in the ED.

In the Consultant Interruption (CI), HCWs could take a call about
a patient with a leg fracture from an orthopedic consultant, who
would not be available for the next two hours. While this interrup-
tion also did not incorporate a high-acuity patient, it might cause a
greater sense of urgency because deferring the interruption could
delay a patient’s care for several hours. The third interruption, the
Patient Interruption (PI), was a patient with an infection whose
blood pressure had suddenly dropped and who may have sepsis.
This interruption might result in the greatest sense of urgency
because it involved potentially life threatening symptoms.

We also integrated options for robot behaviors that might be
useful to HCWs in mitigating the impact of these interruptions.
If HCWs attended to the interruption, the robot could continue
the primary task, answer simple patient questions, send patient
questions to HCWs, or do nothing. If HCWs chose for the robot to
send them questions, 20 seconds into the interruption, a prompt
would appear with a question from the patient, and they could
respond to the question. Otherwise, the robot would not disturb
them during the interruption.

After the interruption, HCWs saw a pop-up with text reminding
them what they had been doing and updates based on the robot
behavior they chose during the task (Fig. 2). Depending on the
chosen robot behavior, certain reorientation prompts also included
reports from the robot that HCWs could view if they wanted to (such
as patient history data gathered by the robot). The Figma prototype
also updated the simulation based on the choice of MTR behavior
that HCWs made, allowing the clinicians to get a realistic idea of
what help from the MTR may look like during task interruptions.

We incorporated these interruptions via a pop-up on the screen
at three points in the simulation (see Fig. 2). The first interrup-
tion was during the Interview Task (IT), when HCWs first talked
to the patient. The next interruption occurred during the Grasping
Task (GT), when HCWs were picking up the probe. The last inter-
ruption happened during the Ultrasound Task (UT), as they were
about to start the ultrasound. These tasks represent scenarios where
participants were engaging in interpersonal interaction, physical
manipulation without direct patient interaction, and physical inter-
personal interaction via the MTR, respectively, three distinct task
contexts during which HCWs might be interrupted.

3.3 Main Study

We recruited 12 participants (1 female, 11 male)! via email and word
of mouth. Participants were EM physicians with an average age
of 38 years and between 1 and more than 20 years of experience
(mean=9 years) in medicine at different types of hospitals, includ-
ing teaching, non-teaching, for-profit, non-profit, urban, and rural
hospitals. They generally had limited experience with robots. Prior
to participating, participants were asked to sign consent forms. If
they had not done so, their consent for participation and video
recording was obtained before commencing the study and they
sent the consent forms after completing the study. To preserve the
anonymity of our participants we refer to them as P1-P12.

Durign the study, one experimenter (EI) explained the study to
participants, answered participants’ questions, and conducted the
interview. Another experimenter (E2) acted as the primary patient,
and a third experimenter (E3) acted as various HCWs in the ED
who interrupted the participant.

First, E1 introduced the study, the MTR’s capabilities, and the
prototype to participants. Participants completed a tutorial with a
simple pick-and-place scenario to gain familiarity with the inter-
face in the prototype. Once participants completed the tutorial, E1
explained the main study, the roles of the experimenters, and how
interruptions would occur. Participants then began the main study.

Participants clicked through the prototype to teleoperate the
robot in the simulation. We asked them to perform an ultrasound
on the primary patient, which included four sub-tasks, similar to
the division in our information-gathering interviews.

In the simulation, participants were interrupted three times, as
described in Sec. 3.2.1. When participants were interrupted, E3,
acting as another HCW, explained the nature of the interruption.

After hearing about the interruption, participants could ignore
the interruption and continue with the task or attend to the inter-
ruption. If they attended to the interruption, they chose one of the
four behaviors for the robot described in Sec. 3.2.1.

While attending to interruptions, participants saw a black screen
with an image of people talking. E3, acting as an HCW, relayed
information to them, based on a prepared script, and asked them
questions related to the interruption for approximately one minute.

After they completed the simulation, we conducted semi-structured
interviews with participants to better understand their reasoning
behind the decisions they made during the interruptions and their
thoughts on how the robot reoriented them after interruptions.

'Women are underrepresented in EM, representing about 27.6% of active ED physicians
in the U.S. [45]. Despite efforts to reach out to women ED physicians at two medical
facilities, we were unable to increase the number of female participants in our study.
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At the end of the interview, we asked them to complete the SUS
questionnaire [9] and a demographic form.

3.4 Data Analysis

We analyzed the transcripts collected from our interviews using
reflexive thematic analysis (RTA) [15]. We chose this method as
we sought to have a more nuanced understanding of participant
concerns and ideas for possible robot behaviors. RTA granted us
greater flexibility and sensitivity in understanding participant in-
sights. First, three researchers independently critically explored
the data, and came together to discuss our initial codes. Over sev-
eral rounds of discussions, we refined the codes and grouped them
into broader themes based on their shared patterns of meaning.
Finally, based on the finalized themes, we reflected on the impli-
cations of these findings in relation to our overall research goals.
Since the focus is on reflexive understanding of the data rather than
coder consensus, in line with the RTA methodology [16] and most
qualitative papers in the HCI/CSCW communities [55], we did not
calculate inter-rater reliability.

We calculated the mean SUS score to evaluate the usability of our
interface prototype, and analyzed the different task prioritization
choices the physicians made during interruptions in the simulation.

4 FINDINGS
4.1 Managing Interruptions in the ED

Participants discussed the chaotic and dynamic nature of the ED,
including the many tasks they need to complete, the multitude
of interruptions they face, and their decision making process for
managing interruptions. One participant described their method
for managing tasks as “mildly controlled chaos” (P8). Participants
also explained the adverse effects of interruptions in the ED, such
as disrupting their ability to provide care to patients, damaging
their relationship with patients, and delaying care down the line.

Most participants emphasized the importance of patient acuity
and risk. For example, only 3/12 participants chose to attend the
interruption involving patient discharge, while 11/12 participants
chose to attend to the patient with unstable vitals. Since answering
consultant calls tends to be a “rate-limiting step” (P8) in patient care,
and delaying it can be detrimental to patients, all participants chose
to attend to the interruption involving an incoming consultant call.
These choices reflect how ED HCWs prioritize tasks, where high
acuity patients and minimizing patient care delays take preference
over discharging stable patients and ED throughput.

Additionally, participants considered the state of their task when
the interruption occurred. For instance, participants were less in-
clined to take interruptions when sterile or performing a procedure.
They were also less willing to attend to a second interruption if
they had already interrupted the primary patient’s care once.

4.2 Autonomy for Improving HCW Workflow

Participants felt that MTRs should have some degree of autonomy
in order to be useful. They envisioned how an autonomous MTR
could facilitate their workflow and help them complete tasks.
Reorientation Cues: Participants generally felt that the reori-
entation cues we incorporated into the study were “great” (P6, P8)
and “useful” (P2). They thought the cues could help them reorient
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after they returned from the interruption. One participant noted
that “cues like that are invaluable in reducing your spin up time
because [...] you don’t have to go back far in your train of thought to
rebuild the decision momentum” (P5). Some participants observed
that such cues would likely be more helpful if they were away from
the task for a substantial period of time, whereas they may not need
the cues if they only left the task briefly. One participant clicked
through the reorientation cues without reading them, but indicated
during the interview that they would consider looking at them
in the future. They expressed how the cue would need to contain
useful, succinct, organized information or else they would “click
through it just like anything else that I click through” (P7).

Facilitating Multitasking and Efficiency: Some participants
appreciated how a robot with autonomous capabilities might fa-
cilitate multitasking. They were interested in the idea of the robot
performing certain tasks for them while they attended to other
tasks. They felt this could help save them time or save time for
another person who would otherwise need to do those tasks. They
believed using the robot to multitask in this way could help reduce
the amount of time patients spend in the ED and make the ED
more efficient. One participant noted they “enjoyed” controlling
the robot, but “the degree that you’re able to get more out of the
robot without a lot of manual input from me [...] that’s efficiency,
that’s time I get back” (P6).

Participants expressed interest in autonomous assistance with a
variety of tasks. Many liked the idea of a robot taking a patient’s
history or asking billing questions. Some also suggested the robot
could autonomously navigate to certain areas, prepare tools for
procedures, update patient vitals, or provide translation services.
One participant suggested the robot could order labs, perform minor
procedures, or administer certain medications to patients.

Participants also ideated how the robot could assist with critical
patient care. Some imagined being able to quickly and easily ac-
cess multiple different patients. One participant considered having
multiple robots for critical patients so they could “flash from one
robot to like another robot and [...] look at [the critical patient]”
(P8). They also wanted to be able to see information like labs and
imaging for the patient.

Several participants also thought that autonomous robot naviga-
tion could reduce their transit time. Rather than walk or drive the
robot themselves, the robot could navigate on its own while they
performed other tasks. One participant suggested that the robot
could alert them when a patient’s blood pressure dropped and then
autonomously navigate to the patient’s room. Then, “all I have to
do is click a button and I'm now in that robot” (P5).

Participants also discussed how the robot could facilitate certain
less safety-critical patient care tasks, such as changing a TV channel
or ordering food. The robot might also be able to alert the appropri-
ate HCW if the patient asked for someone, which could potentially
relieve nurses of taking messages from patients to physicians.

Robot as Information Gatherer and Coordinator: Many
participants thought the robot could gather information in various
ways. For instance, they indicated that it was helpful that the robot
could continue the patient interview when they were interrupted.
When interrupted while conducting the patient interview during
the simulation, 8/9 participants who chose to attend to the inter-
ruption wanted the robot to continue asking the patient a standard
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set of questions. The robot acting as an “extension” (P1) of the
HCW in this way could improve their workflow by collecting and
recording data. With this information from the robot, they thought
they would likely be able to complete the patient interview more
quickly than without the robot’s assistance.

Participants also suggested the robot could gather patient ques-
tions while the HCW attended to the interruption. During the
simulation, two participants opted for the robot to send them the
patient’s questions while they were away from the room to attend
to an interruption. This could enable the HCW to know “what [the
patient] is thinking, [...], what they want to know, [...] what [the
HCW] didn’t address [...] before [they] left the room” (P1).

More broadly, the robot could collect and distill information from
different sources to help coordinate care in the ED. Participants
suggested that “tying the team together” (P3) and ensuring everyone
is aware of what is happening with a patient could be a useful role
for the robot. The robot might also help reduce the number of
interruptions HCWs face, acting as “an interface [...] like distilling
everything that I need to see [...] kind of a Cliff[’s] Notes version”
(P6). One participant suggested that the robot could collect multiple
interruptions at different points in time, summarize the information,
and alert the HCW “at the appropriate times,” which might feel
more like an “update” than an “interruption” (P6).

Shared Autonomy for Robot Control: Participants expressed
concern about their ability to operate the robot. One participant
worried, “I feel like I'd probably drop stuff and run [the robot] into
the wall [...] I just worry about messing it up” (P11). Several partici-
pants wanted full autonomy or shared autonomy for manipulation
and pick-and-place tasks in the interest of time-efficiency and ro-
bot safety. For instance, one participant said trying to pick up the
ultrasound probe “was a little bit tough” and reminded them of the
“grabber game that you do in arcade[s],” so they thought it would
be “useful” if the robot could do it autonomously (P2).

4.3 Robot as Information Provider and
Advocate

Participants discussed how they could use the robot an extension of
themselves while attending to an interruption. During the simula-
tion, two participants wanted the robot to answer some frequently
asked questions for the patient while they attended to an interrup-
tion. Another observed that “a lot of times patients don’t know
what’s going on, and the more they know, the happier they are”
(P12), so the robot could provide information. For example, the ro-
bot could update the patient about their lab results. One participant
suggested the robot could also help the patients remember their
medical history so that they may better communicate with HCWs
during patient interviews.

Participants also suggested that the robot could advocate for
the patient and assist them throughout the visit. One participant
noted, “a lot of people can’t get somebody to come in with them
to the ED,” so knowing the robot was there to assist them could be
“helpful” (P3). They thought the robot might help patients remember
questions they want to ask, since patients sometimes have difficulty
with this given all the other information they need to process.

However, some participants wondered if patients might be put off
by the robot. One participant thought patients might be frustrated
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by the rigidity of the robot, wondering how people would react
if the question was “how long [has] your [...] pain been going on
[...] and [the pain had] been going on for two weeks, but it’s been
worse over the last week” (P11). Another participant thought some
patients might be frustrated interacting with the robot, but could be
more likely to accept it if it clearly acted as an advocate for them.

4.4 Concerns around Robot Usage

While participants generally felt that the robot had the potential to
be useful, many also voiced concerns about its autonomous features
and the robot’s potential impact in the ED.

Appropriate Robot Usage: While robots could potentially as-
sist HCWs in a variety of ways during and after interruptions,
participants also discussed when they should not use the robot.
Many participants indicated they were comfortable with the robot
performing relatively low-risk tasks such as asking questions to a
patient or doing an ultrasound. On the other hand, some partici-
pants preferred to perform certain tasks in person, even if a robot
was available: “I'm gonna go check on someone I think is unstable
and I'm going to go in person for that [...] that’s universal, whether
or not I have access to a robot [...] I didn’t feel comfortable letting
the robot do that for me, I want to go there in person” (P11).

Safety Concerns around Full Autonomy: Participants val-
ued the potential for the robot to assist with patient requests, but
also brought up concerns about the robot handling these requests
autonomously. One participant illustrated how a seemingly sim-
ple request for a glass of water or help lowering their bed could
become complex (P4). If the patient needed to be put under general
anesthesia, they would not be allowed to eat or drink anything,
so complying with this request could delay their care. Similarly, a
patient having difficulty breathing might not be allowed to lower
their bed, as it could make it even harder to breathe. Thus, to help
with these requests, the robot would either need to consult with
an HCW before complying or have enough medical awareness to
know whether requests could delay care or harm the patient.

The robot would also need social awareness to handle requests
on its own. One participant provided an example of a patient asking
for their bag. If the patient was becoming “physically aggressive™
and then wanted their bag, it is “sort of a judgment thing” (P4). It
is possible the robot should not acquiesce to their requests because
their bag might contain a weapon.

Effects on Cognitive Load: Participants were unsure if an MTR
would reduce their cognitive load. Controlling the robot required
a lot of time and effort, so some “[didn’t] think it would change
[their cognitive load] too much” (P4).

Participants suggested they might attend to more interruptions
and task-switch more frequently when using a robot. “I would
probably be more inclined to interrupt my [...] history taking or
physical exam to do a task really quickly if that task is in the room
with me” (P10). Others indicated that the MTR might help them
task switch quicker or more efficiently, such as by allowing them
to switch between multiple patients’ information in different tabs.

Participants also were concerned about the robot adding more
interruptions to their work. For instance, if the robot sent patient
questions to the HCW while they were attending to another task,
it might add “choppiness” to their workflow (P12).
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ED Integration: Some participants were wary of the challenges
inherent in integrating the system into the ED. They highlighted
older computers that might not be able to run the robot’s inter-
face software and the difficulties for an autonomous robot in the
dynamic, safety-critical ED environment. As one participant ob-
served, “I think it would be tough to have it move autonomously,
just because the environment is so constantly changing, even the
same room might be organized in a different way very frequently”
(P4). Some participants also expressed doubt that a robot could au-
tonomously perform tasks requiring high dexterity or personalized
procedures, such as ultrasounds. Another participant noted that
technology often takes several rounds of iteration before it becomes
effective: “I think it has a potential to do good, but I highly doubt
that it’s going to be a [...] really effective thing to us on the first go
round just because [...] every single piece of technology that we’ve
ever developed [...] it has [challenges like], the battery runs out or
[...] it gets lost” (P7).

4.5 Control Interface Feedback

Participants found the realistic prototype interface fairly usable,
giving an average SUS score of 69 (std=10, min=55, max=_82.5).

Depth Perception Challenges: A common challenge partici-
pants faced in teleoperating the MTR was limited depth perception.
Participants struggled to understand the physical space that the
robot occupied in the world with respect to other objects. They sug-
gested that more familiarity with “what the robot [...and] arm look
like, how tall [it] is” (P3), a wider field of view, and 3D information
could help overcome some limitations with depth perception.

Control Modalities for Robot Teleoperation: Participants
suggested other modalities for teleoperating the robot. Some par-
ticipants recommended capitalizing on people’s experience with
video games for robot control, “Have you looked at [...] a twin stick?
[...] probably half the people who [...] use these things [robots] play
video games” (P5). Other participants recommended using keyboard
controls or haptic interfaces.

Supporting Face-to-Face Patient Communication: While
some participants felt the “patient interaction [was] not signifi-
cantly different for [...] the history,” (P12), others expressed concern
that the “interface [...] would be like a barrier between myself and
[...] patient interaction” (P10). Several participants liked that the
patient could see their face on the robot, with one noting they
“still think that eye contact is important in telehealth” (P1). They
also wanted the patient to be informed about when the robot was
performing a task autonomously or was being manually controlled.

5 DISCUSSION

5.1 Concerns about Automation

Our participants saw value in the robot having some degree of
autonomy to reduce burden on HCWs, which aligns with prior
work in the field [72]. However, the type of autonomy robots could
employ varied, according to our participants. For example, one
participant did not want the robot answering patient questions,
while another was comfortable with the robot assisting HCWs
caring for a time- and safety-critical patient with a heart attack.
The appropriateness of a robot performing different kinds of tasks
will likely depend on the capabilities and affordances of the robot.
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Appropriate tasks for MTRs will likely shift as technological
capabilities and perceptions of technology change. Given current
MTR capabilities, many scenarios common in the ED are still chal-
lenging. For instance, MTRs could likely deliver a blanket to a
patient, but could not perform physical patient examinations, as
some participants envisioned. As robot end effector dexterity and
tactile feedback improve, MTRs may become capable of such tasks,
but concerns around safety and trust in the robot may still make
these tasks inappropriate.

The appropriateness of robot behaviors may also vary with the
characteristics of the individual ED where the robot is located,
including the physical ED environment and the characteristics of
the people it interacts with, including patients, HCWs, and family
members [50]. [10] also argued that the usability of telepresence
robots in hospitals can be limited because of factors including HCW
training curve and lack of effort to facilitate adoptions of new
practices. More research is needed to determine which factors are
most important when determining robot behavior appropriateness,
as well as how these factors interact.

If a robot acts fully autonomously in the ED, it must be aware of
potential safety concerns for HCWs, patients, and itself. Patients
sometimes act aggressively towards HCWs. One participant re-
ferred to this, noting they might break a sterile field if there was a
physical threat to their colleague. Another participant highlighted
how the robot may need discretion even for seemingly straightfor-
ward tasks. For instance, if a patient who is acting aggressively asks
for their bag, the robot should not necessarily comply, since their
bag could contain a weapon. Similarly, other work indicates that
it is possible people may act aggressively towards the robot itself
[41, 75]. In such situations, it is not clear what steps, if any, the
robot should take to deescalate the situation. Thus, the robot must
either have enough understanding of the situation to make such
distinctions or check with an HCW to determine what is allowed,
potentially adding to the number of interruptions the HCW faces.

To navigate these complex environments in the ways partici-
pants described, robots must have adequate situational awareness,
social awareness, and in-depth medical knowledge. Individually,
these competencies are difficult for autonomous systems, even in
relatively static environments, like factories or laboratory settings.
In dynamic, chaotic environments like the ED, where the robot will
frequently need to adapt to new, unanticipated situations, robustly
designing such systems is even more challenging. Robots may not
recognize novel situations that reduce their social or situational
awareness, which could hamper their ability to act appropriately,
potentially leading to workflow disruption or patient harm. If robots
can recognize such situations, it is not clear how they can best re-
spond to their reduced capability to minimize disruption and harm.

Furthermore, competing priorities may necessitate the robot
making ethical choices that robot creators may not anticipate. In
the case of an aggressive patient requesting their bag, the robot
might know the person is agitated, but may not have enough social
awareness to know whether they intend harm, or the situational
awareness to know what their bag contains. The robot could give
the bag to the patient, potentially putting other people at risk, or
refuse the request, denying the patient access to their own property
and reducing their autonomy. It is not clear which choice the robot
should make or how the robot should make the choice.
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Despite these challenges, it is important that robots have some
degree of autonomy to enhance usability. Our participants strongly
indicated that the robot should be active while they attended to
interruptions. “Wasting time, having [the robot] do nothing [...]
doesn’t make a lot of sense to me” (P5).

5.2 Multitasking

Research indicates that interruptions lead to more errors and higher
rates of task incompletion. Thus, much prior work explores ways
to reduce interruptions. However, task-switching and interruptions
are integral to how EDs currently function [74]. To coordinate their
activities and perform tasks they need to, HCWs must frequently
task-switch. Structural changes to the healthcare system might
reduce the task load and task-switching of HCWs, but such changes
are unlikely to occur soon, and may take years to implement.

Reflecting this reality, several participants imagined how the
MTR might help them “multitask” during interruptions. They ap-
preciated the robot continuing the task they were performing when
they were interrupted. In this type of multitasking, the robot might
act as an “extension” of the HCW, performing tasks in parallel with
them. If properly implemented, such robot behaviors may reduce
HCW task load and ensure that interrupted tasks are completed in
a time-efficient manner.

To be effective, the robot must quickly and thoroughly update
the HCW about its task progress in a way that is appropriate to the
context of the situation [52]. Otherwise, such activity may add to the
HCW’s cognitive load as they attempt to understand what the robot
did while they were away. Furthermore, robots must effectively
coordinate with other HCWs in the ED as part of a larger team,
which can be challenging [51, 53, 54] Researchers have explored
various methods for robots to provide information and updates
to teammates, such as using legible motion [25], incorporating
gestures [17], and developing shared situational awareness [48, 65].
However, more work is needed to apply such strategies to chaotic
environments where modeling tasks, human teammates, and their
knowledge may be more difficult.

Additionally, robot designers must carefully consider how the
robot should behave if it experiences a failure while autonomously
completing tasks. It may need to alert people about this failure,
without adding to interruptions or disruptions in doing so. Roboti-
cists should try to design the robot transparently so people are
aware of when these failures might occur. Otherwise, failures may
decrease users’ trust in the robot [90].

Participants also described how an MTR could enable them to
task switch more efficiently. One participant suggested they may
task switch more frequently using an MTR. While it could enable
HCWs to attend to different tasks more quickly, the system must
be carefully designed to ensure this does not increase cognitive
load or the potential for errors. ED stakeholders must therefore
also consider their goals for integrating robots in the ED workflow,
balancing the competing priorities of reducing HCW cognitive
burden and enabling HCWs to complete all of their care tasks.

Participants suggested that the robot could help coordinate care

in the ED, which could help mitigate interruption impacts. Grundgeiger

et al. [32] suggested that responsibility for making sure interrupted
tasks are completed might lie on multiple people or the unit as a
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whole. If the robot could help coordinate tasks, it could keep track of
interrupted tasks that need to be completed, and potentially enable
other people to be aware of and complete those tasks. However, if
poorly designed, this could force HCWs to interact and coordinate
with the robot in addition to other HCWs and patients, potentially
adding another challenge to their workload. Thus, such a system
would need to be thoughtfully designed to avoid possibly adding
to certain HCWs’ task load or cognitive burden.

5.3 MTRs as Mediators

Many participants discussed the potential for the robot to serve
as an advocate for patients. This is an interesting idea and ties
into other work in the HRI and HCI communities. Technology, and
robots in particular, have the potential to help mediate relationships.
For instance, in Moharana et al. [57], participants suggested that
robots might take on roles that caretakers found stressful in their
relationship with a person with dementia. Similarly, an MTR might
be able to assist patients in interactions they find stressful during
their stay in the ED, like speaking up when they are concerned
about their health and not feeling heard.

However, some people may feel put off by the robot attempting
to act as a mediator. For instance, it is possible a robot mediator in
acute care could reduce communication transparency, especially
since even small changes to communication can affect patient per-
ceptions of interactions [50, 81]. [61] also discussed how telepres-
ence robots may inhibit effective emotional and social interactions,
would require transparency about robot actions and user intent, and
should communicate any privacy concerns to interactants. Thus,
the possibility of robot mediation in acute care is complex, and
requires additional research to understand more fully.

5.4 Limitations and Future Work

Our study has a few limitations. The participants were all physicians.
This was due to the fact that our study focused on physician-specific
tasks. However, we plan to include other interprofessional HCWs,
such as nurses and respiratory therapists, in future work. We also
would have liked to consider interruption management from the
patient’s perspective. However, we first needed to understand, via
this study, what types of tasks would be appropriate for the robot
to do, from the physicians’ perspective, before involving patients.
Second, while our study was conducted using fairly high fidelity
simulation, it would of course be better to run our study with a
physical robot. Once we complete development of our robot, we
plan to validate our proposed behaviors on a physical robot.

5.5 Conclusion

We presented new roles for MTRs, focusing on interruption man-
agement and preventable harm reduction. Such robots could help
enhance patient care, particularly in under-resourced areas with
limited access to medical specialties. We also described HCW pref-
erences and concerns for robot-mediated task-reorientation and
interruption management in the ED. These contributions could en-
able robots to integrate into emergency spaces with less disruption,
promote patient safety, and assist HCWs with their high task load.
This work serves as a basis for further study into robot-mediated
task management in dynamic, chaotic environments.



Robot, Uninterrupted: Telemedical Robots to Mitigate Care Disruption

REFERENCES

(1]

[10]

(11

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

M. A. Abdulwahid, A. Booth, ]J. Turner, and S. M. Mason. Understanding better
how emergency doctors work. analysis of distribution of time and activities of
emergency doctors: a systematic review and critical appraisal of time and motion
studies. Emergency Medicine Journal, 35(11):692-700, 2018.

E. Ackerman. Moxi prototype from diligent robotics starts helping out in hospitals.
IEEE Spectrum, 2018.

E. Ackerman. Autonomous robots are helping kill coronavirus in hospitals. IEEE
Spectrum, 2020.

H. Admoni, T. Weng, B. Hayes, and B. Scassellati. Robot nonverbal behavior
improves task performance in difficult collaborations. In 2016 11th ACM/IEEE
International Conference on Human-Robot Interaction (HRI), pages 51-58. IEEE,
2016.

V. Ahumada-Newhart and L. Riek. Telerobots for informal learning in schools.
ACM/IEE International Conference on Human-Robot Interaction, Robots4Learning
Workshop, 2021.

K. Anthony, C. Wiencek, C. Bauer, B. Daly, and M. K. Anthony. No interruptions
please: impact of a no interruption zone on medication safety in intensive care
units. Critical care nurse, 30(3):21-29, 2010.

S. Banerjee and S. Chernova. Temporal models for robot classification of human
interruptibility. In Proceedings of the 16th Conference on Autonomous Agents and
MultiAgent Systems, pages 1350-1359, 2017.

S. Banerjee, A. Silva, K. Feigh, and S. Chernova. Effects of interruptibility-aware
robot behavior. arXiv preprint arXiv:1804.06383, 2018.

A. Bangor, P. Kortum, and J. Miller. Determining what individual sus scores
mean: Adding an adjective rating scale. Journal of usability studies, 4(3):114-123,
2009.

M. I. Beane. In storage, yet on display: An empirical investigation of robots’ value
as social signals. In 2020 15th ACM/IEEE International Conference on Human-Robot
Interaction (HRI), pages 83-91. IEEE, 2020.

S. Berdot, A. Vilfaillot, Y. Bezie, G. Perrin, M. Berge, J. Corny, T. T. P. Thi, M. De-
poisson, C. Guihaire, N. Valin, C. Decelle, A. Karras, P. Durieux, L. M. M. L¢, and
B. Sabatier. Effectiveness of a ‘do not interrupt’vest intervention to reduce medi-
cation errors during medication administration: a multicenter cluster randomized
controlled trial. BMC nursing, 20(1):1-11, 2021.

L. Berg. Patient safety at emergency departments: Challenges with crowding,
multitasking and interruptions. PhD thesis, Karolinska Institutet (Sweden), 2018.
R. C. Blocker, K. L. Forsyth, and H. J. Hawthorne. Methodology for co-creating
provider-centered interventions for mitigating interruptions in the emergency
department. Proceedings of the Human Factors and Ergonomics Society Annual
Meeting, 62(1):485-488, 2018.

R. C. Blocker, H. A. Heaton, K. L. Forsyth, H. J. Hawthorne, N. El-Sherif, M. F.
Bellolio, D. M. Nestler, T. R. Hellmich, K. S. Pasupathy, and M. S. Hallbeck. Physi-
cian, interrupted: workflow interruptions and patient care in the emergency
department. The Journal of emergency medicine, 53(6):798-804, 2017.

V. Braun and V. Clarke. Using thematic analysis in psychology. Qualitative
research in psychology, 3(2):77-101, 2006.

V. Braun and V. Clarke. One size fits all? what counts as quality practice in
(reflexive) thematic analysis? Qualitative research in psychology, 18(3):328-352,
2021.

C. Breazeal, C. D. Kidd, A. L. Thomaz, G. Hoffman, and M. Berlin. Effects of
Nonverbal Communication on Efficiency and Robustness in Human-Robot Team-
work. In IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pages 708-713, 2005.

D. Brscic, T. Ikeda, and T. Kanda. Do You Need Help? A Robot Providing In-
formation to People Who Behave Atypically. IEEE Transactions on Robotics,
33(2):500-506, apr 2017.

M. E. Cabrera, T. Bhattacharjee, K. Dey, and M. Cakmak. An exploration of acces-
sible remote tele-operation for assistive mobile manipulators in the home. In 2021
30th IEEE International Conference on Robot & Human Interactive Communication
(RO-MAN), pages 1202-1209. IEEE, 2021.

E. J. Carter, L. M. Hiatt, and S. Rosenthal. You’re delaying my task?! impact
of task order and motive on perceptions of a robot. In Proceedings of the 2022
ACM/IEEE International Conference on Human-Robot Interaction, page 304-312.
IEEE Press, 2022.

P. R. Chai, F. Z. Dadabhoy, H.-W. Huang, J. N. Chu, A. Feng, H. M. Le, J. Collins,
M. da Silva, M. Raibert, C. Hur, et al. Assessment of the acceptability and
feasibility of using mobile robotic systems for patient evaluation. JAMA network
open, 4(3):e210667-e210667, 2021.

Y.-S. Chiang, T.-S. Chu, C. D. Lim, T.-Y. Wu, S.-H. Tseng, and L.-C. Fu. Personal-
izing robot behavior for interruption in social human-robot interaction. In 2014
IEEE International Workshop on Advanced Robotics and its Social Impacts, pages
44-49. IEEE, 2014.

C. D. Chisholm, C. S. Weaver, L. Whenmouth, and B. Giles. A task analysis of
emergency physician activities in academic and community settings. Annals of
emergency medicine, 58(2):117-122, 2011.

[24

[25

[26

[27]

™
&,

[29

[30

(31]

[32

(33]

(34]

(38]

(39]

[40

[41

[42]

[43]

[44

[45

[47]

HRI 23, March 13-16, 2023, Stockholm, Sweden

B. Clipper, J. Batcheller, A. L. Thomaz, and A. Rozga. Artificial intelligence and
robotics: a nurse leader’s primer. Nurse Leader, 16(6):379-384, 2018.
A.D.Dragan, K. C. T. Lee, and S. S. Srinivasa. Legibility and Predictability of
Robot Motion. In Proceedings of the 8th ACM/IEEE international conference on
Human-robot interaction, pages 301-308. IEEE Press, 2013.

N. El-Sherif, H. J. Hawthorne, K. L. Forsyth, A. Abdelrahman, S. M. Hallbeck,
and R. C. Blocker. Physician interruptions and workload during emergency
department shifts. Proceedings of the human factors and ergonomics society annual
meeting, 61(1):649-652, 2017.

M. S.-B. Eng, K. Fierro, S. Abdouche, D. Yu, and K. E. Schreyer. Perceived vs. actual
distractions in the emergency department. The American Journal of Emergency
Medicine, 37(10):1896-1903, 2019.

V. Evers, R. De Vries, and P. Alvito. Designing interruptive behaviors of a public
environmental monitoring robot. In Proceedings of the 6th ACM/IEEE International
Conference on Human-Robot Interaction, pages 131-132, 2011.

N. T. Fitter, M. Strait, E. Bisbee, M. J. Matari¢, and L. Takayama. You're wigging me
out! Is personalization of telepresence robots strictly positive? In ACM/IEEE Inter-
national Conference on Human-Robot Interaction, pages 168-176. IEEE Computer
Society, mar 2021.

K. L. Forsyth, H. J. Hawthorne, N. El-Sherif, S. M. Pagel, and R. C. Blocker. A
pilot study characterising interruptions experienced by emergency medicine
residents. Proceedings of the Human Factors and Ergonomics Society Annual
Meeting, 62(1):474-477, 2018.

M. E. Foster, S. Alj, S. Litwin, J. Parker, R. P. Petrick, D. H. Smith, J. Stinson, and
F. Zeller. Using ai-enhanced social robots to improve children’s healthcare expe-
riences. In International Conference on Social Robotics, pages 542-553. Springer,
2020.

T. Grundgeiger and P. Sanderson. Interruptions in healthcare: Theoretical views.
International Journal of Medical Informatics, 78(5):293-307, may 2009.

C. Guan, A. Bouzida, R. M. Oncy-Avila, S. Moharana, and L. D. Riek. Taking an
(embodied) cue from community health: Designing dementia caregiver support
technology to advance health equity. In Proceedings of the 2021 CHI Conference
on Human Factors in Computing Systems, pages 1-16, 2021.

C. E. Harriott and J. A. Adams. Towards reaction and response time metrics for
real-world human-robot interaction. In 2017 26th IEEE International Symposium
on Robot and Human Interactive Communication (RO-MAN), pages 799-804. IEEE,
2017.

T. Horie and K. Takashio. Handling conversation interruption in many-to-many
hr interaction considering emotional behaviors and human relationships. In 2018
27th IEEE International Symposium on Robot and Human Interactive Communica-
tion (RO-MAN), pages 528-533. IEEE, 2018.

] T.Hornyak. Japanese create teddy bear robot nurse. CNET, 2009.

J. Igbal, A. M. Tahir, R. ul Islam, et al.  Robotics for nuclear power
plants—challenges and future perspectives. In 2012 2nd international confer-
ence on applied robotics for the power industry (CARPI), pages 151-156. IEEE,
2012.

R. Jeanmonod, M. Boyd, M. Loewenthal, and W. Triner. The nature of emergency
department interruptions and their impact on patient satisfaction. Emergency
Medicine Journal, 27(5):376-379, 2010.

K. Johnson. Hospital robots are helping combat a wave of nurse burnout. Wired,
2022.

R. Joshi, A. Joseph, M. Ossmann, K. Taaffe, R. Pirrallo, D. Allison, and L. C.
Perino. Emergency physicians’ workstation design: An observational study of
interruptions and perception of collaboration during shift-end handoffs. HERD:
Health Environments Research & Design Journal, 14(4):174-193, 2021.

T. Kanda, R. Sato, N. Saiwaki, and H. Ishiguro. A two-month field trial in an
elementary school for long-term human-robot interaction. IEEE Transactions on
robotics, 23(5):962-971, 2007.

A. P. Kansagra, K. Liu, and J. Y. John-Paul. Disruption of radiologist workflow.
Current Problems in Diagnostic Radiology, 45(2):101-106, 2016.

C. C. Kemp, A. Edsinger, H. M. Clever, and B. Matulevich. The design of stretch:
A compact, lightweight mobile manipulator for indoor human environments. In
2022 International Conference on Robotics and Automation (ICRA), pages 3150~
3157. IEEE, 2022.

A. Kristoffersson, S. Coradeschi, and A. Loutfi. A review of mobile robotic
telepresence. Advances in Human-Computer Interaction, 2013, 2013.

L.K. Lee, E. Platz, J. Klig, M. E. Samuels-Kalow, E. S. Temin, J. Nagurney, R. Marsh,
S. Rouhani, N. Huancahuari, N. M. Dubosh, et al. Addressing gender inequities:
creation of a multi-institutional consortium of women physicians in academic
emergency medicine. Academic Emergency Medicine, 28(12):1358-1367, 2021.
M. K. Lee and L. Takayama. "now, i have a body" uses and social norms for mobile
remote presence in the workplace. In Proceedings of the SIGCHI conference on
human factors in computing systems, pages 33-42, 2011.

Z.Li, P. Moran, Q. Dong, R. J. Shaw, and K. Hauser. Development of a tele-nursing
mobile manipulator for remote care-giving in quarantine areas. In 2017 IEEE
International Conference on Robotics and Automation (ICRA), pages 3581-3586.
IEEE, 2017.



HRI

[48]

[49

[50]

[51]

[52]

[53]

[54]

[55

[56

[57]

[58]

[59]

[60]

(61

[62]

[63]

[64]

[70]

[71]

’23, March 13-16, 2023, Stockholm, Sweden

S.-Y. Lo, E. S. Short, and A. L. Thomaz. Planning with partner uncertainty
modeling for efficient information revealing in teamwork. In Proceedings of the
2020 ACM/IEEE International Conference on Human-Robot Interaction, HRI *20,
page 319-327, New York, NY, USA, 2020. Association for Computing Machinery.
G. Lunghi, R. Marin, M. Di Castro, A. Masi, and P. J. Sanz. Multimodal human-
robot interface for accessible remote robotic interventions in hazardous environ-
ments. IEEE Access, 7:127290-127319, 2019.

S. Matsumoto, S. Moharana, N. Devanagondi, L. C. Oyama, and L. D. Riek. Iris:
A low-cost telemedicine robot to support healthcare safety and equity during a
pandemic. In International Conference on Pervasive Computing Technologies for
Healthcare, pages 113-133. Springer, 2022.

S. Matsumoto and L. D. Riek. Fluent coordination in proximate human robot
teaming. In In Proceedings of the Robotics, Science, and Systems (RSS) Workshop on
Al and Its Alternatives for Shared Autonomy in Assistive and Collaborative Robotics,
2019.

S. Matsumoto and L. D. Riek. Shared control in human robot teaming: Toward
context-aware communication. AAAI Spring Symposium on Closing the Assess-
ment Loop: Communicating Proficiency and Intent in Human-Robot Teaming, 2022.
S. Matsumoto, A. Washburn, and L. D. Riek. A framework to explore proximate
human-robot coordination. ACM Transactions on Human-Robot Interaction, 2022.
C. Matuszek, H. Soh, M. Gombolay, N. Gopalan, R. Simmons, and S. Nikoladis.
Machine learning in human-robot collaboration: Bridging the gap. In 2022 17th
ACM/IEEE International Conference on Human-Robot Interaction (HRI), pages
1275-1277, 2022.

N. McDonald, S. Schoenebeck, and A. Forte. Reliability and inter-rater relia-
bility in qualitative research: Norms and guidelines for cscw and hci practice.
Proceedings of the ACM on human-computer interaction, 3(CSCW):1-23, 2019.

L. N. Medford-Davis, H. Singh, and P. Mahajan. Diagnostic decision-making in
the emergency department. Pediatric Clinics, 65(6):1097-1105, 2018.

S. Moharana, A. E. Panduro, H. R. Lee, and L. D. Riek. Robots for joy, robots
for sorrow: community based robot design for dementia caregivers. In 2019
14th ACM/IEEE International Conference on Human-Robot Interaction (HRI), pages
458-467. IEEE, 2019.

R. R. Murphy and J. L. Burke. Up from the Rubble: Lessons Learned about HRI
from Search and Rescue. Proceedings of the Human Factors and Ergonomics Society
Annual Meeting, 49(3):437-441, sep 2005.

V. A. Newhart and J. S. Olson. My student is a robot: How schools manage
telepresence experiences for students. In Proceedings of the 2017 CHI conference
on human factors in computing systems, pages 342-347, 2017.

V. A. Newhart, M. Warschauer, and L. Sender. Virtual inclusion via telepresence
robots in the classroom: An exploratory case study. The International Journal of
Technologies in Learning, 23(4):9-25, 2016.

R. Oliveira, P. Arriaga, and A. Paiva. Ethical issues and practical considerations
in the use of teleoperated robots as social interfaces. In Human-Robot Interaction;
Workshop: The dark side of humanrobot interaction: Ethical considerations and
community guidelines for the field of HRI, volume 11, pages 1-5, 2019.

G. Orru, F. Marzetti, C. Conversano, G. Vagheggini, M. Miccoli, R. Ciacchini,
E. Panait, and A. Gemignani. Secondary traumatic stress and burnout in health-
care workers during covid-19 outbreak. International journal of environmental
research and public health, 18(1):337, 2021.

M. Pourebadi and L. D. Riek. Facial expression modeling and synthesis for patient
simulator systems: Past, present, and future. ACM Transactions on Computing for
Healthcare (HEALTH), 3(2):1-32, 2022.

R. M. Ratwani, A. Fong, J. S. Puthumana, and A. Z. Hettinger. Emergency physi-
cian use of cognitive strategies to manage interruptions. Annals of emergency
medicine, 70(5):683-687, 2017.

T. Rezvani, K. Driggs-Campbell, D. Sadigh, S. S. Sastry, S. A. Seshia, and R. Ba-
jesy. Towards trustworthy automation: User interfaces that convey internal and
external awareness. In 2016 IEEE 19th International Conference on Intelligent
Transportation Systems (ITSC), pages 682-688. IEEE, 2016.

L. D. Riek. Healthcare robotics. Communications of the ACM, 60(11):68-78, 2017.
M. Rueben, M. Syed, E. London, M. Camarena, E. Shin, Y. Zhang, T. S. Wang, T. R.
Groechel, R. Lee, and M. J. Matari¢. Long-term, in-the-wild study of feedback
about speech intelligibility for k-12 students attending class via a telepresence ro-
bot. In Proceedings of the 2021 International Conference on Multimodal Interaction,
pages 567-576, 2021.

S. Satake, T. Kanda, D. F. Glas, M. Imai, H. Ishiguro, and N. Hagita. How to
Approach Humans?-Strategies for Social Robots to Initiate Interaction. In Pro-
ceedings of the 4th ACM/IEEE international conference on Human robot interaction
- HRI 09. ACM Press, 2009.

P. Saulnier, E. Sharlin, and S. Greenberg. Exploring interruption in hri using
wizard of oz. In 2010 5th ACM/IEEE International Conference on Human-Robot
Interaction (HRI), pages 125-126. IEEE, 2010.

P. Saulnier, E. Sharlin, and S. Greenberg. Exploring minimal nonverbal interrup-
tion in hri. In 2011 RO-MAN, pages 79-86. IEEE, 2011.

V. Sharma and A. Kumar Tiwari. A study on user interface and user experience
designs and its tools. World Journal of Research and Review, 12(6), 2021.

(72

[73

[74]

[77

[78

[80

[81

(82

(83

(85]

(86

(87]

(88

(89]

[90]

[91]

[92]

(93]

[94]

[95]

Sachiko Matsumoto, Pratyusha Ghosh, Rabeya Jamshad, & Laurel D. Riek

Y. Shen, D. Guo, F. Long, L. A. Mateos, H. Ding, Z. Xiu, R. B. Hellman, A. King,
S. Chen, C. Zhang, and H. Tan. Robots under covid-19 pandemic: A comprehensive
survey. IEEE Access, 9:1590-1615, 2020.

S. Shin, D. Kang, and S. Kwak. User-centered exploration of robot design for
hospitals in covid-19 pandemic. In 2022 17th ACM/IEEE International Conference
on Human-Robot Interaction (HRI), pages 1040-1044. IEEE, 2022.

L. M. Skaugset, S. Farrell, M. Carney, M. Wolff, S. A. Santen, M. Perry, and S. J. Cico.
Can you multitask? evidence and limitations of task switching and multitasking
in emergency medicine. Annals of emergency medicine, 68(2):189-195, 2016.

D. H. Smith and F. Zeller. hitchbot: The risks and rewards of a hitchhiking robot.
Suomen Antropologi: Journal of the Finnish Anthropological Society, 42(3):63-65,
2017.

M. S. Spoorthy, S. K. Pratapa, and S. Mahant. Mental health problems faced by
healthcare workers due to the covid-19 pandemic—a review. Asian journal of
psychiatry, 51:102119, 2020.

B. Stoll, S. Reig, L. He, 1. Kaplan, M. F. Jung, and S. R. Fussell. “wait, can you
move the robot?”: Examining telepresence robot use in collaborative teams. In
2018 13th ACM/IEEE International Conference on Human-Robot Interaction, pages
14-22, 2018.

V. Subbian, J. J. Ratcliff, J. M. Meunier, J. J. Korfhagen, F. R. Beyette, and G. J.
Shaw. Integration of new technology for research in the emergency department:
Feasibility of deploying a robotic assessment tool for mild traumatic brain injury
evaluation. IEEE journal of translational engineering in health and medicine, 3:1-9,
2015.

A. Tabrez, S. Agrawal, and B. Hayes. Explanation-Based Reward Coaching
to Improve Human Performance via Reinforcement Learning. In ACM/IEEE
International Conference on Human-Robot Interaction (HRI), pages 249-257. IEEE
Computer Society, 2019.

L. Takayama. Putting human-robot interaction research into design practice. In
2022 17th ACM/IEEE International Conference on Human-Robot Interaction (HRI),
2022.

A. Taylor, H. R. Lee, A. Kubota, and L. D. Riek. Coordinating clinical teams:
Using robots to empower nurses to stop the line. Proceedings of the ACM on
Human-Computer Interaction, 3(CSCW):1-30, 2019.

A. Taylor, S. Matsumoto, and L. D. Riek. Situating robots in the emergency
department. In AAAI Spring Symposium on Applied Al in Healthcare: Safety,
Community, and the Environment, 2020.

A. Taylor, S. Matsumoto, W. Xiao, and L. D. Riek. Social navigation for mobile
robots in the emergency department. In 2021 IEEE International Conference on
Robotics and Automation (ICRA), pages 3510-3516. IEEE, 2021.

A. Taylor, M. Murakami, S. Kim, R. Chu, and L. D. Riek. Hospitals of the fu-
ture: Designing interactive robotic systems for resilient emergency departments.
Proceedings of the ACM on Human-Computer Interaction, 6(CSCW2):1-40, 2022.

H. A. Tijsma, F. Liefhebber, and J. L. Herder. A framework of interface im-
provements for designing new user interfaces for the manus robot arm. In
9th International Conference on Rehabilitation Robotics, 2005. ICORR 2005., pages
235-240. IEEE, 2005.

B. R. Todd, S. Traylor, L. Heron, and D. Turner-Lawrence. Sprint through tasks:
A novel curriculum for improving resident task management in the emergency
department. MedEdPORTAL, 16:10956, 2020.

J. G. Trafton, A. Jacobs, and A. M. Harrison. Building and verifying a predictive
model of interruption resumption. Proceedings of the IEEE, 100(3):648-659, 2012.
V. V. Unhelkar, S. Li, and J. A. Shah. Decision-making for bidirectional communi-
cation in sequential human-robot collaborative tasks. In ACM/IEEE International
Conference on Human-Robot Interaction, pages 329-341. IEEE Computer Society,
mar 2020.

S. R. Walter, M. Z. Raban, W. T. Dunsmuir, H. E. Douglas, and J. I. Westbrook.
Emergency doctors’ strategies to manage competing workload demands in an
interruptive environment: An observational workflow time study. Applied Er-
gonomics, 58:454-460, 2017.

A. Washburn, A. Adeleye, T. An, and L. D. Riek. Robot errors in proximate hri: how
functionality framing affects perceived reliability and trust. ACM Transactions
on Human-Robot Interaction (THRI), 9(3):1-21, 2020.

M. Weigl, J. Beck, M. Wehler, and A. Schneider. Workflow interruptions and
stress atwork: a mixed-methods study among physicians and nurses of a multi-
disciplinary emergency department. BMJ Open, 7(12), 2017.

M. Weigl, K. Catchpole, M. Wehler, and A. Schneider. Workflow disruptions
and provider situation awareness in acute care: An observational study with
emergency department physicians and nurses. Applied Ergonomics, 88:103155,
2020.

N. E. Werner and R. J. Holden. Interruptions in the wild: development of a
sociotechnical systems model of interruptions in the emergency department
through a systematic review. Applied ergonomics, 51:244-254, 2015.

J. 1. Westbrook. Interruptions to clinical work: How frequent is too frequent?
Journal of graduate medical education, 5(2):337-339, 2013.

J. I. Westbrook, M. Z. Raban, S. R. Walter, and H. Douglas. Task errors by
emergency physicians are associated with interruptions, multitasking, fatigue
and working memory capacity: a prospective, direct observation study. BMJ



Robot, Uninterrupted: Telemedical Robots to Mitigate Care Disruption HRI *23, March 13-16, 2023, Stockholm, Sweden

Interaction, 19(1-2):117-149, 2004.

[98] X.]. Yang, V. V. Unhelkar, K. Li, and J. A. Shah. Evaluating Effects of User
Experience and System Transparency on Trust in Automation. In Proceedings of
the 2017 ACM/IEEE International Conference on Human-Robot Interaction (HRI),
pages 408-416. ACM Press, 2017.

quality & safety, 27(8):655-663, 2018.

[96] D. M. Wilkes, S. Franklin, E. Erdemir, S. Gordon, S. Strain, K. Miller, and K. Kawa-
mura. Heterogeneous artificial agents for triage nurse assistance. In 2010 10th
IEEE-RAS International Conference on Humanoid Robots, pages 130-137. IEEE,
2010.

[97] H. A. Yanco, J. L. Drury, and J. Scholtz. Beyond usability evaluation: Analysis
of human-robot interaction at a major robotics competition. Human—Computer



	Abstract
	1 Introduction
	2 Background
	2.1 Robots in Healthcare
	2.2 Interruptions in the ED
	2.3 Interruptions in HRI

	3 Methodology
	3.1 Robot
	3.2 Prototype Design
	3.3 Main Study
	3.4 Data Analysis

	4 Findings
	4.1 Managing Interruptions in the ED
	4.2 Autonomy for Improving HCW Workflow
	4.3 Robot as Information Provider and Advocate
	4.4 Concerns around Robot Usage
	4.5 Control Interface Feedback

	5 Discussion
	5.1 Concerns about Automation
	5.2 Multitasking
	5.3 MTRs as Mediators
	5.4 Limitations and Future Work
	5.5 Conclusion

	References

