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ABSTRACT

There is growing concern regarding adolescent online risks posed
by social media. Prior work calls for a paradigm shift from restric-
tive approaches towards strength-based solutions to online safety,
that provide autonomy and control to teens. To better understand
how we might design online safety interventions that help teens
deal with online risks, we must include teens as partners in the
design and evaluation of online safety solutions. To address this gap,
my first dissertation study focused on co-designing online safety
features with teens, which showed that teens often design real-time
interventions that resemble "nudges". Therefore, my dissertation
focuses on evaluating the effectiveness of these nudge designs in an
ecologically valid social media simulation. To do this, I will conduct
three studies: 1) a User Experience Bootcamp with teens to teach
them design skills for co-designing online safety features, 2) a focus
group study to design an ecologically valid social media simulation,
3) a between-subjects experiment within a social media simulation
for evaluating the effect of nudges in educating teens and help-
ing them make safer choices when exposed to risk. My goal for
this research is to understand, design, develop, and evaluate online
safety nudges that can help promote self-regulated, autonomous,
and safer interactions for teens online.
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1 INTRODUCTION

Social media has become an integral part of adolescents’ lives today,
where more than half of the US teens say it would be hard to give
up social media [20]. Concurrently, there is growing awareness
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in the community about the types of risks posed by social media
such as cyberbullying [4], sexual risks [8], exposure to explicit
content [7], or information breaches [17]. There have been extensive
efforts within the Human Computer Interaction (HCI) communities
dedicated towards understanding teens online experiences and
safety approaches.

A majority of research on this topic has focused on restrictive ap-
proaches such as technology restrictions [10], or parental controls
[3], which are often considered privacy invasive by teens [21]. Re-
cently, researchers have called for strength-based approaches, that
can empower teens to be resilient in the face of risks [2, 9, 22]. Yet,
there is still a lack of actionable teen-centric solutions that propose
how we can help teens navigate their online risks [16]. Additionally,
many researchers have recognized that it is essential to involve
them as participants in the design process through co-design efforts
[6, 15]. Yet, existing co-design research efforts have largely focused
on either a single type of online risk (such as cyberbullying [5]) or
focused on redesigning parental controls [15]. Therefore, there is
a need to involve teens as equal partners in the design of online
safety solutions for a variety of unsafe online experiences, that go
beyond parental controls.

To address this gap, my first dissertation study focused on co-
designing online safety interventions with teens that are contex-
tualized to their diverse online risk experiences. Results from this
study showed that teens designed real-time online safety interven-
tions which often resembled “nudges”. A nudge is designed to alter
people’s behavior through positive reinforcement without com-
promising their decision-making autonomy [19]. This first study
highlighted the need to further evaluate the effectiveness of these
nudges in helping them deal with unsafe interactions in an eco-
logically valid environment. Therefore, my dissertation focuses on
implementing and evaluating these nudge designs with teens in
an web-based social media simulation. In order to design and eval-
uate teen-centric online safety nudges in a realistic environment,
my dissertation consists of three studies that answer the following
overarching research questions:

e RQ1: What social media features would teens co-design
when envisioning online safety tools that address their most
commonly encountered risk experiences?

e RQ2: When designing a social media simulation to teach
teens about how to navigate online risks, how can we develop
ecologically valid personas, risk scenarios, and design-based
nudges?

e RQ3: How do online safety nudges co-designed with teens
influence youths’ perceptions about online safety, trust, and
autonomy, as well as their decisions when forming new
relationships online?
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To answer these questions, I will conduct three research studies:
1) a User Experience Bootcamp study to co-design online safety in-
terventions with teens, 2) a focus group study with teens to develop
an ecologically valid social media simulation for evaluating nudges,
and 3) a between-subjects experimental study to evaluate online
safety nudges in a social media simulation. In the next section, I
describe the context, methods, and contributions of these studies.

2 RESEARCH OVERVIEW

2.1 Study 1 (Completed): User Experience (UX)
Bootcamps with Teens (RQ1)

My first study has been completed and published (in-press) at CSCW
2023. My previous work at CSCW 2021 investigated how we can
effectively involve youth, as a vulnerable population, in sensitive
online safety research, which showed that co-design with teens
needs to be mutually beneficial; teens require motivation and in-
centives for their participation [6]. Therefore, for my first study,
I designed and conducted nine User Experience (UX) Bootcamp
sessions virtually via Zoom with 21 adolescents (ages 13-17) based
in the United States. We taught them important UX design skills, so
that they could effectively create storyboards and high-fidelity, in-
teractive prototypes for online safety interventions. In the process,
teens were asked to share and design for their unsafe experiences
when using social media. The trainings and research activities were
conducted over a span of two days in which teens were guided to
participate in three activities: a) creating storyboards for unsafe on-
line interactions, b) whiteboarding ideas for online safety solutions,
and c) developing prototypes for design-based interventions for on-
line safety. The novel methodology of this research was published
as a case study at CHI 2022 [1].

Overall, we found that teens faced risks in private chats includ-
ing information breaches from strangers, sexually inappropriate
messages from strangers, and cyberbullying from people they knew.
To address these risks, teens designed interventions for tackling
the risks at multiple stages (e.g., before, during, after) and from the
perspective of both the victim and the perpetrator. Interestingly,
teens more often designed for risk prevention through features that
encouraged perpetrators to rethink their actions, by blocking harm-
ful actions from occurring, or penalizing them for inappropriate
behavior (Fig. 1). Teens also designed informative alerts, person-
alized sensitivity filters, and guided actions for assisting the risk
victim (Fig. 2). In contrast to prior approaches that protected teen
victims after a risk, our paper provides novel recommendations
that prevent online risks before they occur by targeting designs
toward the risk perpetrator.

2.2 Study 2: Designing an Ecologically Valid
Social Media Simulation (RQ2)

My dissertation Study 3 focuses on implementing co-designed
nudges in Study 1 within a web-based social media chat simu-
lation to evaluate the efficacy of nudges, where researchers will
play the role of other users and introduce low-level risks scenarios
triggering nudges. Yet, it is critical to design an ecologically valid
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social media simulation in order to effectively evaluate nudges, rel-
evant to teens experiences without their involvement in the design
process [18].

Therefore, for my Study 2, I will conduct a focus group study
with N=20 youth (ages 13-21) to get feedback on and design eco-
logically valid user personas, risk scenarios, and nudge designs to
be implemented within the social media simulation. I will develop
10 personas based on the risk scenarios shared by teens in the UX
bootcamps. Moreoever, I will further refine and iterate on the nudge
designs to synthesize 4 final nudges catering to 4 risky scenarios,
broadly covering low-level information breaching, cyberbullying,
inappropriate sexual remarks, and spam message risks. Specifically,
teens will be asked questions about how they would improve the
personas, risk scenarios, nudges, and to provide suggestions on
how the risky interactions would evolve based on their personal
experiences. Overall, the contribution of this study is that it will be
the first to crowdsource experiences of youth and involve them in
the design of an ecologically valid social media simulation.

2.3 Study 3: Evaluation of Online Safety Nudges
in a Social Media Simulation (RQ3)

While prior work has investigated nudges in the larger context
of privacy and security [13], no formal studies have attempted to
evaluate the effects of nudges on coaching teens about how to
identify and respond to potentially unsafe people online. Recently,
Masaki et al. [14] conducted a survey-based study to understand
teens preferences about privacy nudges. We build upon their work
by moving beyond self-reported survey data, to a more ecologically
valid approach for evaluating real-time interventions that can help
teens be safe online.

I will conduct a between subjects design with N=100 teens (ages
13-17), where half of the participants will receive online safety
nudges, whereas the other group will not get exposed to any nudges.
This study will be conducted remotely via Zoom and an online web-
based social media simulation. Teens will be asked to interacte with
10 other social media users in the simulation, with the end goal of
identifying safe users on the platform. These social media users
will be researchers acting as users, who will follow pre-defined
user personas and scripts designed in Study 2 to interact with the
participant. The researchers will follow a Wizard-of-Oz approach
[11] with rule-based low-level risks introduced in the conversation
which will trigger nudges. Throughout the experiment, teens will
be part of a Zoom call with a researcher and asked to think aloud as
they complete these tasks. Lastly, they will be asked to fill out a post-
survey about how their interactions on the social media influenced
their perceptions about online safety. Overall, this research will be
the first to evaluate adolescent online safety nudges in a realistic
simulation, with important implications about how teens build
trust, respond to nudges, and form relationships online.

3 CHALLENGES TO GET FEEDBACK ON AT
THE DOCTORAL CONSOTRIUM

The evaluation of online safety nudges comes with several unique
challenges. While it is essential to simulate low-level risks in the
simulation to effectively understand the role of nudges in online
safety, I need to ensure teens well-being and safety during the



To Nudge or Not to Nudge: Co-Designing and Evaluating the Effectiveness of Adolescent Online Safety Nudges

IDC °23, June 19-23, 2023, Chicago, IL, USA

r 2

Message could not be sent due to
user turning off Adult Interactions

Dear rockbatman6,

You kave been banned from chatting with (Username)
or joining any games with them. Any more of this
behavoir will result in a Permanent chat ban.

Continue

Figure 1: Left: Nudge blocking Risk Perpetrators harmful messages. Right: A nudge warning the risk perpetrator about a

penalty if risk continues

©

You just received an explicit phot
Do YR wish to view this photo?

Yes

0.

g e s

Identified Suspicious Links,
Suspicious Images

This message has....

delete continue

Figure 2: Left: Nudge providing informational risk warning. Right: Nudge guiding the teen towards safe actions.

study. This is also particularly important for addressing IRB ethical
concerns regarding this study, as the study will require a certain
level of deception to ensure that participants behave realistically
in the simulation, which is challenging for adolescent research.
Further, researchers who will follow defined user personas may
need to deviate from the script for a natural flow of interaction.
Therefore, it is challenging to figure out the right balance between a
controlled environment and necessary deviations from the persona
for a successful experiment. Lastly, conducting the experiment
via Zoom, in which participants can think-aloud their decisions is
important for getting in-depth feedback for their choices. However,
being observed during the experiment may subject the participants
to social desirability bias [12] and affect the ecological validity
of their interactions. The IDC Doctoral Consortium provides the
perfect opportunity for me to get feedback on navigating these
challenges from experts in the fields of adolescent research and
co-design.

4 DISSERTATION STATUS AND LONG-TERM
GOALS

Currently, I am a fourth year PhD student at Vanderbilt University,
advised by Dr. Pamela Wisniewski, expected to graduate in May
2024. My Study 1 has been accepted and is in-press at CSCW 2023.
For my Study 2, I have obtained IRB approval and plan to complete
data collection and analysis by Fall 2023. For my Study 3, I am in
the process of obtaining IRB approval and developing a web-based
social media simulation, which will be launched in Fall 2023 and
completed by Spring 2024. Therefore, the IDC Doctoral Consortium
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provides the perfect opportunity for me to get guidance on the next
steps of my research for finishing my dissertation.
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