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CATEGORICAL CONES AND QUADRATIC
HOMOLOGICAL PROJECTIVE DUALITY

BY ALEXANDER KUZNETSOV AND ALEXANDER PERRY

ABSTRACT. — We introduce the notion of a categorical cone, which provides a categorification
of the classical cone over a projective variety, and use our work on categorical joins to prove that the
homologically projectively dual category of a categorical cone is equivalent to a categorical cone of
the homologically projectively dual category. We check that the categorical cone construction provides
well-behaved categorical resolutions of singular quadrics, which we use to obtain an explicit quadratic
version of the main theorem of homological projective duality. As applications, we prove the duality
conjecture for Gushel-Mukai varieties, and produce interesting examples of conifold transitions be-
tween noncommutative and honest Calabi-Yau threefolds.

REsuME. — Nous introduisons la notion de cone catégorique, qui fournit une catégorification du
cone classique au-dessus d’une variété projective, et nous utilisons notre travail sur les joints catégo-
riques pour prouver que le dual projectif homologique d’un cone catégorique est équivalent au cone
catégorique de la catégorie duale projective homologique. Nous vérifions que la construction du cone
catégorique fournit des résolutions catégoriques qui se comportent bien de quadriques singulieres, que
nous utilisons pour obtenir une version quadratique explicite du théoréme principal de la dualité pro-
jective homologique. Comme applications, nous prouvons la conjecture de dualité pour les variétés de
Gushel-Mukai, et produisons des exemples intéressants de transitions conifoldes entre des variétés de
Calabi-Yau noncommutatives et de vraies variétés de Calabi-Yau de dimension trois.

1. Introduction

This paper is a sequel to [25], where we introduced categorical joins in the context of
homological projective duality (HPD). Building on that work, our goals here are to study a
categorical version of the classical cone over a projective variety, to use categorical quadratic
cones to give a powerful method for studying derived categories of quadratic sections of
varieties, and to give several applications.

A K. was partially supported by the HSE University Basic Research Program. A.P. was partially supported by
NSF postdoctoral fellowship DMS-1606460 and NSF grant DMS-2112747.
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2 A. KUZNETSOV AND A. PERRY

1.1. Background

The basic object of HPD is a Lefschetz variety, which consists of a variety mapping to a
projective space X — P(V) equipped with a Lefschetz decomposition of its derived category
(a special type of semiorthogonal decomposition). The theory in this form was introduced
and developed in [12]. At that point it was already clear that the theory is more categorical
in nature, and that for applications it is useful to replace the (perfect) derived category
Perf(X) of X by a more general (suitably enhanced) triangulated category A equipped
with a Lefschetz decomposition; the structure of a map X — P(V) is then replaced by
a P(V)-linear structure (an action of the monoidal category Perf(P(1'))) on .A. We call such
data a Lefschetz category over P(V') and think of it as of a noncommutative Lefschetz variety.
The reader is encouraged to focus on the case where X — P(V') is an ordinary morphism of
varieties for this introduction, and to consult [32, 25] for more details on the noncommutative
situation.

The HPD of a (noncommutative) Lefschetz variety X — P(V) is another (noncommuta-
tive) Lefschetz variety

X' S Py

over the dual projective space, which governs the derived categories of linear sections of X
and can be thought of as a categorical version of the classical projective dual. For details and
applications of this theory, see [12, 32, 17, 35].

In [25] given a pair of (noncommutative) Lefschetz varieties X1 — P(V7) and X, — P(13),
we constructed a (noncommutative) Lefschetz variety

J(X1,X2) = P(V @ V2),

called their categorical join, which can be thought of as a noncommutative resolution of
singularities of the classical join of X; and X,. Moreover, we proved that various classical
properties of joins can be lifted to this level; in particular, (under suitable assumptions) the
main result of [25] states that there is an equivalence of Lefschetz varieties

(1.1) J (X1, X2)" =~ T (X}, XD)

over P(VY @ V,’), i.e., the HPD of a categorical join is the categorical join of the HPDs. This
leads to numerous applications, including a nonlinear HPD theorem (see also [10]) giving an
equivalence between the “essential parts” of the derived categories of the fiber products

X1 Xp(V) Xz and XE Xp(VV) in

The simplest case of this result—when X5 is a linear subspace of P(}') and hence in is
its orthogonal linear subspace of P(V)—reduces to the main theorem of HPD, and other
examples of HPD pairs (X5, Xg) provide extensions of this theorem. Such extensions are
most useful in cases when both X, and Xg have a nice geometric description. One of the
goals of this paper is to produce such pairs where both X, and X 5 are categorical resolutions

of singular quadrics and to relate in this way quadratic sections of X; and X E Allowing the
quadrics to be singular is crucial for applications, as we will explain below in §1.4.

4¢ SERIE - TOME 56 — 2023 — N° 1



CATEGORICAL CONES AND QUADRATIC HOMOLOGICAL PROJECTIVE DUALITY 3

1.2. Categorical cones
Assume given an exact sequence of vector spaces
(1.2) 0->Vo—>V—->V—->0

and a closed subvariety X of P(V). Recall that the classical cone over X with vertex P(Vp) is
the strict transform
Cy,(X) CP(V)
of X under the linear projection P(V) --» P(V) from P(V,). Note that Cy, (X) is usually
highly singular along its vertex P(1p) C Cy, (X).
In this paper, given a (noncommutative) Lefschetz variety X — P(V), we construct a
(noncommutative) Lefschetz variety

Cry(X) = P(V)

called the categorical cone which provides (if X is smooth) a categorical resolution of Cy;, (X).
The basic idea of the construction is to first replace the classical cone with the resolved
cone éVo (X) — P(V) given by the blowup along P(Vy) C Cy, (X); the resolved cone is the
projectivization of the pullback to X of a natural vector bundle on P(V), and hence makes
sense even when X — P(V) is not an embedding. The categorical cone is then defined as a
certain triangulated subcategory of Perf(éy0 (X)) following a construction in [14], and can
be thought of as a noncommutative birational modification of CVO (X) along its exceptional
divisor.

As we will show, the categorical cone has several advantages over its classical counterpart:

— Cy,(X) naturally has the structure of a Lefschetz variety over P(V) induced by that of X
(Theorem 3.21).

— Cy,(X) is smooth and proper if X is (Lemma 3.11).

— Cy,(X) is defined when X — P(V) is not an embedding, and even when X is noncom-
mutative (Definition 3.6).

For us, however, the main advantage of the categorical cone is its compatibility with HPD:
our first main result is the identification of the HPD of a categorical cone with another
categorical cone.

In fact, we work in a more general setup than above, that simultaneously allows for exten-
sions of the ambient projective space, because this extra generality is useful in applications
(see §1.4). Namely, let V' be a vector space and assume given a pair of subspaces

VoCV and Voo C VY

such that Vy C V&, or equivalently Vo, C VOJ-, where the orthogonals are taken with respect
to the natural pairing between V and V'V. Let

V=Vi/W, sothat VY 2 Vib/ V.

For Vs = 0 this reduces to the situation (1.2) above. Let X — P(V) be a Lefschetz variety,
with HPD variety X% — P(V"). The categorical cone Cy,(X) is then a Lefschetz variety
over P(V3). Via the inclusion P(V) — P(V) we can regard Cy, (X) as a Lefschetz variety
over P(V'), which we write as Cy, (X)/P(V) for emphasis. Similarly, we have a Lefschetz
variety Cy__ (X")/P(V") over P(VY).

ANNALES SCIENTIFIQUES DE L’ECOLE NORMALE SUPERIEURE



4 A. KUZNETSOV AND A. PERRY

THEOREM 1.1 (Theorem 4.1). — In the above situation if X is a right strong, moderate
Lefschetz variety over P(V) and X" is its HPD over P(V>), then there is an equivalence

(Co (X)/P(V))! = Cyo (XT/P(VY)
of Lefschetz varieties over P(VY), i.e., Cy,, (XY is the HPD of Cy, (X) over P(V).

In the statement of the theorem “right strong” and “moderate” refer to technical assump-
tions on a Lefschetz variety (see Definitions 2.5 and 2.7) which are essentially always satis-
fied in practice. The theorem categorifies an analogous classical relation between cones and
projective duality: for a variety X C P(V) we have

(Cyo (X) CP(V))" = Cy (X)) CP(VY),

where (—)" denotes the operation of classical projective duality.

Our proof of Theorem 1.1 is based on the HPD Result (1.1) for categorical joins
mentioned above, and the following relation between categorical cones and joins. Given
an exact sequence (1.2) with V, # 0, we show that if X — P(V) is a Lefschetz variety, then
the choice of a splitting of (1.2) induces a natural equivalence

(1.3) Cry (X) = T (P Vo), X)
of Lefschetz categories over P(V') (Proposition 3.15).

REMARK 1.2. — For V, = 0 the identification (1.3) fails, since then Cy, (X) ~ X whereas
J(P(Vy), X) = 0. Moreover, even if Vy # 0, we need to choose a splitting of (1.2) to be able
to form J(P(Vp), X). When working over a field (as we tacitly do in the introduction) this is
not a problem, but it is typically not possible when working over a general base scheme, as we
do in the body of the paper with a view toward applications. Finally, when (1.3) holds, there is
an advantage of working with the categorical cone description: Cy, (X ) becomes isomorphic
to the classical cone Cy, (X) over an a priori bigger Zariski open locus than the categorical
join J (P(Vp), X), which is also important for geometric applications.

1.3. Quadratic HPD

We use categorical cones and results from [26] to develop HPD for singular quadrics. By
a quadric, we mean an integral scheme isomorphic to a degree 2 hypersurface in a projective

space. Any quadric Q can be expressed as a classical cone 0 = Cg(Q) over a smooth
quadric O, where P(K) = Sing(Q). We consider the categorical cone
9 = Ck(0).

where Q is equipped with a natural Lefschetz decomposition involving spinor bundles, see
Lemma 5.9. This £ is in fact a crepant categorical resolution of singularities of Q, see
Lemma 5.11. We call it the standard categorical resolution of Q.

We deduce from Theorem 1.1 and [26, Theorem 1.1] that the class of standard categorical
resolutions of quadrics is closed under HPD. Namely, we consider pairs (Q, /) where Q is
a quadric and f: Q — P(V) is a standard morphism, i.e., such that f*Op(y)(1) is the ample
line bundle that realizes Q as a quadric hypersurface in a projective space. In other words, f is
either an embedding as a quadric hypersurface into a linear subspace of P(V), or a double

4¢ SERIE - TOME 56 — 2023 — N° 1



CATEGORICAL CONES AND QUADRATIC HOMOLOGICAL PROJECTIVE DUALITY 5

covering of a linear subspace of P(}') branched along a quadric hypersurface. We define in
Definition 5.17 a generalized duality operation

(0. )= (0"

on such pairs, where the target of f1: Q% — P(V") is the dual projective space. This general-
ized duality reduces to classical projective duality when Q has even rank and f: Q — P(V)
is an embedding, and involves passing to a double covering or branch divisor in other cases.

THEOREM 1.3 (Theorem 5.20). — Let (Q, f) and (Q%, f%) be a generalized dual pair as
above. Then the HPD of the standard categorical resolution of Q over P(V) is equivalent to the
standard categorical resolution of Q% over P(VV).

By combining Theorem 1.3 with our nonlinear HPD Theorem from [25], we prove the
following quadratic HPD theorem.

THEOREM 1.4 (Theorem 5.21 and Lemma 5.13). — Let X — P(V) be a right strong,
moderate Lefschetz variety. Let f:Q — P(V) and f%: Q% — P(VY) be a generalized dual
pair of quadrics, with standard categorical resolutions Q and QY respectively. Then there are
induced semiorthogonal decompositions of

Perf(X) ®pertpry) Q  and  Perf(X") @pyrvy QF

which have a distinguished component in common.
Moreover, when X and X" are supported away from the singular loci of Q and QY the above
tensor product categories are identified with the derived categories of the (derived) fiber products

X XP(V) Q and th1 XP(V\/) Qu
of X and X" with the underlying quadrics Q and Q".

The semiorthogonal decompositions mentioned above are described in Theorem 5.21.

1.4. The importance of being singular

An interesting feature of generalized duality of quadrics is that the dimension of Q" may
be very different from the dimension of Q; in fact, the dimension of Q! decreases as the
dimension of the singular locus of Q increases, see (5.4). This observation has interesting
consequences.

Indeed, imagine we are interested in a fiber product

(14) Z =X XP(V) Q,

where X is a Lefschetz variety over P(V), whose HPD variety X" is known, and Q c P(V) is
a quadric hypersurface (the case where Q — P(V) is a standard morphism of a quadric of
other type works similarly). Imagine also that X itself is an intersection of quadrics (or at
least there is a big family of quadrics in P(V) containing the image of X); note that this
assumption is usually satisfied in applications, since most varieties for which the HPD is
known are homogeneous, and every homogeneous variety (in an equivariant embedding) is
an intersection of quadrics.

Under this assumption the quadric Q such that Z is defined by a fiber product (1.4) is
not unique; indeed, it can be replaced by any quadric in the affine space of quadrics which

ANNALES SCIENTIFIQUES DE L’ECOLE NORMALE SUPERIEURE



6 A. KUZNETSOV AND A. PERRY

contain Z but not X. Typically, the rank of Q varies in this family. From this we obtain a
family of “dual fiber products” X! x P(VV) Q" parameterized by the same affine space, which
have varying dimension, but all contain the distinguished component X(Z) C Perf(Z). If we
want to use these varieties to understand the structure of K(Z), it is natural to choose a fiber
product X" Xpv) Q" of smallest possible dimension (hence the most singular quadric Q
defining Z) and use its geometry.

To show how this works consider for example the Fermat quartic surface

Z ={xg +xi{ +x5+x5 =0 CP>=P(W).
Note that it can be realized as a fiber product (1.4), where X = P(W), V = Sym? W, the map

X — P(V) is the double Veronese embedding, and QO C P(V) is any quadric hypersurface,
corresponding to a point of an affine space over the vector space

ker(Sym? Sym? WY — Sym* W)
of quadrics containing X . The most singular quadric among these is the quadric
Qo = {x3o + X7y + X3, + x33 = 0} CP? = P(V),

where x;; is the coordinate on P(V) corresponding to the quadratic function x; -x; on P(W).
Note that the kernel space K of the corresponding quadratic form on V is 6-dimensional. In
this case, the generalized dual Qg of Q¢ coincides with the classical projective dual Q5 of Qo,
which is a smooth quadric surface in the linear space

P((x00, X11, X22,%33)) = P(KT) C P(VY) = P?

of codimension 6. In this case, X! = (P(VV),Cliffy) is the noncommutative variety
whose derived category is the category of coherent sheaves of Cliffo-modules on P(V'Y),
where Cliffy is the universal sheaf of even parts of Clifford algebras on P(VY), see [13].
Therefore, the dual fiber product can be rewritten as

f v o
X'y 6 = (5. Ciffo )
and Theorem 1.4 gives an equivalence of categories
(1.5) Perf(Z) ~ Perf(Qg, Cliffo | v) .
95

(See Remark 1.5 below for a more precise description of the right hand side).

Note that if we replace Q¢ with a general quadric cutting out Z in X, then instead of the
above equivalence we would obtain a fully faithful embedding of Perf(Z) into the derived
category of sheaves of Cliffg-modules over an 8-dimensional quadric in P(VY), which is
definitely less effective.

REMARK 1.5. — In fact, the equivalence (1.5) can be made more precise as follows.
Consider the union of coordinate hyperplanes in the above space P(K1) = P2 (thisis a
reducible quartic hypersurface) and the double covering Z’ — Qy branched along the
intersection of Q with these hyperplanes. Then Z’ is a K3 surface with 12 ordinary double
points, the sheaf of algebras Cliffy defines a Brauer class of order 2 on the resolution of
singularities of Z’, and the right hand side of (1.5) is equivalent to the corresponding
twisted derived category.

4¢ SERIE - TOME 56 — 2023 — N° 1



CATEGORICAL CONES AND QUADRATIC HOMOLOGICAL PROJECTIVE DUALITY 7

1.5. Duality of Gushel-Mukai varieties

As an application of our results, we prove the duality conjecture for Gushel-Mukai (GM)
varieties from [24]. Abstractly, the class of smooth GM varieties consists of smooth Fano
varieties of Picard number 1, coindex 3, and degree 10, together with Brill-Noether general
polarized K3 surfaces of degree 10; concretely, any such variety can be expressed as an
intersection of the cone over the Pliicker embedded Grassmannian Gr(2,5) C P° with a
linear space and a quadric Q, or equivalently, as a fiber product of Gr(2, 5) with a standard
morphism Q — P°.

In [4, Definitions 3.22 and 3.26] the notions of period partnership and duality for a pair of
GM varieties of the same dimension were introduced, and in [4, Proposition 3.28] the notion
of duality was related to projective duality of quadrics. Moreover, in [4, Corollary 4.16 and
Theorem 4.20] it was shown that smooth period partners and dual GM varieties are always
birational. Finally, [5, Theorem 5.1 and Remark 5.28] combined with [31, Theorem 1.3]
proved that period partners of any smooth GM variety of even dimension form the fiber of
the period map from the moduli space of smooth GM varieties [7] to the appropriate period
domain, and a similar result for GM varieties of odd dimension was partially proved in [6,
Theorem 1.3].

[24, Proposition 2.3] gives a semiorthogonal decomposition of the derived category Perf(Y')
of a smooth GM variety Y consisting of exceptional vector bundles and the GM category
K(Y) C Perf(Y). The GM category was shown to be a noncommutative K3 or Enriques
surface according to whether dim(Y) is even or odd. In [24, Definition 3.5] the notions
of period partnership and duality were generalized to allow GM varieties of different
dimension (but of the same parity!). The following result settles the duality conjecture [24,
Conjecture 3.7], which previously was only known in a very special case by [24, Theorem 4.1
and Corollary 4.2].

THEOREM 1.6 (Corollary 6.5). — Let Y1 and Y, be smooth GM varieties whose associated
Lagrangian subspaces do not contain decomposable vectors. If Y1 and Y, are generalized
partners or duals, then there is an equivalence (Y1) ~ K(Y3).

For the notion of the Lagrangian subspace associated to a GM variety see [4, §3] and the
discussion in §6.1 below. For now we just note that, with the exception of some GM surfaces,
the assumption of the theorem holds for all smooth GM varieties.

Let us explain some consequences of this result. In combination with the period results
from [5] and [6] mentioned above, Theorem 1.6 shows that the assignment ¥ ~ K(Y) is
constant on the fibers of the period morphism; since these fibers are positive-dimensional,
this is an interesting phenomenon connecting Hodge theory to derived categories. Moreover,
in combination with the birationality results from [4] also mentioned above, Theorem 1.6
gives strong evidence for the following conjecture.

CONJECTURE 1.7. — If Y1 and Y, are GM varieties of the same dimension at least 3 such
that there is an equivalence K(Y1) ~ K(Y3), then Y1 and Y, are birational.

ANNALES SCIENTIFIQUES DE L’ECOLE NORMALE SUPERIEURE



8 A. KUZNETSOV AND A. PERRY

Because of the tight parallels between GM fourfolds, cubic fourfolds, and their K3 cate-
gories (see [24, Theorem 1.3]), Theorem 1.6 can also be considered as evidence for the anal-
ogous conjecture for cubic fourfolds suggested by Huybrechts (see [29, Question 3.25]). We
note that every GM fivefold or sixfold is rational [4, Proposition 4.2], so Conjecture 1.7 is of
interest specifically for GM threefolds and fourfolds. As explained in [24, §3.3], Theorem 1.6
also verifies cases of the derived category heuristics for rationality discussed in [15, 18].

Finally, we note that Theorem 1.6 implies that for certain special GM fourfolds and
sixfolds Y, there exists a K3 surface 7 such that (Y) =~ Perf(T) (see [24, §3.2]). In fact,
for some GM fourfolds this is the main result of [24], and our proof of Theorem 1.6 gives an
extension and a conceptual new proof of this result. We expect this fact that GM categories
of even-dimensional GM varieties are “deformation equivalent” to an ordinary K3 surface
to be very important for future applications. In fact, following the case of cubic fourfolds
handled in [1], this was recently exploited in [33] to prove a structure theorem for moduli
spaces of Bridgeland stable objects in such categories, giving (among other results) infinitely
many new locally-complete unirational families of polarized hyperkahler varieties.

1.6. Other applications

For another application of the quadratic HPD theorem, we introduce a class of spin GM
varieties. Roughly speaking, these varieties are obtained by replacing the role of the Grass-
mannian Gr(2,5) C P° in the definition of GM varieties with the connected component
OGr,(5.10) C P of the orthogonal Grassmannian OGr(5, 10) in its spinor embedding.
The spin GM category K(Y') C Perf(Y) corresponding to such a variety can be thought of
as a 3-dimensional analogue of a GM category, as it is (fractional) Calabi-Yau of dimen-
sion 3. In this setting, we deduce from Theorem 1.4 a spin analogue of Theorem 1.6 (see
Theorem 6.9).

Going further, we consider the case where Y is a fivefold, which is particularly interesting
from the perspective of rationality. The heuristics of [15, 18] lead to the following conjecture:
if such a Y is rational, then C(Y') ~ Perf(M) for a smooth Calabi-Yau threefold M. We show
that such an equivalence cannot exist if Y is smooth (Lemma 6.10), and hence we expect Y to
be irrational. We use Theorem 1.4 to prove the following result (stated somewhat imprecisely
here), which verifies the conjecture in a mildly degenerate case.

THEOREM 1.8 (Theorem 6.11 and Corollary 6.13). — For certain nodal spin GM five-
folds Y, the variety Y is rational and there exists a smooth Calabi- Yau threefold M which gives
a crepant categorical resolution of IK(Y).

Finally, we note that Theorem 1.8 can be regarded as giving a noncommutative conifold
transition from a smooth spin GM category to the Calabi-Yau threefold M . This suggests a
noncommutative version of Reid’s fantasy [34]: by degenerations and crepant resolutions,
can we connect any noncommutative Calabi-Yau threefold to the derived category of a
smooth projective Calabi-Yau threefold? When the answer to this question is positive, it
opens the way to proving results by deforming to a geometric situation. For instance, using
the methods of [1], this gives a potential way to reduce the construction of stability conditions
on noncommutative Calabi-Yau threefolds to the geometric case. Further, once stability
conditions are known to exist, one can try to analyze the corresponding moduli spaces of
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CATEGORICAL CONES AND QUADRATIC HOMOLOGICAL PROJECTIVE DUALITY 9

semistable objects by relating them to the case of geometric Calabi-Yau threefolds; this would
be a higher-dimensional version of the approach to studying moduli spaces of objects in the
K3 category of a cubic fourfold carried out in [1].

1.7. Conventions

In this paper, we follow the conventions laid out in [25, §1.7], which we briefly summarize
here. All schemes are quasi-compact and separated, and we work relative to a fixed base
scheme S. For the applications in §5 and §6, we assume the base scheme S is the spectrum of
an algebraically closed field k of characteristic 0. A vector bundle V on a scheme 7 means a
finite locally free Or-module of constant rank; we use the convention that

P(V) =Pr(V) = Proj(Sym*(VY)) - T

with Op(y)(1) normalized so that its pushfoward to T is V¥. A subbundle W C V is an
inclusion of vector bundles whose cokernel is a vector bundle. Given such a W C V, its
orthogonal is the subbundle of Vv given by

Wt =ker(VY — WVY).

By abuse of notation, given a line bundle £ or a divisor class D on a scheme 7', we denote
still by £ or D its pullback to any variety mapping to 7. Similarly, if X — T is a morphism
and V is a vector bundle on T, we sometimes write V ® Ox for the pullback of V to X.

Given morphisms of schemes X — 7 and Y — T, the symbol X x7 Y denotes their
derived fiber product (see [28, 9]), which agrees with the usual fiber product of schemes
whenever X and Y are Tor-independent over T'. We write fiber products over our fixed base S
as absolute fiber products, i.e., X xY := X xg Y.

We work with linear categories as reviewed in [25, §1.6 and Appendix A]. In partic-
ular, given a scheme X over T, we denote by Perf(X) its category of perfect complexes
and by Dgoh(X ) its bounded derived category of coherent sheaves, regarded as T'-linear
categories.

If C is a T-linear category and 7’ — T is a morphism of schemes, we denote by

Crr = C ®pers(r) Perf(T")

the base change of C along T’ — T.1If Z C T is a closed subset, we say C is supported over Z
ifCy ~0,whereU =T\ Z.If U C T is an open subset, we say C is supported over U if the
restriction functor C — Cy is an equivalence.

All functors considered in this paper (pullback, pushforward, tensor product) will be
taken in the derived sense. Recall that for a morphism of schemes f: X — Y the push-
forward f is right adjoint to the pullback f*. Sometimes, we need other adjoint functors
as well. Provided they exist, we denote by f' the right adjoint of fi:Perf(X) — Perf(Y)
and by f; the left adjoint of f*:Perf(Y) — Perf(X), so that (fi, f*, f. f') is an adjoint
sequence.

REMARK 1.9. — The above adjoint functors all existif /: X — Y is a morphism between
schemes which are smooth and projective over S (see [25, Remark 1.9]); this will be satisfied
in all of the cases where we need f' and f; in the paper.
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1.8. Organization of the paper

In §2 we review preliminaries on HPD. In §3 we define categorical cones, study their
basic properties, and relate them to categorical joins. In §4 we prove Theorem 1.1 on HPD
for categorical cones. In §5 we introduce standard categorical resolutions of quadrics, and
prove the HPD Result Theorem 1.3 for them and the quadratic HPD theorem stated as
Theorem 1.4 above. Finally, in §6 we establish the applications discussed in §1.5 and §1.6.
In the appendix we prove some results in the context of HPD that are used in the paper.

1.9. Acknowledgements

We are grateful to Roland Abuaf and Johan de Jong for useful conversations. We would
also like to thank the referees for their comments.

2. Preliminaries on HPD

In this section, we discuss preliminary material on HPD that will be needed in the rest
of the paper. We fix a vector bundle V over our base scheme S. We denote by N the
rank of V' and by H the relative hyperplane class on the projective bundle P(V') such that
O(H) = Op)(1).

2.1. Lefschetz categories

The fundamental objects of HPD are Lefschetz categories. We summarize the basic defi-
nitions following [32, §6].

DEFINITION 2.1. — Let T be a scheme over S with a line bundle £. Let A be a T-linear
category. An admissible S-linear subcategory Aoy C A is called a Lefschetz center of A with
respect to L if the subcategories A; C A, i € Z, determined by

(2.1 A=A nt AL . i>1
2.2) Ai=Aiv1N (A ® C_i)J‘, i <-—1
are right admissible in A for i > 1, left admissible in A for i < —1, vanish for all i

of sufficiently large absolute value, say for |i| > m, and provide S-linear semiorthogonal
decompositions

2.3)
2.4)

A=A, 1 QL,.... Ap—1 ® Em_l),

A= (A n@ L7 LA ® LT A).

The categories A;, i € Z, are called the Lefschetz components of the Lefschetz center
Ao C A. The semiorthogonal decompositions (2.3) and (2.4) are called the right Lefschetz
decomposition and the left Lefschetz decomposition of A. The minimal m above is called the
length of the Lefschetz decompositions.
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The Lefschetz components form two (different in general) chains of (left or right) admis-
sible subcategories

(2.5 0cAmC- CA 1 CADA D---DAr1D0.

Note that the assumption of right or left admissibility of 4; in A is equivalent to the
assumption of right or left admissibility in Ay.

DEFINITION 2.2. — A Lefschetz category A over P(V) is a P(V)-linear category equipped
with a Lefschetz center Ay C A with respect to O(H). The length of A is the length of its
Lefschetz decompositions, and is denoted by length(.A).

Given Lefschetz categories A and B over P(V'), an equivalence of Lefschetz categories
or a Lefschetz equivalence is a P(V)-linear equivalence .A ~ B which induces an S-linear
equivalence Ay ~ By of centers.

REMARK 2.3. — By [32, Lemma 6.3], if the subcategories A; C A are admissible for all
i > 0oralli <0, then the length m defined above satisfies

m=min{i >0| 4 =0}=min{i >0|A_; =0}.

REMARK 2.4. — If A is smooth and proper over S, then in order for a subcategory
Ao C A to be a Lefschetz center, it is enough to give only one of the semiorthogonal
decompositions (2.3) or (2.4). This follows from [32, Lemmas 4.15 and 6.3].

Fori > 1 the i-th right primitive component a; of a Lefschetz center is defined as the right
orthogonal to A; 1 in A;, i.e.,
a; = AiL_H N A;,
so that
(2.6) .Ai = (ai,A,’_H) = (ai,ai+1,...,am_1).

Similarly, for i < —1 the i-th left primitive component a; of a Lefschetz center is the left
orthogonal to A;_; in A;, i.e.,
a =141 N AL
so that
(2.7 Ai = (Ai—1, i) = (@1-m, ..., Bi—1, 0;) .
For i = 0, we have both right and left primitive components, defined by
ayo = .Af' NAy and a_g = J'A_l N Ao,

and then (2.6) and (2.7) hold true fori = 0 with a taking the place of ag for the firstand a_
for the second.

For HPD we will need to consider Lefschetz categories that satisfy certain “strongness”
and “moderateness” conditions, defined below.

DEerINITION 2.5. — A Lefschetz category A is called right strong if all of its right primitive
components ayg, a;, i > 1, are admissible in A, left strong if all of its left primitive compo-
nents a_g, a;, i < —1, are admissible in A, and strong if all of its primitive components are
admissible.
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12 A. KUZNETSOV AND A. PERRY

REMARK 2.6. — If A is smooth and proper over S, then any Lefschetz structure on A is
automatically strong, see [32, Remark 6.7].

By [32, Corollary 6.19(1)], the length of a Lefschetz category A over P(V) satisfies
(2.8) length(A) < rank(V).

DEerFINITION 2.7. — A Lefschetz category A over P(V) is called moderate if its length
satisfies the strict inequality

length(A) < rank(V).

Moderateness of a Lefschetz category A is a very mild condition, see [25, Remark 2.12].

There are many examples of interesting Lefschetz categories, see [17] for a survey; the most
basic is the following.

ExaMPLE2.8. — Let 0 # W C V be a subbundle of rank m > 0. The morphism
P(W) — P(V) induces a P(V)-linear structure on Perf(P(1¥)). Pullback along the projec-
tion P(W) — S gives an embedding Perf(S) C Perf(P(W)); its image is a Lefschetz center
in Perf(P(W)) and provides it with the structure of a strong Lefschetz category over P(V).
The corresponding right and left Lefschetz decompositions are given by Orlov’s projective
bundle formulas:

Perf(P(W)) = (Perf(S), Perf(S)(H), ..., Perf(S)((m — 1)H)) ,

Perf(P(W)) = (Perf(S)((1 —m)H), ..., Perf(S)(—H), Perf(S)) .
We call this the standard Lefschetz structure on P(W). Note that the length of Perf(P(W))
is m, so it is a moderate Lefschetz category as longas W # V.

2.2. The HPD category
Let H’ denote the relative hyperplane class on P(V") such that O(H') = Opvy(1). Let
SHEPW)) — PV) xP(VY).

be the natural incidence divisor. We think of H(IP(V)) as the universal hyperplane in P(V).
If X is a scheme with a morphism X — P(V'), then the universal hyperplane section of X is
defined by

H(X) = X xpa) HP(V)).

This definition extends directly to linear categories as follows.

DEFINITION 2.9. — Let A be a P(V)-linear category. The universal hyperplane section
of A is defined by

H(A) = A ®persp(v)) Perf(HP(V))).
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We sometimes use the more elaborate notation
H(X/P(V)) = H(X) and H(A/P(V)) = H(A)

to emphasize the universal hyperplane section is being taken with respect to P(V).
There is a commutative diagram

HP())

(2.9) / 18 \

Here we follow the notation of [25, §2.2] and deviate slightly from the notation of [32], where
the morphisms =, §, and 4 are instead denoted p, ¢, and f. For a P(V)-linear category A
there are canonical identifications

A ®perep(vy) Perf(P(V) x P(VY)) >~ AQ Perf(P(VY)), A ®perep(vy) Perf(P(V)) =~ A,
by which we will regard the functors induced by morphisms in (2.9) as functors
8+ H(A) > AQ Perf(P(VY)), m«H(A) — A,

and so on. The following definition differs from the original in [12], but is equivalent to it
by [25, Lemma 2.22].

DEerINITION 2.10. — Let A be a Lefschetz category over P(V). Then the HPD cate-
gory A" of A is the full P(V¥)-linear subcategory of H(A) defined by

(2.10) Al = {C € H(A) | §:(C) € Ap ® Perf(P(VY)) }.

We sometimes use the notation
(A/P(V)T = A

to emphasize the dependence on the P(V)-linear structure.

REMARK 2.11. — The HPD category A" depends on the choice of the Lefschetz center
Ao C A, although this is suppressed in the notation. For instance, for the “stupid” Lefschetz
center Ay = A we have A" = H(A).

A less trivial example of HPD is the following.

ExaMPLE 2.12. — Consider the Lefschetz category Perf(P(W)) of Example 2.8 and
assume 0 C W C V. Then by [12, Corollary 8.3] there is a Lefschetz equivalence

Perf(P(W))! ~ Perf(P(W™)).
This is usually referred to as linear HPD.

If Ais a Lefschetz category over P(V) of length m, there is a P(V)-linear semiorthogonal
decomposition
(2.11)

H(A) = (A5, 8" (A (H) @ Perf(B(V). ... 8" (A1 ((m — 1) H) @ Perf(P(V)))).
Moreover, A% is an admissible subcategory in H(A), i.e., its inclusion functor

(2.12) y: A > H(A)
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has both left and right adjoints y*, y': H(A) — A". Further, if A is a right strong moderate
Lefschetz category, then A" is equipped with a natural left strong moderate Lefschetz struc-
ture over P(VV) with center Ag = y*n*(Ap), see [32, Theorem 8.7].

REMARK 2.13. — When A is smooth and proper, the HPD operation is an involution;
in other words, the double dual category A% is naturally Lefschetz equivalent to A. In a
more general situation, the inverse operation to HPD duality is called “left HPD”, see [32,
Definition 7.1]. The left HPD category %A is defined analogously to Definition 2.10, one just
needs to replace the right adjoint functor §, of §* by its left adjoint &, in (2.10), see [32, (7.4)].
Alternatively, one can replace in (2.11) the right orthogonal to the components coming from
the ambient variety by the left orthogonal, see [32, (7.2)]. Then there are natural Lefschetz
equivalences

TAN ~ A~ (AN

See [32, Theorem 8.9] for the first equivalence; the second is analogous. In particular,
these equivalences imply that showing a Lefschetz equivalence A" ~ B is equivalent to
showing A ~ 1B. We will use this observation in the paper.

2.3. Categorical joins

In this section, we summarize some of our results on categorical joins from [25]. Let
and V; be vector bundles on S. Denote by H; the relative hyperplane class of P(V;) such
that O(H,;) = OP(I/i)(l)~

The universal resolved join is defined as the P!-bundle

(2.13) JP(1). P(V2)) = Po,)xpry) (O(—Hy) @ O(—Hy)).
The canonical embedding of vector bundles on JP(),P(V2))
OH)®O(-Hy) > (Ne0)e(10) =V V)0

induces a morphism

S I®).P(2) — P(Vi & V2)
which can be identified with a blowup along P(V7) U P(V,) C P(V; & V,) with exceptional
divisors

&€ ~
E1 = Poy)xp(vy) (O(—H1)) = P(V1) x P(V2) < J(P(V1), P(V2)),
£ ~
E> = Pp(r)xp(vy) (O(— Hy)) = P(V1) x P(V2) = J(B(V1), P(V2)).
This situation is summarized in the following commutative diagram

P(Vl) X P(Vz)

A

(2.14) E, —— JP(V).P(V2)) ——E;

| /| |
P(Vl) _— P(Vl (&%) V2) — P(Vz),

where p is the canonical projection morphism.
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DEFINITION 2.14. — Let A! be a P(V;)-linear category and .A? a P(V5)-linear category.
The resolved join of A' and A? is the category

J(A, A%) = (A' ® A%) ®persp(vy)xp(v2)) Perf@(P(V1). P(12))).
Further, for k = 1, 2, we define
Ek(.Al,Az) = (.Al ® .Az) ®perf(P(V,)xP(Vy)) Perf(Eg) =~ Al @ A2,

We define the categorical join of Lefschetz categories over P(V1) and P(13) as a certain
subcategory of the resolved join.

DEFINITION 2.15. — Let A! and A? be Lefschetz categories over P(V;) and P(V5,) with
Lefschetz centers A} and A3. The categorical join J(A', A%) of A! and A? is defined by

e1(C) e A' ® A5 C Ej(A', A?),

TJ(AL A% ={C e J AL, A2 )
( ) { ( ) e3(C) € Ay ® A> C Ep(A', A?)

The categorical join is an admissible subcategory in the resolved join; its orthogonal
complements are supported on the exceptional divisors E; and can be explicitly described
in terms of Lefschetz components of A! and A2, see [25, Lemma 3.12]. Furthermore,
J (A, A?) is smooth and proper as soon as both A! and A? are [25, Lemma 3.14]. Note
also that the categorical join depends on the choice of Lefschetz centers for A! and A2,
although this is suppressed in the notation. Finally, by [25, Theorem 3.21], J(A!, A?) has a
natural Lefschetz structure with center

(2.15) T (A A% = p*(A) ® AF) C T (A1, A).

It is right or left strong if both A! and .A? are, its length is equal to length(A') + length(A?),
and its Lefschetz and primitive components can be explicitly described, see [25, (3.14), (3.15),
(3.16), and Lemma 3.24]. The main property of categorical joins is that they commute with
HPD in the following sense.

THEOREM 2.16 ([25, Theorem 4.1]). — Let A! and A? be right strong, moderate Lefschetz
categories over P(V1) and P(V,). Then there is an equivalence

T (AL AP = F((AD (AP
of Lefschetz categories over P(V)Y @ V).

By [25, Proposition 3.17] the fiber product of J(A!, A?) with any P(V; & V,)-linear
category supported over the complement of P(V;) U P(V>) is equivalent to the fiber product
of the resolved join with the same category. If &: 1} = Vyisan isomorphism, the graph
of £ in P(V; @ V,) is contained in the complement of P(V;) U P(V3) and its fiber product
with J(A!, A?) is equivalent to A! ®persp(v;)) A2. A combination of this observation with
Theorem 2.16 and the main theorem of HPD gives the following result, which we call the
Nonlinear HPD Theorem.

ANNALES SCIENTIFIQUES DE L’ECOLE NORMALE SUPERIEURE
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THEOREM 2.17 ([25, Theorem 5.5]). — Let A' and A? be right strong, moderate Lefschetz
categories over projective bundles P(V1) and P(V3), where Vi and V, have the same rank

r = rank(V;) = rank(V5).
Let W be a vector bundle on S equipped with isomorphisms &: W —> Vi fork = 1,2, and let

~

(&)1 WY =5 V)Y be the inverse dual isomorphisms. Set
m = length(A") + length(A%)  and  m" = length((4")Y) + length((A?)").

Fori,j € Zlet J; and jju be the Lefschetz components of J(A', A%) and J((A")Y, (A%)Y)
respectively. Denote by H and H' the relative hyperplane classes on P(W) and P(W). Then
there are semiorthogonal decompositions

(2.16) Apwy ®pert@()) Apaw)
= (’CW(Als Az)» jr(H)’ L] jm—l((m - r)H)) k)
Q@17) (A, pertew ) (ADpp,)

= (1Ll =M. T ). K (AN (A)9).
and an S-linear equivalence
Kw (A', A%) > Ky ((ADE (A7)

In the case where A2 and (A2)! is an HPD pair from Example 2.12, this recovers the main
theorem of HPD.

2.4. Categorical resolutions

Finally, we recall the notion of a categorical resolution of singularities developed in [14],
which we will need later.

DEerFINITION 2.18. — Given a projective variety Y over a field k, a k-linear category C is
called a categorical resolution of Y if C is smooth and proper and there exists a pair of functors

74:C — D2 (Y) and x*: Perf(Y) — C,

coh

such that 7 * is left adjoint to 4, and 7 * is fully faithful. If further 7 * is both left and right
adjoint to ., then the categorical resolution C is called weakly crepant.

If : X — Y is a morphism from a smooth proper scheme such that 7.0y =~ Oy
(for instance, if Y has rational singularities and = is a resolution of singularities) then the
pullback and the pushforward functors provide D'goh (X) = Perf(X) with a structure of a
categorical resolution of Y (and if the singularities of ¥ are worse than rational, a categorical
resolution of ¥ was constructed in [22]). Such a resolution is weakly crepant if and only if

Kx/y =0, 1i.e, if and only if the morphism = is crepant.

REMARK 2.19. — The notion of a categorical resolution and weak crepancy extends to
the noncommutative case where Y is replaced with an admissible subcategory A C D, (Y);

then AP = AN Perf(Y) plays the role of Perf(Y). In this case, we say that C is a categorical
resolution (or weakly crepant categorical resolution) of APe'f,
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3. Categorical cones

In this section, we introduce the operation of taking the categorical cone of a Lefschetz
category. This operation is closely related to that of a categorical join reviewed in §2.3; in
fact, in §3.3 we show that under a splitting assumption, categorical cones can be described
in terms of categorical joins.

We fix an exact sequence
3.1 0=>Vo—=V V-0

of vector bundles on S. We write Hy, H, and H for the relative hyperplane classes on the
projective bundles P(V;), P(V), and P(V), and denote by Ny the rank of Vj.

3.1. Resolved cones

Let V be the vector bundle on P(V) defined as the preimage of the line subbundle
O-H)CV® Op(y7) under the surjection V ® Op(jy — Ve Op(i7y so that on P(V) we
have a commutative diagram

0—— Vo ® Opi) 13 O(-H) ——0

o]

with exact rows. If (3.1) is split then V = Vo ® O @ O(—H).
Now let X — P(V) be a morphism of schemes. Then the resolved cone over X with
vertex P(V}) is defined as the projective bundle

(3.3) Cy, (X) = Px(Vx).
where Vy denotes the pullback of V to X. The embedding Vx < V ® Oy induced by the
middle vertical arrow in (3.2) gives a morphism

Cy,(X) = P(V).

If X — P(V) is an embedding, then this morphism factors birationally through the classical
cone Cy,(X) C P(V), and provides a resolution of singularities if X is smooth.
Note that there is an isomorphism

(3.4) Ci, (X) = X xp(ip) Cry (P(V)).

Motivated by this, we call CVO PWV)) = Py (V) the universal resolved cone with
vertex P(Vy). Denote by

5:Cry (P(V)) > P(V)
the canonical projection morphism. Note that the rank of V is Ny + 1, so 5 is a PNo-bundle.
Further, denote by

f:Cy,(P(V)) — P(V)
the morphism induced by the canonical embedding V < V ® Opy) from (3.2). Define

E =Py (Vo ® Opjr)) = P(Vo) x P(V)
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and let

e E — Cy,(P(V))
be the canonical divisorial embedding induced by the first map in the top row of (3.2). We
have a commutative diagram

E—°  Cy @) -2 @)
(3.5) l l ;
P(Vo) —— P(V),

where the bottom arrow is the natural embedding. The isomorphism E 2 P(Vp) x P(V) is
induced by the product of the vertical arrow and p o ¢.
The next result follows easily from the definitions.

LemMa 3.1. — The following hold:
(1) The morphism f: éVO (P(V)) — P(V) is the blowup of P(V) in P(Vy), with exceptional
divisor E.
(2) The O(1) line bundle for the projective bundle p: CVO P(WV)) - P(V)is O(H).
(3) We have the following equality of divisors modulo linear equivalence:
E=H-H, H| = Ho.

(4) The relative dualizing complex of the morphism p is given by

wp = det(F*V*) (—(No + 1) H)[No.

Following (3.4) we define the resolved cone of a category linear over P(V/) by base change
from the universal resolved cone.

DEFINITION 3.2. — Let A be a P(V)-linear category. The resolved cone over A with
vertex P(V}) is the category
C, (A) = A ®pgpiry) Perf(Cr, (P(V))).
Further, we define
REMARK 3.3. — The isomorphism E = P(V;) x P(V) induces a canonical equivalence
E(A) ~ Perf(P(V))) ® A.

We identify these categories via this equivalence; in particular, below we will regard subcate-
gories of the right side as subcategories of the left. Furthermore, using this identification the
morphism ¢ from (3.5) induces functors between Perf(P(1p)) ® A and Cy, (A).

REMARK 3.4. — If X is a scheme over P(V), then by the isomorphism (3.4) and [2,
Theorem 1.2] the resolved cone satisfies

Cy, (Perf(X)) ~ Perf(Cy, (X)).
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REMARK 3.5. — Resolved cones are functorial in the same way as resolved joins, see [25,
Lemma 3.5]. Namely, given a P(V)-linear functor y: A — B, its base change along the
morphism Cy, (P(V)) — P(V) gives a P(V)-linear functor

Cvy (): Cry (A) — Cy, (B).

Moreover, if y*: B — A is a left adjoint functor to y, then éV(, (y™*) is left adjoint to CVO ),
and similarly for right adjoints, see [32, Lemma 2.12].

3.2. Categorical cones
We define the categorical cone of a Lefschetz category over P(V) as a certain subcategory

of the resolved cone, similarly to Definition 2.15 of a categorical join.

DEFINITION 3.6. — Let A be a Lefschetz category over P(V) with Lefschetz center Aj.
The categorical cone Cy,(A) over A with vertex P(Vp) is the subcategory of Cy, (A) defined
by

Cyy(A) = {c e Cyy(A) | £*(C) € Perf(P(Vy)) ® Ao C E(A)} :

Here, we have used the identification of Remark 3.3. If A = Perf(X) for a scheme X
over P(V), we abbreviate notation by writing

Cy, (X) = Cy, (Perf(X)).
REMARK 3.7. — The categorical cone depends on the choice of a Lefschetz center

for A, although this is suppressed in the notation. For instance, for the “stupid” Lefschetz
center 4y = A, the condition in the definition is void, so Cy, (A) = Cy, (A).

We note that if Vy = 0, then taking the categorical cone does nothing:
LeMMA 3.8. — Let A be a Lefschetz category over P(V). If Vo = 0 then Cy, (A) ~ A.

Proof. — 1f Vo = O then V = Opy(—H) by (3.2), hence Cy,(P(V)) = Py, (V) = P(V)
and CVO (A) ~ A. Furthermore, the divisor E is empty in this case, hence the defining
condition of Cy, (A) C Cy,(A) is void and Cy, (A) = Cy, (A). O

LEMMA 3.9. — Let A be a Lefschetz category over P(V) of length m. Then the categorical
cone Cy, (A) is an admissible P(V)-linear subcategory of Cy,(A), and there are P(V')-linear
semiorthogonal decompositions

(3.6)
Cy,(A) = (CVO(A), e1(Perf(P(Vp)) ® Ay(H)). ....e1(Perf(P(Vo)) @ Apm—1((m —1)H ))>,
(3.7)
Cyy(A) = <€* (Perf(P(Vo)) ® Ai—m((1 —m)H)) ,.... ex (Perf(P(Vp)) ® A1 (—H)).Cy, (A)>,
where ¢ denotes the left adjoint of *.
Proof. — Apply [25, Proposition 3.11] with T = P(V), ¥ = Cy,(P(V)), and E = E.

Then in the notation of that proposition, Ay = CVO (A)and Ag = E(A) = Perf(P(Vp)) ® A,
and the result follows. O
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EXAMPLE 3.10. — Let W C V be a subbundle, so that P(W) c P(V). The classical cone
over P(W) with vertex P(V}) is given by Cy, (P(W)) = P(W), where W C V is the preimage
of W under the epimorphism V' — V. Consider the Lefschetz structure on P(W) defined in
Example 2.8. Then it follows from Lemma 3.1 and Orlov’s blowup formula that the pullback
functor f*:Perf(P(W)) — Perf(éyo (P(W))) induces an equivalence

Perf(P(W)) = Cy, (P(W)).

Further, Theorem 3.21 below equips Cy, (P(W)) with a canonical Lefschetz structure, with
respect to which this equivalence is easily seen to be a Lefschetz equivalence.

LemMA 3.11. — Let A be a Lefschetz category over P(V) which is smooth and proper
over S. Then the categorical cone Cy,(A) is smooth and proper over S.

Proof. — Being the base change of A along the projective bundle p: CVO P(V)) — P(V),
the resolved cone Cy;, (A) is smooth and proper over S by [32, Lemma 4.11]. Hence the result
follows from Lemma 3.9 and [32, Lemma 4.15]. O

PROPOSITION 3.12. — Let A be a Lefschetz category over P(V). Let T — P(V) be a
morphism of schemes which factors through the complement of P(Vy) in P(V). Then there are
T-linear equivalences

Cvp (A1 = Cyy (A7 ~ Ar,
where the base change of A is taken along the morphism T — P(V) obtained by composing
T — P(V) with the linear projection from P(Vy) C P(V).

Proof. — By Lemma 3.1, the morphism f :CVO(P(?)) — P(V) is an isomorphism
over the complement of P(Vp). Hence there is an isomorphism éVo P(V)r =~ T.The
equivalence CVO (A)r ~ Ar then follows from the definition of the resolved cone. Further,
the components to the right of Cy,(A) in (3.6) are supported over P(Vp), hence their base
changes along T — P(V) vanish. This shows Cvy(Ar =~ éVO (Ar. O

For future use we fix the following immediate corollary of the proposition.

COROLLARY 3.13. — Let A be a Lefschetz category over P(V). Let T — P(V) be a
morphism of schemes which factors through the complement of P(Vy) in P(V'), and such that
the composition T — P(V) is an isomorphism. Then there is an equivalence

CVO (A)T ~ A

3.3. Relation to categorical joins
In this subsection, we assume Vy # 0 and we are given a splitting of (3.1):
V=V V.

Under these assumptions, we relate the cone operations discussed above (classical, resolved,
and categorical) to taking a join (in the corresponding senses) with P(V}).

The relation between the classical operations is easy: if X € P(V) is a closed subscheme,
then the classical join of X with P(V}) coincides with the cone over X with vertex P(V}), i.e.,

J®(V), X) = Cy, (X) CP(V).
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Note that the assumption V, # 0 is necessary for this equality; if Vo = 0 then P(Vy) = @
and hence J(P(1)), X) = @, while Cy,(X) = X.

Next we compare the universal resolved join (2.13) to the universal resolved cone
Cyy (P(V) = Py (Vo ® Opy)) ® O(—H)).
The natural embedding O(—Ho) — Vo ® Op(y, induces a morphism
B:I(P (Vo). P(V)) — Cy, (P(V)).

Denoting Z = PP(I;)(O(—H)) ~ P(V) C éVO(P(I_/)), the diagram (2.14) (with V7 = 1}
and V, = V) and the diagram (3.5) merge to a commutative diagram

E, —— JP(Vy),P(V)) +——E,

| ]
E——CyPV)+—Z
I
P(Vo) ——P(Vo & V) ——P(V),
where under the isomorphisms E, =~ P(Vy) x P(V) and Z =~ P(V), themap E, — Z is

identified with the projection.

LEMMA 3.14. — The morphism B:IJ(P Vo), P(V)) — éVO(P(V)) defined above is the
blowup of Cy, (P(V)) in Z, with exceptional divisor E,.

Proof. — Follows from Lemma 3.1(1) and [25, Lemma 3.1(1)]. O

Using this, we can finally compare categorical joins and cones. We consider the categorical
join J (P(Vp), A) of Perf(P(Vy)) (with the standard Lefschetz structure from Example 2.8)
and a Lefschetz category A over P(V).

PROPOSITION 3.15. — Let A be a Lefschetz category over P(V), and let Vy be a nonzero
vector bundle on S. Then there is an equivalence
Cyy(A) = T (P(Vo), A)

of P(Vy @ V)-linear categories. More precisely, pullback and pushforward along the blowup
morphism B: J(P(Vo), P(V)) — Cy, (P(V)) give functors

B*: Cyy(A) — J(P(Vo), A),
Bx: I(P(Vp), A) — Cy, (A),

which induce mutually inverse equivalences between the subcategories

Cy(A) C Cyy(A) and TP (Vp), A) C J(P(Vp). A).
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Moreover, for any P(V)-linear functor y: A — B there are commutative diagrams

i@, A 5w, B) J®o). A 5. B)
(3.8) ﬂ*l ﬂ*l and Tﬁ* Tﬂ*
) — P &, B) Crp() — 2P & B).

where the functor J(id, y) is defined for resolved Jjoins in the same way as CVO (y) for cones,
see [25, (3.4)].

Proof. — Diagrams (3.8) are obtained from the functor y by base change along the
morphism .

Lemma 3.14 together with Orlov’s blowup formula implies §*: CVO (A) = JP(Vy), A) is
fully faithful and gives an equivalence onto the subcategory

B*(Cyy(A) = {c e J(P(Vy). A) | £3(C) € Perf(S) ® A C Ep(Perf(P(Vp)). A) }

with the inverse functor given by .. Since 8 maps E; isomorphically onto E, it thus follows
from Definition 3.6 that 8* induces an equivalence from Cy, (A) onto the subcategory
e1(C) € Perf(P(Vp)) ® Ao C E;(Perf(P(Vp)), A)}

B* (Cry(A) = {C SIPTOA |+ (0 e Pert(s) 2 A C E>(Perf(P(Vo)), A)

with the inverse equivalence induced by .. But by Definition 2.15 this subcategory coincides
with 7 (P(Vp), A) since Perf(S) is the Lefschetz center of Perf(P(V})). O

REMARK 3.16. — Proposition 3.15 does not apply if V, = 0. Indeed, if V, = 0 then
P(V) = 0 and hence J (P(V}), . A) = 0, while Cy, (A) ~ A by Lemma 3.8.

REMARK 3.17. — In Theorem 3.21 we will equip any categorical cone with a canonical
Lefschetz structure in such a way that the equivalence Cy,(A4) ~ J(P(V}), .A) of Proposi-
tion 3.15 is an equivalence of Lefschetz categories.

REMARK 3.18. — Let A! and A? be Lefschetz categories over P(V;) and P(V5,), where V;
and V; are nonzero. Then there is a P(V; & V,)-linear equivalence

T (A", A%) = Cy, (A?) Qpertp(y@V2)) Cvs (AY).

This can be proved either directly, or (in its dual form) by combining Corollary 4.3 below
and [25, Corollary B.4]. The right side can be endowed with a semiorthogonal decomposi-
tion by an application of [25, Corollary 5.3], which can be shown to be a Lefschetz decompo-
sition compatible with the Lefschetz structure of the left side. Note also that the equivalence
of Proposition 3.15 is a special case of this. Indeed, take A' = P(V;) and use the equiva-
lence Cy, (P(V1)) =~ Perf(P(V; @ V2)) of Example 3.10. We omit further details as we shall
not need this.
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3.4. The Lefschetz structure of a categorical cone

Our goal in this subsection is to equip any categorical cone with a canonical Lefschetz
structure.

LEMMA 3.19. — Let A be a Lefschetz category over P(V). Then the image of Aq under the
functor p*: A — CVO (A) is contained in the categorical cone Cy,(A). If A; are the Lefschetz
components of A, then p*(A;) C Cy,(A) is left admissible for i < 0, admissible fori = 0, and
right admissible for i > 0.

Proof. — Because the morphism p: CVO (P(V)) — P(V) is a projective bundle, the pull-
back functor p*: Perf(P(V)) — Perf(Cy, (P(V))) is fully faithful and admits left and right
adjoints. Thus the same holds for its base change p*: A — CVO (A) (see [32, Lemma 2.12]).
Further, by Definition 3.6 we see that the image of Ao under p* is contained in Cy, (A). The
result follows. O

DEFINITION 3.20. — Let A be a Lefschetz category over P(V). For i € Z, we define a
subcategory Cy, (A); C Cy,(A) by
P*(Aitny) ifi < —No,
(3.9 Cro (A)i = { p*(Ao) if =No =i < No,
P*(Ai-ny) ifi = No,
where Ny is the rank of V.

Note that the containment Cy, (A); C Cy,(A) holds by Lemma 3.19.

THEOREM 3.21. — Let A be a Lefschetz category over P(V). Then the categorical
cone Cy,(A) has the structure of a Lefschetz category over P(V) with Lefschetz compo-
nents Cy, (A); given by (3.9). If A is either right or left strong, then so is Cy, (A). Moreover, we
have

length(Cy,, (A)) = length(A) + No,

and Cy, (A) is moderate if and only if A is moderate.

One could prove this directly by an analogue of the argument of [25, §3.4]. However, we
prefer to reduce to the case of categorical joins using Proposition 3.15 and the local-to-global
result of Lemma A.6.

Proof. — We may also assume V, # 0, otherwise the result is trivial. The key claim is that
we have semiorthogonal decompositions
(3.10) Cyo(A) = (Co.C1(H).....CnaNy—1((m + No — 1) H)),
(3.11) Cyo(A) = (Crom—No (1 =m — No)H), ... ,C_1(—H), Cy),
where C; = Cy,(A); and m = length(A). By Lemma A.6—whose hypotheses are satisfied by
Lemma 3.19— it is enough to prove (3.10) and (3.11) after base change to any fpqc cover of S.

Therefore, we may assume that we have a splitting V = V@V of (3.1). Then Proposition 3.15
gives an equivalence

Cro(A) = T (P(Vo). A).
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By [25, Theorem 3.21] the categorical join J(P(Vp),.A) has the structure of a Lefschetz
category of length length(A) + Ny. By Example 2.8 the nonzero primitive components p;
of Perf(P(Vp)) are p4(n,—1) = Perf(S), hence the second formula of [25, Lemma 3.24] shows
that the Lefschetz components 7; C J(P(Vy), A) are equal to

prpry(Aign,) ifi < —No,
Ji = 1 p*pr3(Ao) if =Ng <i < N,
p*pr;(Ai—No) if i > NOa

Using the commutative diagram

JP(Vo), P(V)) —2— P(Vo) x P(V)

|

Cy, (P(V)) —2—— P(V)

it is easy to see the equivalence Cy,(A) ~ JP((Vp), A) identifies C; with J;; thus the
decompositions (3.10) and (3.11) hold.

By [25, Lemma 2.4] and Lemma 3.19, we thus deduce that Cy C Cy,(A) is a Lefschetz
center with C;, i € Z, the corresponding Lefschetz components. The strongness claims follow

from the definitions and Lemma 3.19, and the claims about the length and moderateness
of Cy, (A) follow from the definitions. O

4. HPD for categorical cones

In this section we show that (under suitable hypotheses) the formation of categorical cones
commutes with HPD. We formulate the theorem in a way that allows for extensions of the
base projective bundle (in the sense of Definition A.7), because this extra generality is useful
in applications.

THEOREM 4.1. — Let V be a vector bundle on S, let
VoCV and Vo CVY

be subbundles such that the natural pairing V@ V- — Og is zero on Vy ® Vo, S0 that we have
a pair of filtrations

4.1 0CVoCVicV and 0C Ve CVgCVY.
Set
4.2) V=V V. so that Vg /Ve = V.

Let A be a right strong, moderate Lefschetz category over P(V). Then there is an equivalence
Crp(A)/P(V)) = Cyg (AD/P(V)
of Lefschetz categories over P(VY).
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REMARK 4.2. — Let us explain the structure of the categories appearing in Theorem 4.1.
By Theorem 3.21 the categorical cone Cy,(A) is a right strong, moderate Lefschetz cate-
gory over P(V%). By extending the base along the inclusion P(V,g) — P(V), we obtain by
Remark A.8 a right strong, moderate Lefschetz category Cy, (A)/P(V) over P(V). Hence
by [32, Theorem 8.7(1)], the HPD category (Cy, (A)/ P(V))" has the structure of a Lefschetz
category over P(V¥). The structure of Cy,_ (A")/P(V") as a Lefschetz category over P(V ") is
similarly obtained by a combination of [32, Theorem 8.7(1)], Theorem 3.21, and base exten-
sion.

In the case Vy = 0 (we also choose a subbundle W C V and take Voo = W C VV) we
obtain the following corollary, mentioned in Remark 3.18 above.

COROLLARY 4.3. — Let W C V be an inclusion of vector bundles on S. Let A be a right
strong, moderate Lefschetz category over P(W). Then there is an equivalence

(A/P(V))E = Cpy i (AY)

of Lefschetz categories over P(VY).

Our strategy for proving Theorem 4.1 is the following. First, we use the relation
between categorical cones and categorical joins described in Proposition 3.15 and linear
HPD of Example 2.12 to deduce the theorem when both V, and V are nonzero and
the filtrations (4.1) are split (which always holds locally over the base scheme §) from
Theorem 2.16. Then we use a local-to-global argument analogous to the one used in the
proof of Theorem 3.21 to deduce the theorem without the splitting assumption. Finally,
we use a relation between HPD and hyperplane sections (Proposition A.10) and duality to
deduce the theorem in full generality.

For the local-to-global argument it is important to define a functor between the cate-
gories Cy,, (A" /P(VY) and (Cy,(A)/P(V))" in general. This is what we start with in §4.1,
where we define a functor

Ve: Crog (AD)/P(VY) — H(Cy, (A)/P(V))

via a double cone construction, an analogue of the double join construction from [25, §4.1].
Next, in §4.2 we check its compatibility with the analogous functor between resolved joins,
deduce the theorem in the split nonzero case, and then by the local-to-global argument
remove the splitting assumption. Finally, in §4.3 we prove the general case.

4.1. Double resolved cones and the HPD functor for categorical cones

Throughout this section we fix filtrations (4.1), and use (4.2) to identify their quotients
with (Vp, Vv, V) and (Vo, Vv, V') respectively.

Let Y be a scheme equipped with a morphism ¥ — P(V) x P(V"). In this situation, we
can form two resolved cones, Cy, (Y) and Cy_, (Y), using the projection to P(V) for the first

and the projection to P(V") for the second. We define the double resolved cone over Y as the
fiber product

4.3) CCyyv.. (Y) = €y, (Y) xy Cy_(Y),
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which is a PNo x PVeo_bundle over Y, where Ny = dim Vj and N, = dim V. In particular,
we can consider the universal double resolved cone with its natural projection

(4.4) CCy, v, (P(V) x P(VY)) = P(V) x P(VY).

Now, given a category B which has a P(V) x P(V")-linear structure, we define the double
resolved cone CCy, v, (B) over B as

CCyy. 1o (B) = B ®persip(irypivy) Perf(CCy, vo, (P(V) x P(VY))),

that is the base change of B along (4.4).

The key case for us is when Y is the universal hyperplane in P(V), which we denote by
4.5) H=HP(V)).

Note that H indf:ed natugally maps to P(V) x P(V"), hence we can form the double resolved
cone CCy,,y., (H) over H. We also write H(Cy, (P(V))/P(V)) for the universal hyperplane
section of Cy, (P(V)) with respect to the morphism Cy, (P(V)) — P(VE) — P(V).

LEmMMA 4.4, — We have a diagram
CCy,.v., (H)
Cy..(H) H(Cy, (P(V))/P(V))

of schemes over P(VY), where all schemes appearing are smooth and projective over S.

Proof. — By definition the double resolved cone is the subvariety
CCy,.v.,(H) C P(V) x P(VY) x P(VE) x P(V3")

defined by the incidence conditions in P(V) x P(VY), P(V) x P(V%), and P(VY) x P(Vh).
Its image along the projection
P(V)xP(VY) x P(VE) x P(V5h) = P(V) x P(VY) x P(V3h)
satisfies the incidence conditions in P(V) x P(V¥) and P(V¥) x P(V;}), hence is contained
in Cy_, (H); this defines the morphism p.
Similarly, the image of &Vo,Voo (H) under the map

P(V)x P(VY) x P(VL) x P(V5h) = P(V) x P(VE) x P(VY)

satisfies the incidence conditions in P(V) x P(Voi;) and P(VOJC;) x P(VY). Indeed, the first is
clear and the second follows because the restriction of the pairing V@ VY C V@V — Os
to the subbundle V5 ® V;* factors as the composition VL ® Vgt — V ® V¥ — Og of the
projections from (4.2) and the natural pairing. This defines the morphism «.

Smoothness of all these schemes is evident. O
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Let A be a P(V)-linear category. Then
H(A) = H(A/P(V)) = Perf(H) ®pq,qp(iy) A
according to the notation (4.5). Recall the canonical P(V ¥)-linear inclusion functor (2.12)
y A" = (A/P(V)' — H(A/P(V)) = Perf(H) ®peqp(iry) A-
This induces a P(Vol)-linear functor (see Remark 3.5)
Creo (1): €y (AN — Cy, (H(A)),
which can be regarded as a P(V")-linear functor
Cre (1): Crag (AD/P(V) — Crp (H(A) /P(VY).

Here, we have written éVoo (A" /P(VY) and éVoo (H(A))/P(VY) to emphasize that we
regard the resolved cones Cy,_(A") and Cy_ (H(A)) as P(V")-linear categories, via the
inclusion P(Vol) cP(VY).

By base change from diagram (4.6) we obtain a diagram of P(}'")-linear functors
CCy, v (H(A))
~ Croo) =~ ~
Croo (AN /P(VY) =5 €y, (H(A))/P(VY) H(Cy, (A)/P(V)).
We define a P(V')-linear functor as the composition
4.7 Ve = tx 0 5 0 Cyy (1): €y (A)/P(VY) — H(Cyy (A)/P(V)).

The following fact will be needed later.
LEmMMA 4.5. — The functor yg has both left and right adjoints.

Proof. — The functor y has both left and right adjoints by [32, Lemma 7.2], hence so
does Cy_,(y) (see Remark 3.5). Further, o, and p* have both left and right adjoints, by
Lemma 4.4 and Remark 1.9. O

REMARK 4.6. — The functor yg can also be described in terms of Fourier-Mukai kernels,
similarly to [25, Remark 4.5]. We leave this as an exercise.

Note that the HPD category (Cy,(A) /P(V))! is naturally a P(V")-linear subcategory
of the target H(Cy, (A)/P(V)) of the functor yg. Indeed, by definition (Cy, (A) PV is
a P(VY)-linear subcategory of H(Cy, (A)/P(V)), and if :Cy,(A) — CVO (A) denotes the
admissible embedding (see Lemma 3.9) then the natural P(V")-linear functor

n ® id: H(Cy, (A)/P(V)) = Cy,(A) Qpertp(v)y) Perf(H(P(V)))
— €y, (A) perrp(vy) PerfHP(V))) = H(Cy, (A)/P(V))

is fully faithful by [32, Lemma 2.12(2)].
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4.2. The nonzero case

The goal of this subsection is to prove the following more precise version of Theorem 4.1
when Vj and V, are nonzero.

PROPOSITION 4.7. — Let A be a right strong, moderate Lefschetz category over P(V).
Assume Vo and Vo are nonzero. Then the functor

Vet Cveg (AD/P(VY) — H(Cyy, (A)/P(V))
defined in (4.7) induces a Lefschetz equivalence between the subcategories

Cr (AD/P(VY) C Cy o (AY/P(VY) and  (Cyy(A)/P(V))" € H(Cyy (A)/P(V)).

The proof takes the rest of the subsection. First we will prove the claim of Proposition 4.7
when the filtrations (4.1) split. In this case, we fix a splitting

(4.8) V=VodVaVy

and set V; = Vy @ V. Then the orthogonal to Vo C V; is Voo C V7Y, so by Example 2.12
there is an equivalence

4.9) Perf(P(Vp))! ~ Perf(P (Vo))

of Lefschetz categories over P(V}"). Hence we have a commutative diagram of equivalences
of Lefschetz categories over P(VY):

TP (Voo), AN/P(VY) == (T (B(Vo), A)/P(V))"

(4.10) ZT l?

Cre (AN /P(VY) ——— (Cy, (A)/P(V))",

where the vertical equivalences are consequences of Proposition 3.15, the top equivalence
is given by Theorem 2.16 (note that V = V; @ V) combined with (4.9), and the bottom
equivalence is the composition of the other three. In the following proposition, we prove that
the bottom equivalence is induced by yg. We freely use notation from [25, §4.1], in particular
the notation J, J¥, and J7J for resolved and double resolved joins.

REMARK 4.8. — The above argument (even without checking the bottom arrow is
induced by yg) already proves Theorem 4.1 under the assumptions that V, and V, are
nonzero and the filtrations (4.1) are split. However, for our local-to-global proof of Propo-
sition 4.7 below, it is essential to know the equivalence is given by a functor which is defined
independently of the choice of a splitting of (4.1).

PROPOSITION 4.9. — Let A be a right strong, moderate Lefschetz category over P(V).
Assume Vo and Vo are nonzero and that the filtrations (4.1) split, and choose a splitting (4.8).
Then there is a commutative diagram

3V (P (Vo). A /P(VY) — 2 HFP (Vo). A)/P(V))

@11 ﬂ;j Jﬂo*

Cy. (A /P(VY) s H(Cy,, (A)/P(V)),
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where Bo and Boo are the blowup morphisms from Lemma 3.14 of the cones with vertices P(Vp)
and P(Veo), respectively, and yz_ is the composition
~ ~ ~ Vi ~
Vieo' 37 (P(Voo) AD/P(VY) —> 3" (Perf(P(V0))", AD)/P(VY) —> HA(P(Vo). A)/P(V))

where the equivalence is induced by (4.9) and y;j is the functor from [25, Theorem 4.9]
(with Vo = V). Moreover, diagram (4.11) restricts to the diagram (4.10) from above; in
particular, the conclusion of Proposition 4.7 holds in this case.

Proof. — First, we unwind the definition of the functor y3_ . Consider the diagram

P(Vp) x P(Voo)———— H(P(Vp))

3 |

P(Vao) P(V),

where H(P(Vy)) = H(P(Vp)/P(V1)) is the universal hyperplane section of the morphism
P(Vy) —» P(V7) and t: P(Vy) x P(Vy) — H(P(Vp)) is the natural embedding. By [12,
Corollary 8.3] the functor

tx 0 pry: Perf(P(Vo)) — Perf(H(P(V))))
induces the HPD between P(1}) and P(V). It follows from the definitions that we have

Vi, = @0x 0 g o I 0 pr3.y),
where the morphisms
3P (V). H) L2 TIEEP (V). |) 2> HEAP(Vo). P(7))/P(V))

are the base change along P(Vy) — P(V;) of [25, diagram (4.4)] (with V, = V), and
J (i« o pr3, y) is the join of the functors iy o pr; and y, where y is the inclusion (2.12).
Further, note that we can write J(t4 o pr3, y) as a composition

~ JG ~ J(pr¥,id) .
3 (P(Va), A 2870 59 (P (Vo). H(A)) 225 5 (P(Vo) x P(Vos). H(A))
J(x,id) ~
—— JY(H(P(Vp)). H(A)),
and hence
(4.12) Vi, = @ox 0 Py 0 I(ts.id) o J(pr3.id) o I(id. y).

By definition yg is the composition (4.7) of three functors analogous to Jdd, y), Py - and o«
in (4.12). To prove the proposition, we will relate the analogous functors appearing in these
compositions, using the blowup morphisms B, and B¢ and the morphisms ¢ and pr,.

The relation between J (id, y) and éVoo () is provided by the commutative diagram (3.8),
that in our case takes the form

3 (P (V). A — 297 5 (B(V0), H(A))
@.13) b | [
€y (A Croo ) Gy (H(A)).
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To relate the other functors, we write down diagrams of schemes that induce diagrams of
functors by base change. First note that we have a fiber square

3V (P(Vp) x P(Vao). H) 22 FF(P (Vo) x (Vo). H)
(4.14) lj(t,id) J.ﬁ(L,id)

Do

JY(H(P(Vp)), H) JI(H(P(Vy)), H),

where J(¢,id) and ij(c,id) denote the morphisms between the (double) resolved joins
induced by the morphisms t: P(Vy) x P(Voo) — H(P(V,)) and id: H — H. Next observe
that there is an isomorphism

JIP(Vo) x P(Voo), H) 22 J(P(Vp), H) xj3 3" (P(Voo), H),

which can be seen as in the proof of Lemma 4.4 (by identifying both sides as P! x P1-bundles
over subvarieties of P(Vy) x P(Vao) X P(V) x P(VY)). We also have by definition

&VOaVoo (I:I) = CVO(I:I) Xﬁ éVoo (I:I)

The blowup morphisms ﬂozj(P(Vo),fI) — CVO (H) and ,BOO:jV(P(VOO),I_{) — éVoo (H)
from Lemma 3.14 thus combine to give a morphism

Booo: JI(P(Vo) x P(Veo), H) — CCy, v (H).

It is easy to see that the morphism S0, makes the diagrams
(4.15)

3 (P (Vo) ) 20220 5o (B(1) x P (Vo). ) L2 TI(B(Vo) x P (Vo). H)

ﬂooJ{ lﬂOOO
P

éVoo (I:I) &VO,VM (I:I)

and
(4.16)
TIP (Vo) x P(Voo). H) 0 TIHP (Vo)) H) —2>— HAP(Vo). P(V))/P(V))

| Jn

CCy,.v.. () « H(Cy, (P(V))/P(V))

commutative, where in (4.16) we abusively write B¢ for the morphism induced by the blowup
Bo: JP(Vp),P(V)) — CVO(P(V)). Note also that since By is a product of two blowup
morphisms, the functor 8§ is fully faithful, so we have an isomorphism of functors

4.17) Booos © Biisy = id.

Combining the above ingredients and taking into account that J(i, id) ~ J(i,id), and
J(pr;,id) >~ J(pr,,id)*, we can rewrite the composition of the three upper arrows in (4.11)
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as

Box © V5, © B = Box © @ 0 fy 0 It id) 0 I(pr3, id) 0 I(id, y) 0 B, (4.12)
~ Box © @ox 0 fiy 0 It id) 0 I(pr3.id) o B, 0 Cy () (4.13)
~ Box © s 0 JH (1. id) o pi o I(prs.id) o X o Cy(y)  (4.14)
~ Bow 0 aox 0 JI(tx.id) 0 B 0 p* o Cy_(¥) (4.15)
~ s © Booox © By © P* 0 Cy (¥) (4.16)
~ ay 0 p* o Cy,(y) 4.17)
= ye. (4.7)

which completes the proof of commutativity of diagram (4.11).

The claim that diagram (4.11) restricts to diagram (4.10) follows directly from the defini-
tions. Finally, Proposition 4.7 under the assumptions we took follows from commutativity
of diagram (4.10). O

Proof of Proposition 4.7. — If the filtrations (4.1) split, then the result holds by
Proposition 4.9. In the nonsplit case we use Proposition A.1 with C = éVoo (AY),
D = H(Cyy(A)/PV)), ¢ =yg A = Cr(AY), and B = (Cy,(A)/P(V))". We note
that the assumptions of the proposition are satisfied by Lemmas 3.9 and 4.5. We take an
fpqc cover of our base scheme S over which the filtrations (4.1) split. By the argument above
the functor yg induces the desired Lefschetz equivalence after base change to this cover.
Hence by Proposition A.1 the functor yg induces an equivalence between Cy,_, (A /P(VY)
and (Cy,(A)/ P(V))!, which is in fact a Lefschetz equivalence by Corollary A.5. O

4.3. The general case

In this subsection we bootstrap from Proposition 4.7 to the general case of Theorem 4.1.
LEMMA 4.10. — The claim of Theorem 4.1 holds if Vy is nonzero.

Proof. — By Proposition 4.7 we only need to consider the case where Vo, = 0. Take an
auxiliary nonzero vector bundle VeoonS,andsetV =V 170;. Then Vo C Vand Voo C V'V
are such that the pairing V ® V¥ — Oy is zero on V ® Vuo. Hence Proposition 4.7 gives an
equivalence

(4.18) Cp (AN /P(VY) = (Cyy (A)/P(V))"

of Lefschetz categories over P(V ). By base change along the embedding P(V") — P(VY)
we obtain a P(V¥)-linear equivalence

(CI;OO (A”)/P(VV)) S pertp(iryy PPV ) = (Cyy (A)/PV) @ per iy Prf®(VY)),
We have P(V/V)-linear equivalences
(4.19) (cﬁm (A”)/P(VV)) ®pestp(irvyy PerfP(VY)) = AV/P(VY) ~ Cy (AD/P(VY),

where the first holds by Corollary 3.13 and the second by Lemma 3.8 since Voo, = 0.
Furthermore, note that Cy,(A)/P(V) is supported over the open subset P(V) \ P(V)
since this category’s P(V)-linear structure is induced from a P(V)-linear structure via the
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morphism P(V) — P(V) and P(V) N P(V)) = 0. Hence by Proposition A.10 we have a
P(VY)-linear equivalence

(4.20) (Cro(A)/P7)! @perp(ivy PerfB(V)) = (Cry (A)/P(V))E
Combining the above equivalences, we thus obtain a P(V)-linear equivalence
4.21) Croo (AD/P(VY) = (Cryy (A)/P(V))™.

Finally, tracing through the equivalences (4.19) and (4.20) and using Remark A.12 and the
fact that (4.18) is a Lefschetz equivalence, one verifies that (4.21) identifies the Lefschetz
centers on each side. O

Now we can handle the general case.

Proof of Theorem 4.1. — By Lemma 4.10 it remains to consider the case where Vy = 0.
We may assume Vo, # 0, otherwise there is nothing to prove. Using Remark 2.13 we reduce
the claim of Theorem 4.1 to the existence of a Lefschetz equivalence

Cro(A)/P(V) = " (Cre (AD/R(VY)).

Since Voo # 0 we can apply (the left version of) Lemma 4.10 to obtain a Lefschetz equiva-
lence

(Crma (AN /R ) = Cyy (((AD)/R(V),
We conclude by noting that ¥(A") ~ A, again by Remark 2.13. O

5. HPD for quadrics

In this section, we use categorical cones to describe HPD for quadrics. We assume the base
scheme S is the spectrum of an algebraically closed field k of characteristic not equal to 2.
The main reason for this assumption is that our results depend on our work [26], reviewed
in §5.1 below, where we described HPD for smooth quadrics over such a field k.

We study the following class of morphisms from a quadric to a projective space.

DEerINITION 5.1. — Let Q be a quadric, i.e., an integral scheme over k which admits a
closed immersion into a projective space as a quadric hypersurface. We denote by O (1) the
restriction of the line bundle O(1) from this ambient space. A morphism f: Q — P(V) is
standard if there is an isomorphism

f*Opa)(1) = Og(1).

In other words, f is either an embedding as a quadric hypersurface into a linear subspace
of P(V), or a double covering of a linear subspace of P(}') branched along a quadric
hypersurface. We call f non-degenerate if its image is not contained in a hyperplane of P(1).
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Note that Q is not required to be smooth, but is required to be integral. In the prelim-
inary §5.1, we recall the results of [26] saying that if Q is smooth then it has a natural
Lefschetz structure, and if f: Q — P(V) is a non-degenerate standard morphism the HPD
category can be described in terms of classical projective duality. In §5.2 we use categorical
cones to construct for a general standard morphism f: Q — P(V') a Lefschetz category Q
over P(V)—called the standard categorical resolution of Q— which is smooth and proper
over k and agrees with Perf(Q) over the complement of f(Sing(Q)) C P(V). In §5.3
we introduce a “generalized duality” operation that associates to a standard morphism
f:0 — P(V) of a quadric another such morphism % Q! — P(V¥). We use HPD for
categorical cones to prove that this notation is compatible with the notation for the HPD
category, i.e., that the HPD of the standard categorical resolution of Q is Lefschetz equiv-
alent to the standard categorical resolution of the generalized dual Q% (Theorem 5.20). By
combining this with the nonlinear HPD theorem, we prove in §5.4 a quadratic HPD theorem
(Theorem 5.21).

5.1. HPD for smooth quadrics

In this subsection, we briefly review HPD for smooth quadrics following [26]. Given a
smooth quadric O, we will denote by S a chosen spinor bundle on it. Note that there is either
one or two choices for S depending on whether dim(Q) is odd or even.

LEMMA 5.2 ([26, Lemma 2.4]). — Let f: Q — P(V) be a standard morphism of a smooth
quadric Q. Let S denote a spinor bundle on Q. Then Perf(Q) is smooth and proper over K, and
has the structure of a strong, moderate Lefschetz category over P(V') with Lefschetz center

0o = (S.0) C Perf(Q)

and length dim(Q). Further, if p € {0, 1} is the parity of dim(Q), i.e., p = dim(Q) (mod 2),
then the nonzero Lefschetz components of Perf(Q) are given by

(5.0) forli| =1—p,

Q; = .
(O) forl—p < |i|] <dim(Q)—1.

REMARK 5.3. — If dim Q is even there are two choices of S, but up to equivalence, the
Lefschetz structure on Perf(Q) does not depend on this choice, see [26, Remark 2.5]. Further,
the Lefschetz center Qg of Perf(Q) can be also written as

Qo = (0,8")
where 8’ = S if dim(Q) is not divisible by 4, and the other spinor bundle otherwise. The
nonzero primitive Lefschetz components (as defined in §2.1) of Perf(Q) are given by
(O) ifi =—(dim(Q)—1),
s iti=—a-p),
T sy dti=1—-p,
(0) ifi =dim(Q)— 1.
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The next result describes HPD for non-degenerate standard morphisms of smooth
quadrics. This will be generalized to arbitrary standard morphisms of quadrics in
Theorem 5.20. Recall that the classical projective dual of a smooth quadric hypersur-
face O C P(V) is itself a smooth quadric hypersurface Qv C P(V'VY).

THEOREM 5.4 ([26, Theorem 1.1]). — Let f: Q — P(V) be a non-degenerate standard
morphism of a smooth quadric Q. Then there is an equivalence

Perf(Q)" ~ Perf(Q"
of Lefschetz categories over P(VY), where the left-hand side is the HPD category, and
(1) if f is a divisorial embedding and dim(Q) is even, then Q" = QY is the classical projective
dual of Q and Q% — P(V'Y) is its natural embedding;

() if f is a divisorial embedding and dim(Q) is odd, then Q' — P(VY) is the double cover
branched along the classical projective dual Q~ C P(VY) of O,

(3) if f is a double covering and diim(Q) is even, then Q% — P(V) is the classical projective
dual of the branch locus of f;

4) if f is a double covering and dim(Q) is odd, then Q% — P(V V) is the double cover branched
along the classical projective dual of the branch locus of f.

5.2. Standard categorical resolutions of quadrics

In this subsection, we will obtain a categorical resolution of a singular quadric by
expressing it as a cone over a smooth quadric, and then taking a categorical cone. To start
with, we analyze the general structure of a standard morphism of quadrics.

LEMMA 5.5. — Let Q C P(W) be a quadric hypersurface. Then there are a unique
subspace K C W and a smooth quadric O C P(W /K) such that
0 = Cx(0).

Moreover, if f: Q — P(V) is a standard morphism of Q, there is a unique commutative diagram
of vector spaces

0 KC W W/K ——0
H Cx (f) f_l
0 KC W W/K ——0

Vv
with surjective morphism f such that f is the composition

Q0 — P(W) --==-- > P(W) < P(V).
Moreover, one of the following two possibilities holds:

(1) The map f is an isomorphism. In this case, f is an embedding.

4¢ SERIE - TOME 56 — 2023 — N° 1



CATEGORICAL CONES AND QUADRATIC HOMOLOGICAL PROJECTIVE DUALITY 35

(2) The spaces ker(f) and ker(Cx (f)) are 1-dimensional, and the corresponding points of the
projective spaces P(W) and P(W | K) do not lie on the quadrics Q and Q respectively. In
this case, f is a double covering onto P(W) C P(V).

Proof. — We define K to be the kernel of the quadratic form on W corresponding to Q
and Q to be the quadric corresponding to the induced quadratic form on W /K. We set

W =im (VV = H°(P(V), Op)(1)) EANYCLITY Oo(1)) = WV) :

This gives a factorization of f* as a composition VY — WV — WY and we define the maps
in the middle column of the diagram as the dual maps. The rest is clear. O

We call the quadric Q above the base quadric of Q. Moreover, if (1) holds we say f is of
embedding type, and if (2) holds we say f is of covering type.

Next we define some useful numerical invariants of a standard morphism of a quadric. In
the definition below we use the notation introduced in Lemma 5.5.

DEFINITION 5.6. — Let f: O — P(V) be a standard morphism of a quadric. Then:

— r(Q) = dim W —dim K denotes the rank of Q, i.e., the rank of the quadratic form on W
corresponding to Q.

— p(Q) € {0, 1} denotes the parity of r(Q), i.e., p(Q) = r(Q) (mod 2).

— k(Q) =dimK.

— ¢(f) =dimV — dim W denotes the codimension of the linear span ( f(Q)) C P(V).
— t(f) =dim W —dimW e {0, 1} denotes the type of Q, defined by

0 if f is of embedding type,
1(f) = o .
1 if f is of covering type.

Note that our convention that Q is integral is equivalent to r(Q) > 3.

REMARK 5.7. — Asindicated by the notation, r(Q), p(Q), and k(Q) depend only on Q,
while ¢(f) and ¢( f) are invariants of the morphism f. We note the relations

(5.1) dim(Q) = r(Q) +k(Q) -2,
(5.2) dim(V) = r(Q) + k(Q) +c(f) —t(f).
Moreover, if O is the base quadric of Q, we have r(Q) = r(Q) and p(Q) = p(0).
Using the identification of Lemma 5.5 of a quadric Q with the cone over a smooth

quadric, we see that the corresponding resolved cone gives a resolution of Q. We call the
induced map

(5.3) m:Cx(0) —> Cx(Q) = Q

the standard geometric resolution of Q. Note that this map is nothing but the blowup of Q
in its singular locus Sing(Q) = P(K).
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DEerFINITION 5.8. — Let f: Q — P(V) be a standard morphism of a quadric. Using the
above notation, the standard categorical resolution of Q over P(V) is the Lefschetz category
9 over P(V) defined as the categorical cone over the base quadric Q:

9 = Cx(Q)/P(V)

taken with respect to the Lefschetz structure of O described in Lemma 5.2.

Note that the categorical resolution £ of Q depends on the choice of a spinor bundle S
on Q, although this is suppressed in the notation; there is little harm in this, as by Remark 5.3
the categorical resolutions for different choices of spinor bundle are equivalent.

In Lemma 5.9 we explicitly describe the Lefschetz components of £, and in Lemma 5.11
we justify calling 9 a categorical resolution.

LEmMA 5.9. — Let f: Q — P(V) be a standard morphism of a quadric. Let S be a spinor
bundle on the base quadric of Q. Then the standard categorical resolution Q of Q over P(V)
associated with S is smooth and proper over K, and it is endowed with a strong, moderate
Lefschetz structure of length dim(Q). If k = k(Q) and p = p(Q), then its nonzero Lefschetz
components are given by

q (S,0) = (0,8") forli|<k+1—p,
o) fork +1—p <|i| <dim(Q) -1,

and its nonzero primitive Lefschetz components are given by

0) ifi =—(dim(Q) - 1),
§Y) ifi=—(k+1-p).

(
a4 = (
(8) ifi=k+1-p,
(
3

S

) i =dim(Q) -1,

where S’ is described in Remark 5.3.
Proof. — Combine Theorem 3.21, Lemma 3.11, Lemma 5.2, and (5.1). O

REMARK 5.10. — In Lemma 5.9 and below, we tacitly identify the objects O, S, and &’
on the base quadric O of Q with their pullbacks to Q c Cx(0Q).

The next lemma justifies our terminology by showing that £ is a weakly crepant categor-
ical resolution of Q in the sense of Definition 2.18. Recall that by definition the standard
categorical resolution of a quadric is a subcategory of the derived category of the standard
geometric resolution (5.3).

LEmMMA 5.11. — Let f: Q — P(V) be a standard morphism of a quadric, with standard
geometric resolution m: Q = Cg(Q) — Q and standard categorical resolution Q over P(V).

Then 1y and 7t* restrict to functors
1. Q — D° (0) and  7w*:Perf(Q) — Q,

coh

which give Q the structure of a weakly crepant categorical resolution of Q.
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Furthermore, the object R = m+&nd(O & S) € D° . (Q) is a coherent sheaf of O g-algebras

coh
on Q of finite homological dimension, and there is an equivalence

9~ D", (0.R) ~ Perf(Q,R),

0.

where Di’oh 0, R) and Perf(Q, R) denote the bounded derived category of coherent R-modules

on Q and the corresponding perfect category.

Proof. — Recall that the morphism 7 is the blowup with center at P(K). Consider the
blowup diagram

I‘—>Q~
P(K) — 0,

where E is the exceptional divisor; note moreover that E 2 P(K) x O, where Q is the base
quadric of Q. It is easy to see that 7 is a resolution of rational singularities (recall that the
rank of O is assumed to be greater than 2). Moreover, 7y (Perf(P(K))) is contained in the
pullback to E of the Lefschetz center

Perf(P(K)) ® (S, O) C Perf(P(K) x Q) ~ Perf(E).

Hence by [14, Theorem 4.4] the functors 7 * and 7. indeed give 9 the structure of a categor-
ical resolution of Q.

Moreover, Q is Gorenstein and a direct computation shows that
K5 =n"(Kg) + (dim(Q) — ) E.

Note that dim(Q) is the length of the Lefschetz decomposition of Perf(E) above. Hence
[14, Proposition 4.5] shows that 9 is a weakly crepant categorical resolution of Q. By an
argument similar to [14, Proposition 7.1], the bundle © @ S on 0 is tilting over O (i.e., the
derived pushforward 7.&nd(O @ S) is a pure sheaf) if and only if for all # > 0 we have

H>%(Q,&d(O ® S)(tH)) = 0.

A computation shows that this vanishing holds, and then the rest of the lemma follows
from [14, Theorem 5.2]. O

REMARK 5.12. — The last statement of Lemma 5.11 shows that £ can also be considered
as a noncommutative resolution in the sense of Van den Bergh [37, 36].

The following lemma relates standard categorical resolutions of quadrics to geometry and
shows that £ is “birational” to Q over P(V).

LEmMA 5.13. — Let f: Q — P(V) be a standard morphism of a quadric. Let Q be the
standard categorical resolution of Q over P(V). Let U = P(V) \ f(Sing(Q)).

(1) The base change to U of the P(V)-linear functor 7*: Perf(Q) — Q gives an equivalence
Perf(Qu) ~ Qu.
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(2) Let A be a P(V)-linear category supported over U. Then there is an equivalence

A ®pertp(v)) Q = A Qpert(p(v)) Perf(Q).
In particular, if A = Perf(X) for a scheme X over P(V') supported over U, then

A Qperip(vy) Q = Perf(X xpy Q).

Note that the fiber product in the right side of the last formula should be understood in
the derived sense.

Proof. — Part (1) follows from Proposition 3.12 because the morphism Cx(Q) — P(V)
factorizes as

Cx(0) > Cx(0) = 0 L P(V),

where the first map is the blowup in P(K) = Sing(Q). Part (2) follows from Lemma A.9 and
part (1). O

5.3. Generalized quadratic duality and HPD

Our goal in this subsection is to define a geometric duality operation on standard
morphisms of quadrics, which after passing to standard categorical resolutions corresponds
to the operation of taking the HPD category.

The desired duality operation will be defined using a combination of the following three
operations.

DEeFINITION 5.14. — Let f: Q — P(V) be a standard morphism of a quadric.
— If f: Q0 — P(V) is of embedding type, we denote by
VAR ({8
the embedding of the classical projective dual of O C P(V).
— If f: Q0 — P(V) is of embedding type, we define
Jeov: Qcov — P(V)

as the composition of the double cover Q¢oy — (Q) of the linear span of Q in P(V)
branched along Q C (Q) with the embedding (Q) — P(V).

— If f: Q0 — P(V) is of covering type, we define
fbr: Qbr - P(V)
as the composition of the inclusion Qv < (f(Q)) of the branch divisor of the double

cover Q — (f(Q)) with the embedding ( f(Q)) — P(V).

REMARK 5.15. — Let f: O — P(V) be a standard morphism of a quadric, and recall
the canonical diagram of vector spaces associated to f in Lemma 5.5. The operations of
Definition 5.14 affect this diagram as follows.
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— If f: 0 — P(V) is of embedding type, then its classical projective dual can be described
as follows. The filtration 0 € K € W C V gives a filtration 0 ¢ W+ c K+ c Vv
by taking orthogonals. The pairing between V and V" induces a nondegenerate pairing
between W/K and K+/W+, and hence an isomorphism K+/W+ =~ (W/K)Y. Via
this isomorphism, the base quadric 0 C P(W/K) of Q corresponds to a quadric in
QY C P(Kt/WH) (its projective dual), and then Q¥ = Cy,1 (QY) C P(VY). Thus, the
operation f + f replaces W by K+ and K by W+,

— If f: 0 — P(V)isof embedding type, then W = W.The operation f — f.oy replaces W
by W @k, and keeps W and K fixed.

— Similarly, if : Q — P(V) is of covering type, then the operation f > fp, replaces W
by W, and keeps W and K fixed.

REMARK 5.16. — The operations of Definition 5.14 preserve the integrality of Q, except
for the branch divisor operation in case r(Q) = 3 and f is a morphism of covering type.
Indeed, this follows from the formulas:

r(Q7)=r(Q), r(Qeov) =r(Q)+1, r(Qp)=r(Q)—1
Note, however, that the operations of Definition 5.14 are defined even for non-integral
quadrics.
The next definition is modeled on the cases considered in Theorem 5.4.
DEerINITION 5.17. — Let f: Q — P(V) be a standard morphism of a quadric. The
generalized dual of f is the standard morphism
AU (U8
of the quadric Q' defined as follows:
— If f: Q0 — P(V) is of embedding type, then:
o If r(Q)iseven, weset Q% = Q¥ and ! = fV: O = P(VY).
o Ifr(Q)is odd, we set Q% = (QY) oy and £ = (fV)eoy: QF — P(VY).
— If f: Q0 — P(V) is of covering type, then:
o If r(Q)iseven, we set Q% = (Qpr)” and £ = (fipr)¥: Q% — P(VY).
o Ifr(Q) is odd, we set 0% = ((Qbr))eoy a0d 1 = ((for)eov: Q" — P(VY).

In other words, we first pass to a morphism of the embedding type (by taking the branch
divisor if necessary), then apply classical projective duality, and then if necessary go to the
double covering.

REMARK 5.18. — Using the description of Remark 5.15 it is easy to check that general-
ized duality affects the numerical invariants of f described in Definition 5.6 as follows:

r(Q% =r(Q) + p(Q) —t(f), p(QH =1t(f). k(Q" =c(f).
c(fH=k(Q), t(fH=p(Q).
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In particular, note that generalized duality preserves the integrality of Q. Note also that
by (5.1) we have

(5.4) dim(Q") = r(Q) + p(Q) + c(f) —1(f) — 2.
REMARK 5.19. — By (5.1), (5.4), and (5.2) we have
dim(Q") + dim(Q) = (r(Q) + k(Q) + ¢(f) = 1(f) + (r(Q) + p(Q) — 4)
=dim(V) + (r(Q) + p(Q) — 4),

which is congruent to dim(V) mod 2 since by definition p(Q) = r(Q) mod 2. This means
that if dim(V) is even, then the parities of the dimensions of Q% and Q are the same, and
if dim(1) is odd, then the parities are opposite.

Now we can bootstrap from Theorem 5.4 to a result for arbitrary standard morphisms.

THEOREM 5.20. — Let f: Q — P(V) be a standard morphism of a quadric. Let Q be the
standard categorical resolution of Q over P(V') as defined in Definition 5.8. Then the HPD
category QU is Lefschetz equivalent to the standard categorical resolution of the quadric Q"
defined in Definition 5.17 over P(VY).

Proof. — Follows from Theorem 5.4, Theorem 4.1, and the definitions. O

5.4. The quadratic HPD theorem

Now we can prove our quadratic HPD theorem, by combining the above results with the
nonlinear HPD Theorem 2.17.

THEOREM 5.21. — Let A be a right strong, moderate Lefschetz category over P(V). Let
f:0—PWV) and  f:0"—>PWVY)

be a standard map of a quadric and its generalized dual. Let Q be the standard categorical
resolution of Q over P(V), and let QY be the standard categorical resolution of Q% over P(V).
Let S € Q and 8" € QY be the pullbacks of the corresponding spinor bundles on the base
quadrics of Q and Q". Let H and H' denote the hyperplane classes on P(V) and P(V"). Let

N =dim(V), m = length(4), m"=length(A"), d =dim(Q), d"=dim(Q").
Then there are semiorthogonal decompositions
A Qpertp(v)) Q = <’CQ(A),

Agi(H)R(S), ..., Ap—r ((m — d"YH)R(S),
Ay—a(H)R(O). ... Ap_r((m +d — N)H)®((’))>.

A Bperproy 1 = (AL (N = d* = mYHYR(O), ..., AL, (—H)@(O),
A (d =mYHNS((SYY),... AL (~H)®((SN),
Kigs (AD)

and an equivalence of categories Kg(A) ~ K,Qn (A").
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Proof. — We apply the nonlinear HPD Theorem 2.17 in case A' = A, A% = 0; it gives
semiorthogonal decompositions (2.16) and (2.17) and the equivalence; so we only have to
check that the components J; = J(A, Q); of (2.16) and Jju = J(Al, Q”)j of (2.17) have
the prescribed form.

By [25, Lemma 3.24] and Lemma 5.9, for i > N we have

Ji = (Ai—ktp—2 @ (S). Ai—a ® (0)) C A Qpertp(vy) Q-

Combined with the observation that k — p +2 = N — d" by (5.2) and (5.4), it follows that
the semiorthogonal decomposition (2.16) takes the claimed form. Using the expression for
the numerical invariants of Q% in terms of those of Q (Remark 5.18), it follows similarly that
the semiorthogonal decomposition (2.17) takes the claimed form. O

It is natural to combine Theorem 5.21 with the result of Lemma 5.13(2) that provides the
left hand sides of the semiorthogonal decompositions with a clear geometric meaning. In the
next section we use this to derive the applications promised in §1.5.

6. Applications

In this section we collect some applications of the quadratic HPD Theorem 5.21 obtained
above. In §6.1 we prove the duality conjecture for Gushel-Mukai varieties, in §6.2 we discuss
and prove its spin analogue, and in §6.3 we discuss a noncommutative conifold transition for
a certain nodal spin GM fivefold. We continue to assume the base scheme S is the spectrum
of an algebraically closed field k of characteristic not equal to 2.

6.1. Duality of Gushel-Mukai varieties

We will prove [24, Conjecture 3.7]. For context and consequences of this conjecture, see
the discussion in §1.5.

The definition of Gushel-Mukai varieties from [4] can be rephrased as follows; note that
unlike [4], by convention we require GM varieties to have dimension at least 2.

DEFINITION 6.1. — A Gushel-Mukai (GM) variety is a dimensionally transverse fiber
product
X = Gr(2,Vs) Xpazys) O,
where Vs is a 5-dimensional vector space, Gr(2, Vs) — P(A2Vs) is the Pliicker embedding
of the Grassmannian of 2-dimensional subspaces of Vs, and Q0 — P(A%Vs) is a standard
morphism of a quadric with dim Q > 5.

The dimensional transversality assumption means that the above fiber product is under-
ived. Note also that dim(X) < 6 and that a representation of X as the above fiber product is
far from unique, see [4] for details.

In [24], for any smooth GM variety a semiorthogonal decomposition of Dth(X ) = Perf(X)
was constructed (appearing as (6.2) below), and in particular, an interesting subcategory

K(X) C Perf(X),
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(called the GM category of X) was defined. GM categories were thoroughly studied, and in
particular, it was shown that a GM category K(X) is either a K3 category or an Enriques
type category, depending on whether dim(X) is even or odd.

In [4] GM varieties were classified. In particular, in [4, Theorem 3.6] to every GM variety
was associated its Lagrangian data set, a triple of vector spaces (Vg (X), V5(X), A(X)), where:

— Ves(X) is a 6-dimensional vector space;
— V5(X) C Vg(X) is a hyperplane; and
— A(X) C A3V(X) is a Lagrangian subspace.

Here we endow the 20-dimensional space A3 Vg (X) with a symplectic form given by wedge
product A3Vs(X) ® A3Vs(X) — A®Ve(X) = k. The form depends on a choice of
isomorphism above, but the property of being Lagrangian does not.

Conversely, to every triple (Vs, Vs, A) as above two GM intersections Xi‘{}s and XZ{’;S were
associated. Both X' and X’y have the form

XVA’V5 = Gr(2, Vs) XP(/\2V5) Q,

and their type (ordinary or special) corresponds to the type of the morphism Q — P(A%Vs)
(embedding or covering). Note that a GM intersection X4,y is not necessarily dimensionally
transverse (so it is not necessarily a GM variety).

Furthermore, in [4, Theorem 3.16] it was shown that if X is a smooth GM variety of
dimension dx > 3 then the Lagrangian A(X) C A3V(X) contains no decomposable vectors,
i.e., P(A(X)) does not intersect Gr(3, Vs(X)) C P(A3Vs(X)). Conversely, if A C A3V
contains no decomposable vectors, then for any Vs C Vs both GM intersections X4y, are
smooth GM varieties. Note that the dimension of the two types of X4 y; differs by 1 and
depends on V5.

This already shows that the Lagrangian A(X) controls many important properties
of a GM variety X. Motivated by this and a birationality result [4, Corollary 4.16 and
Theorem 4.20], we introduced in [24, Definition 3.5] the notions of generalized duality and
partnership of GM varieties (generalizing [4, Definition 3.22 and 3.26]).

DEFINITION 6.2. — Let X; and X, be GM varieties such that
dim(X;) = dim(X;) (mod 2).

— X1 and X, are generalized partners if there exists an isomorphism Vg(X;) = Vi(X3)
identifying A(X;) C A3Vs(X;) with A(X3) C A3Vs(X>).

— X1 and X, are generalized dual if there exists an isomorphism Vg(X1) = Vs(X3)Y
identifying A(X;) C A3Vs(X1) with A(X2)t C A3Vs(X2)V.

The duality conjecture [24, Conjecture 3.7] predicted that for (smooth) GM varieties
whose associated Lagrangians contain no decomposable vectors, being generalized part-
ners or duals implies an equivalence of GM categories. A special case was proved in [24,
Theorem 4.1]; below we prove the conjecture in full generality.

The idea of our proof is as follows. First, we note that the Gr(2, V) factor in the fiber
product defining a GM variety in Definition 6.1 is homologically projectively self-dual,
so one can use the quadratic HPD theorem to relate the derived categories of two GM
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varieties associated to generalized dual standard morphisms of quadrics. Second, we note
that generalized duality of the quadric factors corresponds to generalized duality of the
corresponding GM intersections. Finally, we iterate equivalences of GM categories obtained
in this way to prove the conjecture.

Now we start implementing this approach. First, recall the homological projective self-
duality of Gr(2, V5):

THEOREM 6.3 ([11, Section 6.1 and Theorem 1.2]). — Let U and U’ be the tautological
rank 2 subbundles on Gr(2, Vs) and Gr(2, V5'). Then Perf(Gr(2, Vs)) and Perf(Gr (2, V")) have
the structure of strong, moderate Lefschetz categories over P(A?Vs) and P(A?V2), respectively,
of length 5, with Lefschetz components given by

Ai = (O,UY) C Perf(Gr(2,Vs)) and A, = (U',O) C Perf(Gr(2, Vy"))
for |i| < 4. Moreover, there is an equivalence
Perf(Gr(2, Vs))* ~ Perf(Gr(2, V5'))
of Lefschetz categories over P(A*V.Y).
Now we apply Theorem 5.21 to GM varieties.

THEOREM 6.4. — Let
(6.1 X = Gr(2,Vs) xprayy) @ and Y = Gr(2,Vs') Xpa2vyy ok

be smooth GM varieties of dimensions dx > 2 and dy > 2, where Q — P(A2Vs) is a standard
morphism of a quadric and Q" — P(A? Vy') is its generalized dual defined in Definition 5.17.
Let Uy and Uy, denote the pullbacks of U andU’ to X and Y , and let Ox (1) and Oy (1) denote
the pullbacks of the O(1) line bundles on P(A*Vs) and P(A*V'). Then there are semiorthogonal
decompositions

(6.2) Perf(X) = (K(X), Ox (1).Ux (1), ..., Ox (dx —2),Uy (dx — 2)),

(6.3) Perf(Y) = (Uy (2—dy),Oy (2 —dy), ..., Uy (1), 0y (—1),K'(Y)),

and an equivalence K(X) ~ K'(Y).

Before giving a proof note that if dy < 1 then Y is necessarily singular. Indeed, in this
case we have dim(Q) < 4, hence ¢(Q) > 4, hence k(Q") > 4, hence Gr(2, V') intersects
the image of the singular locus of QY hence Y is singular. This is one of the reasons why we
restrict to the case dy, dy > 2.

Proof. — This is a combination of Theorem 5.21, Theorem 6.3, and Lemma 5.13(2).
Indeed, the smoothness of X and Y implies that the Grassmannians in (6.1) do not intersect
the singular loci of the quadrics, so by Lemma 5.13(2) we have

Perf(Gr(2. Vs ) Qpertp(azy, ) Q = Perf(X),
Perf(Gr(2, V5') @pertpazvyy Q° = Perf(Y),

where £ and " are the standard categorical resolutions of Q and Q". We just need to show
the semiorthogonal decompositions of Theorem 5.21 take the prescribed form.
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The length of the Lefschetz decompositions of Perf(Gr(2, Vs)) is m = 5, and the codi-
mension of Gr(2, Vs) in P(A2Vs) is 3, so by dimensional transversality

d" = dim(Q") = dy +3 > 5.

Thus m—d" < 0, hence S does not show up in the semiorthogonal decomposition of Perf(X).
The same argument shows that (S")¥ does not show up in the decomposition of Perf(Y).
Similarly, N = dim A%2Vs = 10 and d = dim(Q) = dy + 3, hence

m+d—N=5+(dy +3)— 10 = dy — 2,

and so the component (O,Uy) coming from Perf(Gr(2,Vs)) appears dx —2 times in
the decomposition of Perf(X). The same argument shows that the component (U, Oy)
appears dy — 2 times in the decomposition of Perf(Y). Hence the semiorthogonal decom-
positions of Theorem 5.21 take the prescribed form. O

Now we are ready to prove the duality conjecture ([24, Conjecture 3.7]).

COROLLARY 6.5. — Let X and Y be smooth GM varieties whose associated Lagrangian
subspaces A(X) and A(Y') do not contain decomposable vectors. If X and Y are generalized
partners or duals, then there is an equivalence K(X) ~ K(Y).

By [4, Theorem 3.16] the assumption that the Lagrangian subspace A(X) does not contain
decomposable vectors holds automatically unless X is a special GM surface or an ordinary
GM surface with singular Grassmannian hull.

Proof. — First assume X and Y are generalized duals. Then, under the isomorphism
Ve(X) = Vs(Y)Y, the hyperplane V5(Y) C Vg(Y) corresponds to a point qy € P(Vg(X)).
Further assume that

(6.4) qr ¢ P(V5(X)).
By [4, Proposition 3.28] we can write

X = Gr(2.Vs) Xp(a2ysg) Q. Y =Gr(2, V) xpravyy Q'
where if Qg C P(A?Vs) is defined by

0. if Q — P(A%Vs) is of embedding type,

Co= QObr. if O — P(A%Vs) is of covering type,

and Qy C P(A%VY) is defined analogously, then Q is classically projectively dual to Qy.
Since dim(X) and dim(Y) have the same parity, the same is true for dim(Q) and dim(Q’),
and recalling Definition 5.17 and using Remark 5.19 (note that dim(A%Vs) is even) we
conclude that Q" — P(A?Vy) is generalized dual to Q — P(A?Vs). Thus, X and Y are
obtained as in Theorem 6.4 from an appropriate pair of generalized dual quadrics. Twisting
the decomposition (6.2) by Ox (—1) shows that X(X) is equivalent to the GM category of X,
as defined in [24, Definition 2.5]. Twisting the decomposition (6.3) by Oy (1) and using [24,
(2.20) and (2.21)] shows that K'(Y') is equivalent to the GM category of Y. Thus Theorem 6.4
gives the result under our above assumptions.

Next assume X and Y are generalized partners. Choose p € P(Vs(X)) = P(V(Y)) a
point away from the hyperplanes P(Vs(X)) and P(V5(Y)). Let Vs C Vs := Vs(X)V be the
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corresponding hyperplane, and let A = A(X)* C A3Vs. Then by [4, Theorem 3.10] there is
a GM variety Z such that

dim(Z) = dim(X) = dim(Y) mod 2 and (Ve(2),V5(2), A(Z)) = (Vs, V5, A).

Since A does not contain decomposable vectors, Z is smooth by [4, Theorem 3.16]. By
construction, X and Y are both generalized duals of Z satisfying the extra assump-
tion considered in the previous paragraph. Thus £(X) ~ K(Z) and £(Y) ~ K(2),
hence K(X) ~ K(Y).

The final case to consider is when X and Y are generalized duals, and under the
isomorphism Vg(X) =~ Ve(Y)V, the hyperplane V5(Y) < Vs(Y) corresponds to a
point q € P(Vs(X)) which lies in P(V5(X)). In this case, arguing as in the previous
paragraph we can construct a GM variety Y’ generalized dual to X, such that under
the isomorphism Vg(X) =~ Vg(Y’)Y, the hyperplane Vs(Y') C Vg(Y') corresponds to a
point ¢ € P(Vs(X)) \ P(V5(X)). Then the GM category of X is equivalent to that of Y’
by the first paragraph. By construction Y’ and Y are generalized partners, so their GM
categories are equivalent by the previous paragraph. O

REMARK 6.6. — As we already mentioned, the duality conjecture does not cover the
case of smooth GM varieties X whose Lagrangians contain decomposable vectors, i.c., all
special GM surfaces and some ordinary GM surfaces. Note that such X have neither smooth
generalized partners nor duals of dimension greater than 2 and moreover K (X) = Perf(X).
Thus, extending [24, Conjecture 3.7] it is natural to ask: If X and Y are smooth GM surfaces
which are generalized partners or duals and whose Lagrangians contain decomposable
vectors, then is there an equivalence Perf(X) ~ Perf(Y)?

We expect that the answer is positive, although the argument of Corollary 6.5 does not
work as the crucial assumption (6.4) never holds for smooth generalized partners when the
corresponding Lagrangian has decomposable vectors. There are two possible strategies to
work around this.

First, one can also consider (mildly) singular GM varieties and prove that if X and Y
are generalized dual with X singular and Y smooth, then K(Y) is a categorical resolution
of IC(X) (cf. the proof of Theorem 6.11 below). Then, however, one will have to check that
the resolutions C(Y7) and K(Y,) obtained from two smooth generalized duals Y; and Y, of
the same X are equivalent. This seems possible, but does not fit into the scope of this paper.

Another possibility is to extend the arguments of [4, Theorem 4.7 and Propositions 4.13
and 4.19] to show that if X and Y are two smooth generalized partners or duals, then X is
birational to Y, and hence X =~ Y.

6.2. Duality of spin GM varieties

It is well known that the Grassmannian Gr(2, V5) shares many properties with its elder
brother, the spinor tenfold OGr (5, V1¢). The content of this subsection provides yet another
confirmation of this principle.

Let V79 be a 10-dimensional vector space. Recall the orthogonal Grassmannian OGr(5, Vi¢)
of 5-dimensional isotropic subspaces for a nondegenerate quadratic form on V¢ has two
connected components, OGr4 (5, Vio) and OGr_(5, V1¢), which are abstractly isomorphic.

ANNALES SCIENTIFIQUES DE L’ECOLE NORMALE SUPERIEURE



46 A. KUZNETSOV AND A. PERRY

The Pliicker embedding OGr (5, Vi9) — Gr(5, Vig) — P(A%V) is given by the square of
the generator of Pic(OGr4 (5, V19)); the generator itself gives an embedding

OGr4 (5, V10) C P(S16),
where Sy¢ is the 16-dimensional half-spinor representation of Spin(V7¢). Note that
dim OGr4 (5, Vo) = 10 and codimps, ) OGr (5, Vip) = 5.

The spinor tenfold OGry(5,1V19) C P(Si6) shares a very special property with the
Grassmannian Gr(2, Vs) C P(A2Vs): both are projectively self-dual, and even homo-
logically projectively self-dual. More precisely, the classical projective dual variety of
OGr, (5, V1p) C P(S16) is given by the spinor embedding OGr_(5, Vi9) C P(57¢). This
lifts to the homological level as follows.

THEOREM 6.7 ([11, Section 6.2 and Theorem 1.2]). — Let U and U’ be the tautolog-
ical rank 5 subbundles on OGry (5, Vi) and OGr_(5, Vig). Then Perf(OGry (5, Vig)) and
Perf(OGr_(5, V19)) have the structure of strong, moderate Lefschetz categories over the spinor
spaces P(S16) and P(SY), respectively, of length 8, with Lefschetz components given by

Ai =(O,UY) and A; = (U, 0)
for |i| < 7. Moreover, there is an equivalence
Perf(OGr4 (5, Vio))! ~ Perf(OGr_(5, V10))

of Lefschetz categories over P(SYy).
This parallel between Gr(2, V5) and OGr4 (5, Vio) motivates the following definition.

DEFINITION 6.8. — A spin GM variety is a dimensionally transverse fiber product
X = OGI‘+(5, VIO) XP(S16) Q,

where O — P(S16) is a standard morphism of a quadric with dim Q > 8, so that
dim(X) > 3.

We note that if X is a smooth spin GM variety of dimension d, then X is a Fano variety
of Picard number 1, coindex 4, and degree 24 for d > 4, and X is a polarized Calabi-Yau
threefold of Picard number 1 and degree 24 for d = 3. We also remark that dim(X) < 10 for
any spin GM variety and that its representation as the above fiber product is far from unique.

Using Theorem 6.7 in place of Theorem 6.3, the argument of Theorem 6.9 proves the
following spin analogue.
THEOREM 6.9. — Let
X = OGri(5,Vio) xps,e) @ and Y = OGr_(5, Vio) xpesy,) O

be smooth spin GM varieties of dimensions dx > 4anddy > 4, where Q — P(S1¢) is a standard
morphism of a quadric and Q" — P(S¢) is its generalized dual as defined in Definition 5.14.
Let Uy and Uy, denote the pullbacks of U andU' to X and Y , and let Ox (1) and Oy (1) denote
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the pullbacks of the O(1) line bundles on P(Si¢) and P(SYg). Then there are semiorthogonal
decompositions

(6.5) Perf(X) = (K(X), Ox (1),Uy (1), ...,Ox(dx — 3), Uy (dx — 3)).
(6.6) Perf(Y) = (Uy (3 —dy),Oy(3—dy), ..., Uy (1), 0y (—1),K'(Y)),
and an equivalence K(X) >~ K'(Y).

The assumptions dy > 4 and dy > 4 may seem strange, but they are necessary for
smoothness of Y and X; indeed, if dy < 3 then dim(Q) < 8, hence the codimension of
the linear span of the image of Q in P(S¢) is at least 6, hence dim(Sing(Q%)) > 5, hence Y
intersects Sing(Q"), hence is singular.

We call the category K(X) occurring in (6.5) a spin GM category. Spin GM categories
should be thought of as 3-dimensional counterparts of GM categories. Indeed, whereas
a GM category is always (fractional) Calabi-Yau of dimension 2, a spin GM category is
(fractional) Calabi-Yau of dimension 3 by [20, Remark 4.9]. More precisely, if X is odd-
dimensional then K(X) is 3-Calabi-Yau, while if X is even-dimensional then the Serre
functor of I(X) is given by Sixy = o o [3] where o is an involutive autoequivalence
of K(X).

Furthermore, one can develop the notion of a Lagrangian data set for spin GM varieties:
this should consist of triples (V12, V19, A), where Vi, is a 12-dimensional space endowed
with a non-degenerate quadratic form, V9 C Vi, a 10-dimensional subspace to which the
quadratic form restricts non-degenerately, and A C S3,(Vi2) is a Lagrangian subspace in
the 32-dimensional half-spinor representation of Spin(V;) (note that Sz, (V1) has a natural
Spin(V}3)-invariant symplectic form). Then the notion of generalized spin partnership and
duality for spin GM varieties can be defined analogously to Definition 6.2, and the argument
of Corollary 6.5 would prove that spin GM categories of generalized spin partners or duals
are equivalent.

It would be interesting to investigate the rationality question for spin GM varieties in
relation to Theorem 6.9, following the GM case discussed in [24, §3]. The critical case is
when X has dimension 5; then (X) is a 3-Calabi-Yau category, which is conjecturally
equivalent to the derived category of a Calabi-Yau threefold if and only if X is rational.
Theorem 6.9, however, does not give examples of this sort. Indeed, if Y is a smooth spin GM
variety of dimension 3, then X must be singular as we explained above. More generally, we
have the following result.

LEMMA 6.10. — Let X be a smooth spin GM variety whose dimension is odd and at least 5.
(1) The 0-th Hochschild homology of K(X) is given by HHo(K(X)) = k2.

(2) There does not exist an equivalence K(X) ~ D_ ,

(M) for any projective variety M.

Proof. — We first note that OGr (5, V1¢) has cohomology of Tate type, and Poincaré
polynomial given by

L2+ 1% 4200 4268 + 2610 42012 4 201 4 416 4 18 4 420

see [30, §2.2] or [19, Corollary 3.8]. The Lefschetz hyperplane theorem combined with
the Hochschild-Kostant-Rosenberg (HKR) theorem then determines HHg(X), and the
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claimed formula for HHy(IC(X)) follows from the additivity of Hochschild cohomology
[21, Theorem 7.3].

IfC(X) ~ D'goh (M) for a projective variety M, then M is smooth by [11, Lemma 10.19].
Moreover, M must have dimension 3 since K(X) is 3-Calabi-Yau. The HKR theorem then
implies dim HHy (M) > 4, contradicting part (1). O

6.3. A noncommutative conifold transition

Despite the negative result of Lemma 6.10, by considering a mild degeneration of the
situation of Theorem 6.9, we can find spin GM fivefolds whose category K(X) admits a
geometric resolution of singularities. Recall from Definition 2.18 and Remark 2.19 the notion
of a weakly crepant categorical resolution.

THEOREM 6.11. — Let K C W C Sy¢ be generic subspaces with dim(K) = 6 and
dim(W) = 12, and let Q C P(W/K) be a general smooth quadric. Set Q = Cg(Q) and
let

f:0 = P(W) - P(Si6)
be the induced morphism. Let
X = OGry (5, Vi0) xps,e) @ and Y = OGr_(5, Vio) xpesy,) Q"

Then X is a spin GM fivefold with 12 nodal singularities and Y is a smooth spin GM threefold.
Moreover, there is a semiorthogonal decomposition

(6.7) Dy, (X) = (K2 (X). Ox (1), Uy (1), Ox (2). Uy (2)).
and D (Y) is a weakly crepant categorical resolution of K(X) = IC'C’oh (X) N Perf(X).

coh

Proof. — The spinor embedding OGr4 (5, Vig) C P(S;6) has degree 12 and codimen-
sion 5. Thus for general K the intersection Z = OGr4 (5, V10) NP(K) consists of 12 reduced
points, say z;, . .., z12, and the dual intersection OGr_(5, V19) NP(K 1) is a smooth fourfold.
Furthermore, for general W containing K the intersection OGr_(5, Vio) NP(W =) is empty,
and the intersection OGr4 (5, V19) N P(W) is a smooth sixfold containing Z.

The embedded tangent space to OGr+ (5, V1) at the point z; corresponds to an 11-dimen-
sional subspace 7; C S;¢ such that dim(7; N K) = 1. The intersection 7; N W corresponds
to the embedded tangent space to OGr4 (5, Vi) N P(W) at z;, hence dim(7; N W) = 7
and the natural map 7; N W — W/K is surjective with kernel 7; N K. For any smooth
quadric 0 c P(W/K) its strict preimage in P(7; N W) is the cone over O with vertex
z; = P(T; N K) and it is identified with the normal cone to X at z;, hence z; is a node. This
proves that for K and W chosen as above and any smooth Q the intersection X has nodes
at points of Z. Also, for general O by Bertini’s theorem X is smooth away from Z and Y is
smooth. Thus Y is a smooth spin GM threefold.

The semiorthogonal decomposition (6.7) is induced by the Lefschetz decomposition of
the spinor tenfold OGr (5, V19), cf. [23, Lemma 5.5].

Let 9 denote the standard categorical resolution of Q over P(S;6). Then arguing as in
Theorem 6.9, we see that Theorem 5.21 gives a semiorthogonal decomposition
(6.8)

Perf(OGr-+ (5. Vio)) ®rertceis: o 2 = (K(X), (O().U* (1) & (0), (0(2).U" (2)) & (0))
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and an equivalence Perf(Y) ~ I%(X ). Note that Perf(Y) = Dgoh(Y) since Y is smooth. Thus
to finish it suffices to show that IE(X ) is a weakly crepant categorical resolution of KC(X).
The functors 7.:Q — DP (Q) and 7*: Perf(Q) — £ of Lemma 5.11 induce by base

coh

change along OGr (5, V19) — P(S16) functors

741 Perf(OGry (5. V10)) ®pert(p(s16) 2 — Doy, (X).
n*: Perf(X) — Perf(OGr4 (5, V1)) ®pert(p(s16)) 2

such that 7 * is left and right adjoint to 7, and 7« o™ ~ id. Thus, these functors provide the
category Perf(OGr (5, V10)) ®perf(p(s,)) 2 With the structure of a weakly crepant categorical
resolution of X.

Furthermore, (6.7) also induces a semiorthogonal decomposition
(6.9) Perf(X) = (K(X), Ox (1).Ux (1). Ox (2),Ux (2)),

where (X) = ICfoh (X) NPerf(X). Indeed, by [16, Proposition 4.1] it is enough to show that
the components of (6.7) are admissible; this is clear for the exceptional objects that appear,
and then follows for Kz’oh (X) by Serre duality and the fact that X is Gorenstein. Clearly,
the functor 7* takes the four exceptional objects from (6.9) to the four exceptional objects
in (6.8). Therefore, from full faithfulness it follows that 7* takes the right orthogonal (X))

of the former to the right orthogonal IE(X ) of the latter, and thus defines a functor
T K(X) > K(X).

Similarly, by adjunction it follows that the right adjoint functor . takes K(X) to IClc’oh (X),
and hence defines a functor

7w K(X) = K2 (X).

Since we have already shown that 7, and 7* provide Perf(OGr (5, V10)) ®pert(p(s,4)) Q With
the structure of a weakly crepant categorical resolution of X, it follows that C(X) is a weakly
crepant categorical resolution of K(X') via these functors. O

The proof of the theorem shows that the resolution X > X given by blowing up the
singular points of X has a semiorthogonal decomposition consisting of exceptional objects
and the derived category of the Calabi-Yau threefold Y. Thus, the philosophy of [15, 18]
suggests that X (and therefore X) should be rational. We will prove this as a consequence
of the following.

LEMMA 6.12. — If X is as in Theorem 6.11, then there is a resolution of singularities
X' — X and a morphism X' — P? whose general fiber is a smooth Fano threefold of Picard
number 1, degree 12, and index 1. Moreover, the morphism X' — P? has 12 sections.

Proof. — The following argument is inspired by [4, Lemma 4.1].

Recall that the kernel space K of the quadric Q defining X is 6-dimensional and its
span W is 12-dimensional. Therefore, the maximal isotropic spaces for Q are 9-dimensional.
Let I D K be a generic such space. Then linear projection from P® = P(/) ¢ P(W) induces
a morphism

g X' - PW/I) =P,
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where X’ is the blowup of X along
X NPU) =0Gr4(5, Vo) NP).

The genericity of I guarantees that X’ is smooth.

The fibers of ¢ can be described as follows: a point b € P? corresponds to a PZ cP(W)
containing P(/); we have Q N P? = P(I) U P(I) where I, is the residual isotropic space
for Q; and the fiber over b is g~ (h) = OGr4 (5, V19) N P(Ip). Thus the general fiber of g is
a smooth threefold given as a codimension 7 linear section of OGry (5, V19) C P(Si¢), 1.€.,
a threefold of the claimed type.

Furthermore, since any maximal isotropic subspace in Q contains K, we have K C I,
hence

OGr+(5, V]()) N P(K) - OGr+(5, Vl()) n P(Ib)
It remains to note that the left side is a set of 12 reduced points; each of these points gives a
section of the morphism X’ — P2, O

COROLLARY 6.13. — If X is as in Theorem 6.11 and the base field K is algebraically closed
of characteristic 0, then X is rational.

Proof. — By Lemma 6.12, it suffices to show that a smooth Fano threefold of Picard
number 1, degree 12, and index 1 is rational if it has a rational point. This holds by [27,
Theorem 1.1(ii)]. O

We note that Theorem 6.11 can be thought of as giving a conifold transition from the
noncommutative Calabi-Yau threefold K (X) to the Calabi-Yau threefold Y. In the spirit of
Reid’s fantasy [34], we pose the following (loosely formulated) question:

QUESTION 6.14. — Can any noncommutative Calabi-Yau threefold be connected to a
geometric Calabi-Yau threefold via a sequence of degenerations and crepant resolutions?

Theorem 6.11 gives a positive answer to this question for spin GM categories of spin
GM fivefolds, and similar arguments also give a positive answer for spin GM varieties of
dimension 7 or 9. The results of [8] give a positive answer for noncommutative Calabi-Yau
threefolds associated to cubic sevenfolds (using, however, degenerations with worse-than-
nodal singularities). It would be interesting to investigate more examples, in particular the
list of noncommutative Calabi-Yau threefolds given in [20, §4.5].

REMARK 6.15. — IfY is a smooth strict Calabi-Yau threefold in the sense that wy =~ Oy
and H/ (Y, Oy) = 0 for j = 1,2, then the HKR theorem shows that HH?(Y) =~ H'(Ty),
o) D'goh(Y) has no noncommutative infinitesimal deformations. Thus to have a hope of
connecting a noncommutative Calabi-Yau threefold to a geometric Calabi-Yau threefold, we

should indeed allow more operations than deformations.
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Appendix
HPD results

In this appendix we provide some material on semiorthogonal decompositions and HPD
that is used in the body of the paper. In §A.1 we establish a local criterion for an equivalence
of T-linear categories. In §A.2 we describe the behavior of HPD under linear projections.

A.1. Alocal criterion for an equivalence

The main result of this subsection is the following proposition.

ProPOSITION A.1. — Let ¢:C — D be a T-linear functor and let A C C be a T-linear
subcategory. Assume that either ¢ has a left adjoint and A is left admissible, or ¢ has a right
adjoint and A is right admissible. Let also B C D be a T-linear subcategory which is either
right or left admissible. Let U — T be an fpqc cover, and let ¢y :Cy — Dy denote the induced
functor obtained by base change along U — T. Then ¢ induces an equivalence A >~ B if and
only if ¢y induces an equivalence Ay ~ By .

As we observe in Corollary A.5, the proposition also implies a local criterion for a functor
between Lefschetz categories to be a Lefschetz equivalence.

We build up some preliminary results before giving the proof. If C is a T-linear category
and 7/ — T is a morphism, we write C | s for the image of C € C under the canonical
functor C — Crs induced by pullback.

LEmMA A.2. — Let C be a T-linear category, and let C € C. Let U — T be an fpqc cover.
Then C ~ 0 if and only ifC|U ~ 0.

Proof. — The forward implication is obvious. Conversely, by the Kiinneth formula in the
form of [32, Lemma 2.10], we have

%mT(C,C)|U o~ HomU(C|U,C|U),

where Homr (C, C) € Dgc(T) is the mapping object defined in [32, §2.3.1]. Hence if C v = 0,
we have Homr (C,C )| g = 0. Then Homp(C,C) =~ 0 since the vanishing of an object
in Dgc(T') can be checked fpqc locally, and therefore C ~ 0. O

COROLLARY A.3. — Let ¢:C — D be a T-linear functor. Let U — T be an fpqc cover.
Then ¢ >~ 0 if and only if ¢y ~ 0.

Proof. — The forward implication is obvious. Conversely, we must show that ¢ (C) >~ 0
forall C € Cif ¢y =~ 0. For this, just note that $(C)) v = ou (C|U) and apply
Lemma A.2. O

LEmMA A.4. — Let ¢:C — D be a T-linear functor. Let B C D be a T-linear subcategory

which is left or right admissible. Let U — T be an fpqc cover. Then ¢ factors through the
inclusion B C D if and only if ¢y factors through the inclusion By C Dy .
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Proof. — We consider the case where B is left admissible; the right admissible case is
similar. Since B is left admissible, its left orthogonal - B is right admissible, hence its inclusion
functor j:+B — D has a right adjoint j' whose kernel is B. Therefore ¢ factors through
B C D if and only if the composition j' o ¢ vanishes. By Corollary A.3, this composition
vanishes if and only if its base change to U vanishes. But this base change identifies with
j[’] o ¢y where jl!] is the right adjoint to the inclusion *By C Dy (see [32, Lemma 3.15]),
and hence vanishes if and only if ¢y factors through By C Dy. O

Proof of Proposition A.1. — We consider the left adjoints case of the proposition; the
right adjoints case is similar. First assume A = C and B = D. Note that a functor with a
left adjoint is an equivalence if and only if the cones of the unit and counit of the adjunction
vanish. If ¢ denotes the cone of the unit or counit for the adjoint pair (¢, ¢*), then Yy is the
cone of the unit or counit for the adjoint pair (¢y ., ¢7;) (cf. [32, Lemma 2.12] or [11, §2.6]).
Hence applying Corollary A.3 proves the lemma in this case.

Now consider the case of general A and B. Denote by «: A — C and §: B — D the
inclusions. If ¢y induces an equivalence Ay ~ By, then by Lemma A.4 the composition
of functors ¢ o «: A — D factors through B C D, i.e., there is a functor ¢4: A — B such
that ¢ oo = B o ¢ 4. We want to show ¢ 4 is an equivalence. But ¢ 4 admits a left adjoint,
namely a* o ¢* o B, and (p4)v: Ay — By is an equivalence, so we conclude by the case
handled above. O

Let S — S be a morphism of schemes, and let Vg, denote the pullback of a vector
bundle V on S to S’. Then if A is a Lefschetz category over P(V), the base change As/
is naturally a Lefschetz category over P(Vs/) with Lefschetz center given by the base
change (Ag)s’ C As’. This follows from a combination of [25, Lemma 2.4] and [32,
Lemmas 3.15 and 3.17]. Proposition A.1 then implies the following.

COROLLARY A.5. — Let A and B be Lefschetz categories over P(V). Let ¢: A — B be a
P(V)-linear functor which admits a left or right adjoint. Let U — S be an fpqc cover of S, and
let pu: Ay — By denote the induced functor. Then ¢ is an equivalence of Lefschetz categories
over P(V) if and only if ¢y is an equivalence of Lefschetz categories over P(Vy).

The following related result is useful for establishing the existence of a semiorthogonal
decomposition, by reduction to a local situation.

LEmMMA A.6. — Let C be a T-linear category, and let Ay, . .., A, C C be a sequence of right
or left admissible T -linear subcategories. Let U — T be an fpqc cover. ThenC = (Ay, ..., An)
ifand only if Cy = (Au.. ... Auu).

Proof. — The forward implication holds by [32, Lemma 3.15]. Conversely, assume we have
a semiorthogonal decomposition Cy = (A;y, ..., Asv). Then the argument of Lemma A.2
shows that the categories A; C C are semiorthogonal. Assume the categories 4; C C
are right admissible (a similar argument works in the left admissible case). Then setting
D = (Ai,...,A,)* we have a semiorthogonal decomposition C = (D, A,,...,A,). But
D =0 by Lemma A.2. O
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A.2. HPD over quotients and subbundles

Given a surjective morphism V — V of vector bundles with kernel K, we consider the
corresponding rational map P(V) --» P(V) and denote by U = P(V) \ P(K) C P(V) the
open subset on which it is regular. If A is a P(V)-linear category supported over U (i.e., if
the restriction functor A — Ay is an equivalence), then it inherits a natural P(V)-linear
structure via the linear projection map. In this situation, we can ask for a relation between
HPD with respect to the two linear structures on .A. Before answering this, we make some
preliminary observations.

DEFINITION A.7. — Let C be a T-linear category, and let T — T’ be a morphism of
schemes. We write C/T’ for C regarded as a T’-linear category via the pullback functor
Perf(T’) — Perf(T), and say C/ T’ is obtained from C by extending the base scheme along
T —>T.

REMARK A.8. — If Ais a Lefschetz category over P(V) and V — V'’ is an embedding of
vector bundles, then the category A/P(V’) is naturally a Lefschetz category over P(V'), with
the same center. Moreover, this operation preserves (right or left) strongness and moderate-
ness of Lefschetz categories.

LeEmMMA A.9. — Let T be ascheme andlet U C T be an open subscheme. Let C be a T -linear
category which is supported over U. Then for any T-linear category D, there is a canonical
T-linear equivalence

C ®pert(r) D =~ C ®pert(r) Du -

Proof. — We have equivalences

C ®pert(1) D = Cu ®pert(1) P = C ®peri(y Perf(U) ®peri(ry P =~ C Qperrry Pu. 0

Now we can answer the question posed above about HPD under linear projection.
Note that the surjection V' — V induces an embedding of bundles V¥ — V'V, so that
P(VY) CP(VY).

PROPOSITION A.10. — Let A be a Lefschetz category over P(V) with center Ay. Assume
V — V isasurjection of vector bundles with kernel K such that A is supported over P(V)\P(K).
Then A has the structure of a Lefschetz category over P(V') (with the same center Ay), and there
is a P(VY)-linear equivalence

(A/P(V) > (A/P(V))! ®pyrip(irvyy Perf(P(V)).

REMARK A.11. — The proposition can be generalized to the case where .4 is not assumed
to be supported over P(V)\ P(K), by working with a suitable “blowup” of A. In the situation
where A is geometric, this is the main result of [3]; for general Lefschetz categories, see [25,
Proposition B.1]. For convenience, we supply the proof in the simpler case needed in the

paper.
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Proof. — Let U = P(V) \ P(K). Then by the support assumption, A has a U-linear
structure such that the P(V)-linear structure is induced by pullback along U — P(V). Via
the morphism U — P(V) given by linear projection, .4 also carries a P(V)-linear structure.
Let H and H denote the relative hyperplane classes on P(V) and P(V). Note that O(H) and
O(H) both pull back to the same object of Perf(U), and hence their actions on A coincide.
From this, it follows that the given Lefschetz center Ay C A is also a Lefschetz center with
respect to the P(V')-linear structure with the same Lefschetz components.

Consider the induced embedding V¥ < V. There is a canonical isomorphism
(A.]) U Xpipy H(P(V)) Xpvy P(VY) = U xpry HP(V)).
Using this, we deduce
H(A/P(V)) @pyip(irvy) PerfP(VY))

= A ®perip(iry PerTHP(V)) ®persip(irvy) PerfP(V))
~A Qpert(p(7)) Perf(U) Rpert(p(7)) Perf(H(P(V))) Opertp (7)) Perf(P(VY))
~ A®periiuiry Perf (U xp(iy HP(7)) Xy P(VY))
= A ®perpip(iry) Perf (U xp(y) HP(V)))
~ A O pert(®(7)) Perf(U) ®perrp(vy) Perf(H(P(V)))
>~ A Qperi(p(vy) Perf(H(P(V)))
=H(A/P(V)).

Indeed, the second line holds by definition of H(A/P(V)), the third and the seventh follow
from the fact that A is supported over U (see Lemma A.9), the fourth and the sixth hold
by [2, Theorem 1.2], the fifth holds by (A.1), and the last holds by definition. Using the
semiorthogonal decomposition (2.11) defining the HPD category, it is easy to check that this
equivalence induces an equivalence between the subcategories

(AP @perpip(irvyy Perf®(V)) C HA/P(V)) @peyp(irvyy PerfP(VY))
and
(A/P(V))' C H(A/P(V)).
This completes the proof. O
REMARK A.12. — In the situation of Proposition A.10, note that we have K = (V)
and A O pert(p(7)) Perf(P(K)) = 0 by the support assumption for .A. Assume that A is right

strong and moderate as a Lefschetz category over P(V) (and hence also over P(V)). Then [32,
Theorem 8.7] implies there is a semiorthogonal decomposition

(A/P(V)) @pepivy PerfPV)) = (AL, (147 —m)H'), .. ALY,

where n = length(A") and r = rank(K). This provides the left side with a Lefschetz structure
of length n —r and center A", with respect to which the equivalence of Proposition A.101s a
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Lefschetz equivalence. We also note that Au_, = A ; indeed, by the left HPD version of [32,
Theorem 8.7(1)] we have

length(A) = rank(V) — #{i <0 | A" = A} }.

By moderateness of A over P(1') we also have

length(A) < rank(V) = rank(V) —r.

Hence #{i 50|A?=A5}>r.
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