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Federated Learning
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Abstract—In cross-silo federated learning, clients (e.g., organiza-
tions) collaboratively train a global model using private local data.
In practice, clients may be not only collaborators but also business
competitors. This article studies the overlooked but practically
important problem of business competition in cross-silo FL. We
formulate the clients’ market competition as a three-stage game,
where the clients decide FL training strategies in Stage I and the
pricing strategies in Stage II, and then heterogeneous customers
decide purchasing strategies in Stage III. The game analysis is
highly challenging, as clients’ collaborations and competitions are
complexly coupled. We manage to characterize the equilibrium
properties and find that market competition always reduces the
clients’ profits and can further lead to a worse global model when
clients’ costs are high. To mitigate this issue, we propose a general
framework that enables proper revenue (profit plus cost) sharing
among clients. Both theoretical and numerical results with MNIST
and CIFAR-10 show that revenue sharing can greatly improve the
global model accuracy and clients’ profits. Counter-intuitively, even
if market competition limits clients’ profits, it can lead to a better
global model when clients’ costs are low, as clients strive to survive
in the market by contributing more training data.

Index Terms—Federated learning, business competition, data
sharing, game theory, machine learning.

I. INTRODUCTION

FEDERATED Learning (FL) is a decentralized machine
learning scheme proposed by Google, where multiple

clients collaboratively train a global model under the coordina-
tion of a central server[1]. Clients train models locally and only
need to upload model updates (e.g., gradients or parameters).
More specifically, clients train models using their private local
data and then upload the model updates to the central server. The
central server aggregates all clients’ uploaded model updates
(e.g., using a weighted average algorithm) to generate a global
model. It then sends back the global model to clients for further
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local training. The iteration between local training and global
aggregation terminates until the global model converges.
Based on the scale and participating clients, FL can be clas-
sified into two types: cross-device FL and cross-silo FL[2].
In cross-device FL, clients are distributed entities, e.g., smart-
phones, wearables, and edge devices. Cross-device clients are
unlikely to participate in the whole training process due to lim-
ited computation and communication resources. Hence, cross-
device FL may require many clients (e.g., from thousands to
millions) to succeed. In cross-silo FL, however, clients are com-
panies or organizations (e.g., hospitals and banks). The number
of participants is small (e.g., 2 to 100), and each client is expected
to participate in the entire training process.
While prior related work emphasizes cross-device FL, this
article focuses on cross-silo FL. Practical industrial applications
of cross-silo FL abound. In the financial domain, WeBank and
Swiss Re cooperatively conduct FL analysis and offer financial
and insurance services[3]. In the medical and health care do-
main, networked pharmaceutical institutions collaborate to train
models for drug discovery based on private and highly sensitive
screening datasets[4].
The success of cross-silo FL requires the clients to contribute
sufficient resources (e.g., local data) for model training. To this
end, proper cooperation mechanisms are needed to encourage
contributions. The authors in[5]proposed a mechanism to
enable the organizations’ long-term cooperation. The authors
in[6]studied the mechanism design to encourage institutions to
contribute training resources. However, in practical cross-silo FL
applications, the clients may be not only model training collabo-
rators but also business competitors. On one hand, the cross-silo
clients collaborate to train FL models and each can benefit from
the well-trained global model. On the other hand, the clients
may compete in selling model-related services (e.g., loan interest
determination in digital banking[7],[8]) to potential customers
in the market (see Fig.1). The clients may worry that contribut-
ing to FL will benefit their business competitors, who do not
contribute as much but receive the same final model nonetheless.
Business competition is a critical component in cross-silo FL,
and it makes the collaboration among clients more challenging
(and intriguing), due to the complex coupling and conflicting
objectives between collaboration and competition. However, this
important problem is under-explored and its impact is poorly
understood, which motivates us to ask the first key question:
KeyQuestion1: How will business competition affect cross-
silo FL in terms of the global model accuracy and clients’ profits
(from selling model-related services to customers)?
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Fig. 1.  FL collaboration and business competition in cross-silo FL.

Throughout the article, we use two metrics, i.e.,global model
accuracyandclients’ profits, to quantify the impact of business
competition on cross-silo FL. The global model accuracy is an
important indicator of whether and how much clients contribute
to FL, while clients’ profits reflect from an economic/incentive
perspective why clients contribute to FL.
To answerKeyQuestion1, we study the clients’ market com-
petition in terms of their model training strategies and pricing
decisions. To abstract the interactions among competing clients
and heterogeneous customers, we focus on the two-client case,
i.e., duopoly competition. Note that duopoly competition exists
in practical applications. For example, WeBank and Swiss Re
may compete for customers from China who seek reinsurance
services[9]. Moreover, the two-client case serves as a first step to
understanding the key insights related to business competition.
Note that duopoly competition exists in practical applications.
Our model can be generalized to where there are two groups of
service providers and each group may contain several organi-
zations. When there are more than three clients, an analytical
characterization is challenging. However, as will be shown,
the (price) competition involves solving a piece-wise concave
problem and there exist efficient algorithms (e.g., gradient as-
cent) that return the optimal solutions We leave the detailed
investigation of the case with more than three clients into future
work. As a benchmark comparison, we also study the monopoly
case where each client is the only service provider in its own
market (but it can collaboratively train FL models with the other
client in a different market). The comparison between duopoly
and monopoly enables us to understand the impact of business
competition on cross-silo FL.
An intuitive guess to Key Question 1is that, compared to

monopoly, duopoly competition leads to a lower client profit
and a worse global model. This is because market competition
is supposed to limit the clients’ profits and hence their incentive
to contribute data for FL, resulting in a worse global model.
This undesirable outcome turns out to be possible under certain
conditions, which motivates our second key question below.
Key Question 2: If business competition damages cross-silo

FL, how can we mitigate competition and promote collaboration
among clients?
To answerKey Question 2, we propose a general revenue-

sharing framework to enhance client collaboration. Under the

framework, the clients appropriately share revenues (i.e., profits
plus clients’ costs) from selling model-related services to the
customers. We will compare duopoly (without revenue sharing)
and duopoly with revenue sharing in terms of the global model
accuracy and clients’ profits. The comparison provides insights
into the practical design and implementations of cooperation
mechanisms for competing cross-silo clients.

A. Solutions and Key Contributions

We study the strategic interactions between two competitive
clients and a group of heterogeneous customers. We use a three-
stage game model to formulate the clients’ FL training strate-
gies and pricing decisions, as well as customers’ purchasing
strategies. More specifically, the two clients decide FL training
strategies in Stage I and the corresponding pricing strategies in
Stage II. Finally, the customers decide whether and which client
to purchase model-related service from in Stage III.
We summarize the key results and contributions below.
Duopoly Competition in Cross-Silo Federated Learning:
To our best knowledge, this is the first analytical work that
studies the cross-silo clients’ duopoly business competition
considering their FL training strategies and pricing deci-
sions. The problem is of theoretical interest and practical
importance for the sustainable development of cross-silo
FL.
A Three-Stage Competition Model: We formulate the
clients’ market competition and customers’ purchasing as
a three-stage game. The analysis is highly challenging, as
clients’ FL training strategies (collaboration) and pricing
strategies (competition) are complexly coupled. Further, it
is difficult to characterize the impact of clients’ FL training
strategies on the model accuracy.
Characterizing Impact of Duopoly Competition:We show
that compared to monopoly, duopoly always leads to a
lower client profit. However, despite the profit reduction,
it can surprisingly lead to a better global model when
clients’ costs are low, as clients strive to survive in the
competing market by setting lower prices and contributing
more training resources.
Proposing A General Revenue-Sharing Framework:When
clients’ costs are high, on the other hand, duopoly leads
to a lower client profit and a worse global model than
monopoly. To avoid this undesirable outcome, we propose
a general revenue-sharing framework to enhance client
collaboration, which is shown to significantly improve the
clients’ profit and the global model accuracy.
Performance Evaluation:We conduct extensive numerical
experiments using the MNIST and CIFAR-10 dataset, and
find that the results are consistent with our theoretical
analysis. We further compare various benchmark revenue-
sharing mechanisms (all of which can be characterized by
our proposed framework), and provide insights on adopt-
ing the revenue-sharing mechanism in practical cross-silo
FL.

The remainder of the article is organized as follows. In
SectionII, we review the related work. In SectionIII, we
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introduce the model. In SectionIV, we study the duopoly
competition among cross-silo clients. In SectionV, we propose
a general revenue-sharing framework and analyze its impact
on duopoly competition. We provide numerical results in Sec-
tionVIand conclude in SectionVII.

II. RELATEDWORK

Our work studies business competition in cross-silo FL.
Hence, we review the related work from two aspects, i.e.,
cross-silo FL and business competition.

A. Cross-Silo FL

While existing work focuses on cross-device FL, some recent
work studies cross-silo FL. For example, the studies in[10],[11],
[12]propose personalized approaches to tackle the non-i.i.d.
issue. The work in[13]studies the topology design to im-
prove communication efficiency. The studies in[14],[15],[16]
propose privacy-preserving mechanisms (e.g., using differential
privacy and homomorphic encryption) customized for cross-silo
settings. The studies in[5],[6],[17],[18]focus on the incentive
mechanism design to promote client cooperation. Interested
readers can refer to[2]for a more comprehensive overview of
cross-silo FL.
However, none of these studies analyzes business competi-

tion in cross-silo FL. To our best knowledge, we propose a
first analytical framework to explicitly model duopoly business
competition and analyze its impact on cross-silo FL.

B. Business Competition

Business competition exists in many applications. In mo-
bile computing, network operators (e.g., AT&T) strive to at-
tract and keep data plan subscribers[19],[20]. In cognitive
radio networks, primary users compete in providing spectrum
resources to secondary users[21]. In cross-silo FL, financial
companies compete for customers who seek loan and insurance
services[22]. Although a recent paper[23]considered FL clients
to be price takers in a fully competitive market, it did not model
the important business competition part related to pricing design.
Different from [23], our article studies the clients’ duopoly
business competition in terms of both the clients’ FL training and
pricing decisions. The complex coupling between FL training
(collaboration) and pricing (competition) makes the analysis
much more challenging.

III. MODEL

In SectionIII-A, we first introduce a practical cross-silo FL
process. In SectionsIII-BandIII-C, we specify the decisions
and objectives of the customers and clients, respectively. In
SectionIII-D, we discuss the strategic interactions between
customers and clients.

A. A Practical Cross-Silo FL Process

A practical cross-silo FL process consists of two phases[10]:

Global iteration: the clients use (possibly part of) their
local data to iteratively train a shared global model.
Local fine-tuning:after the global model converges, each
client further fine-tunes the global model using its local
data, and generates a final local model.

We explain in more detail the above two phases below.
1) Global Iteration:Consider a setN ={1,2}of clients
(e.g., WeBank and Swiss Re[3]) who aim to collaboratively
train a global model. Each client owns a private local dataset
and can use a subset of data for global model iteration. Define:

Dn: each clientn’s local data set with sizeDn=|Dn|.
Xn: each clientn’s chosen data set for global model itera-
tion, whereXn⊆Dnwith its size beingxn=|Xn|.

In global iteration, clients use their chosen local data to train
a global model represented by a weight vectorω. To derive the
optimal weightsω∗, the global iteration proceeds in multiple
rounds. In each roundr, the clients perform the following steps:

Each clientndownloads the global modelωr−1generated
from the previous round.
Each clientnlocally trains the modelωr−1over its chosen
data setXn.
Each clientnsends the model updatesωrn to the server
for aggregation, which generates a new global modelωr

to be trained in the next round. The celebrated aggre-
gation algorithm FedAvg[24],[25]worksasfollows:
ωr= n∈N

xn
n ∈Nxn

ωrn.

The above iterative process terminates when the global model
converges. We useAg(x)∈[0,1]to denote the global model

accuracy, and it depends on the datax
Δ
=(x1,x2)chosen by the

two clients.
2) Local Fine-Tuning:In practical cross-silo FL, after the
global model converges, the clients further fine-tune the global
model. That is, each client retrains part (or all) parameters
of a converged global model on its local training data[26].1

Many empirical studies have shown that fine-tuning enhances
the global model performance[28]. This is mainly due to two
reasons below.

First, when different clients have non-i.i.d. data, the con-
verged global model can have a poor performance on each
client’s local data distribution. This is known as client
drift[29], and a promising remedy is to fine-tune the global
model to improve the performance on local data.
Second, even if clients have i.i.d. data, they may not have
an incentive to contribute many data in global iteration.
It is because this would give other clients (who are their
business competitors) a better global model, which can
damage the competitiveness of the contributing client. This
leads to a bad global model, and clients find it beneficial to
generate a better local model via fine-tuning.

After fine-tuning, each client obtains a final local model,
and we useAn(x)∈[0,1]to denote clientn’s local model
accuracy. Each client uses its fine-tuned local model to generate
model-related services (e.g., loan predictions by banks, disease

1While there are other methods (e.g., multi-task learning and knowledge
distillation[27]), a detailed discussion is out of the scope of this article.
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diagnosis by hospitals[30]). Then, the clients compete in selling
the services to customers in the market. Next, we model the
decisions and payoffs of customers and clients.

B. Customer’s Decision and Payoff

We first introduce the customer characteristic, and then define
each customer’s decision and payoff function.
1) Customer Characteristic:Consider a continuum of cus-

tomers with normalized population size one[19]. We denote
θas a customer’s valuation toward the model-related service.
Intuitively, a largerθmeans that a customer draws a higher
utility from the service. Customers are heterogeneous and each
is characterized by a random variableθ, where the distribution
ofθon the entire population has a PDFh(θ)and CDFH(θ)on
support[0,θmax]. We consider that each customer’s individual
valuation is unknown but the valuation distribution is known to
the clients (e.g., due to market research[31]).
2) Customer Decision:The two competing clients may offer

services with different qualities (due to having different local
models) at different prices. Given the service qualities and prices
from the two clients, a customer decides whether to purchase
the service, and if so, which one client to purchase service from.
Letdθ∈{∅,1,2}denote a type-θcustomer’s decision, where
dθ=∅means no purchasing, and dθ=nmeans purchasing
from clientn, for bothn∈{1,2}. In this article, we consider
that the competing clients offer substitutable services (e.g., loan
and insurance) to customers and it is natural to consider that a
customer only purchases from one of the two clients.
3) Customer Payoff:A customer’s payoff is the difference

between his utility and the payment to the client. If a customer
does not purchase the service, he achieves a zero payoff. If a
customer purchases the service from clientn, he draws a utility
from enjoying the model-related service and needs to pay a
non-negative amountpn≥0to clientn. More specifically, a
customer with valuationθhas the following payoff function:

uθ(dθ;x,p)=
0, ifdθ=∅,
θ·An(x)−pn, ifdθ=n∈{1,2},

(1)

wherep
Δ
=(p1,p2). Intuitively, a higher model accuracyAn(x)

corresponds to a service of higher quality, and hence the cus-
tomer gains a higher utilityθ·An(x).

2Note that the customers
do not need to know the clients’ data contribution decisions
xbut the model accuracyAn(x). In practice, the customers
can obtain information on different clients’ service quality by
exploring their reputation and feedback systems[32].

C. Clients’ Decisions and Profits

In this subsection, we introduce the cross-silo clients’ possible
decisions and profit functions.
1) Client Data Contribution and Pricing Strategies:Each

client first needs to decide how much data to use in cross-silo
FL, which is related to the two phases below.

2Note that our model and analysis can be easily extend to a more general case
where a customer has a valuation functionV(An(x)), which is concave and
strictly increasing inAn(x).

Global iteration:each clientndecides the date contribution
xn∈[0,Dn]for global model iteration. More specifically,
a client chooses a subsetXnof its local data set to iteratively
train models until the global model converges.
Local fine-tuning:after the global model converges, each
client uses local data to fine-tune the global model and
generates a final local model. Similar to practical imple-
mentations, we consider that each client uses allof its
local dataDnfor fine-tuning, as it has a superior empirical
performance in improving the global model[26],[27],[28].

Remark:(i) Since local fine-tuning uses all data, we do not
model it as an active decision. Our model can be easily extended
to the case where a client further optimizes the amount of data
for fine-tuning, as the privacy cost does not depend on the use
of fine-tuning data.
(ii) If a client does not contribute any data to FL in global
iteration, then local fine-tuning degenerates to the case where a
client trains a local model with all of its own data.
Besides deciding the data contributionxnfor FL (in global

iteration), each client also needs to decide the pricing strategy
pn≥0. A clientncharges a customerpn if the customer
purchases service from clientn.
2) Client Revenue:A clientn’s revenue from a single cus-

tomer is the pricepnit charges. Hence, the total revenue client
nobtains from the entire customer population is

Rn(x,p)=
θmax

0

pn·1dθ=n(x,p)·h(θ)dθ,  (2)

where1is an indicator function, i.e.,1dθ=n=1iffdθ=n.
3) Client Costs:Clients participating in cross-silo FL incur
three main types of costs: privacy cost, computation cost, and
communication cost, which we elaborate on as follows:
Privacy cost:Training with local data during global itera-
tion incur privacy costs. For example, an adversary can infer
information of clients’ private training data through uploaded
model updates by launching inference attacks and model in-
version attacks[33]. Although recent studies applied methods
such as differential privacy to mitigate this issue, they may not
fully address the privacy concern[34]. In fact, cross-silo clients
usually have stringent privacy requirements, e.g., hospitals can
be highly sensitive to their patients’ medical data[2]. Weuse
Cprin (xn)=μn·fn(xn)to denote clientn’s privacy cost, where
μn≥0represents a client’s privacy sensitivity andfn(xn)
increases inxn. Intuitively, if a privacy attack succeeds, a client
experiences more data leakage (i.e., larger privacy cost) when it
uses more data for FL training.
Computation and communication costs:Cross-silo FL also
incurs computation costs (e.g., for model training) and com-
munication costs (e.g., for model uploading and downloading).
However, cross-silo clients are companies or organizations who
are likely to have strong computational resources (e.g., powerful
servers) and reliable communication channels (e.g., high-speed
wired connections)[2]. Hence, we normalize the computation
and communication costs to be zero, as they are less major
concerns in cross-silo FL. We concur that in cross-device FL,
however, computation and communication costs can be the
bottleneck since edge devices are usually resource constrained.

Authorized licensed use limited to: Univ of Calif Davis. Downloaded on January 20,2024 at 01:48:26 UTC from IEEE Xplore.  Restrictions apply. 



344 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 11, NO. 1, JANUARY/FEBRUARY 2024

Fig. 2.  Three-stage stackelberg game.

TABLE I
KEYNOTATIONS

4) Client Profit:A clientn’s profit (i.e., objective function) is
defined as the difference between the revenue from the customers
and the privacy cost:

Wn(x,p)=Rn(x,p)−C
pri
n (xn).  (3)

D. Three-Stage Game Formulation

We model the interactions among cross-silo clients and cus-
tomers as a three-stage game (see Fig.2). The clients decide the
data contributionxused for FL training in Stage I and the pricing
strategiespin Stage II, with each client aiming to maximize
its own profit in(3). In Stage III, each customer decides the
purchasing strategiesdθto maximize his own payoff in(1). We
analyze the game via backward induction.
We further summarize the key notations in Table I.

IV. SOLVINGDUOPOLYCOMPETITION

In this section, we solve the three-stage game. We will solve
the customers’ purchasing, the clients’ pricing, and the clients’
data contributions in SectionsIV-A,IV-B,IV-C, respectively.

A. Stage III: Customer Purchasing in Duopoly

Givenxandp, each customer chooses his purchasing strategy
to maximize his own payoff in(1). Proposition1computes the
customer’s optimal purchasing strategies.
Proposition 1:Givenxandp, a type-θcustomer’s optimal

purchasing strategyd∗θ(x,p)is

d∗θ(x,p)=

⎧
⎨

⎩

1, ifθA1(x)−p1≥max{θA2(x)−p2,0},
2, ifθA2(x)−p2≥max{θA1(x)−p1,0},
∅, else.

(4)

Fig. 3.  Three market partition modes in duopoly market.

Due to space limitations, we defer all the technical proofs to
the online appendix (available online).
Proposition1shows that in a duopoly market, a type-θcus-

tomer will buy service from clientnif clientncan bring him a
larger (among the two clients) and non-negative payoff.
To better illustrate the insights, we present the market parti-
tion[19], which gives a holistic picture of customers’ purchasing
decisions among two competing clients. To facilitate the analysis
in Stage III (and Stage II), we make Assumption1, i.e., given
x, client 1 has a better local model than client 2.
Assumption 1:Without loss of generality, we assume
A1(x)>A2(x), wherexis clients’ data contributions.
Assumption1is without loss of generality. We can similarly
analyze the case whereA1(x)<A2(x)by switching clients’
indices. Also, the case whereA1(x)=A2(x)corresponds to
the renowned Bertrand competition[35], which is a degeneration
of the caseA1(x)>A2(x)orA1(x)<A2(x).
Before we present the market partition, we introduce two
definitions for notation simplicity.
Definition 1 (Threshold Customer Type): The client n’s
threshold customer typeσn∈[0,θmax]corresponds to the cus-
tomer who obtains a zero payoff, i.e.,uσn(n;x,pn)=0. Hence,

σn(x,pn)=
pn
An(x)

. (5)

Based on Definition1, any customer with valuationθ≥σn
achieves a non-negative payoff if purchasing from clientn.
Definition 2 (Neutral Customer Type): Denoteσ̃as the neutral
customer type. A type-̃σcustomer obtains the same payoff by
purchasing service from either of the clients, i.e.,ũσ(1;x,p)=
ũσ(2;x,p). Under Assumption1, we can derivẽσas follows:

σ̃(x,p)=
σ1(x,p1)A1(x)−σ2(x,p2)A2(x)

A1(x)−A2(x)
,  (6)

whereσ1(x,p1)andσ2(x,p2)are two clients’ threshold cus-
tomer types defined in Definition1.
Based on Definitions 1and2, we summarize the market
partition.
Theorem 1 (Market Partition Equilibrium in Stage III):Under
Assumption1,givenxandp, the market partition equilibrium
denoted byΦ∗1(x,p)andΦ

∗
2(x,p)is (see also Fig.3):

1) Ifσ1(x,p1)>σ2(x,p2)and̃σ(x,p)≥θmax, then

Φ∗1(x,p)=∅, Φ
∗
2(x,p)=[σ2(x,p2),θmax]. (7)

2) Ifσ1(x,p1)≤σ2(x,p2), then

Φ∗1(x,p)=[σ1(x,p1),θmax], Φ
∗
2(x,p)=∅. (8)
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3) Ifσ1(x,p1)>σ2(x,p2)and̃σ(x,p)<θmax, then

Φ∗1(x,p)=[̃σ(x,p),θmax],

Φ∗2(x,p)=[σ2(x,p2),̃σ(x,p)].  (9)

We discuss the intuitions corresponding to the three cases in
Theorem1as follows:
1) Client 1 has a much larger threshold type than client 2. This
means that client 1 sets a much larger price (see(5)), and
no customer purchases from client 1. Hence, only client 2
survives and has a non-empty market share.

2) Client 1 has a smaller threshold customer type than client
2. This implies that client 1 sets a smaller price (or slightly
larger price) than client 2, which together with a better
model is more attractive to all potential customers. Hence,
only client 1 survives and has a non-empty market share.

3) Client 1 has a reasonably larger threshold type (and price)
than client 2, and hence both clients share the market.

B. Stage II: Client Pricing in Duopoly

In Stage II, given the data contributionsxin Stage I, the clients
decide the pricing strategiespto maximize their own profits in
(3), anticipating the market partition equilibrium in Stage III.
By substitutingΦ∗1(x,p)andΦ

∗
2(x,p)in Theorem1into(3),

we derive the clients’ profit functions below:

W1(x,p)=A1(x)σ1(x,p1)[1−H(̃σ(x,p))]−C
pri
1 (x1),

(10)

W2(x,p)=A2(x)σ2(x,p2)[H(̃σ(x,p))−H(σ2(x,p2))]

−Cpri2 (x2), (11)

whereH(·)is the CDF of customers’ valuation distribution.
According to(6),(10), and(11), we can see that the clients’

profits are uniquely determined by the data contributionsxand
the threshold customer typesσ=(σ1,σ2). Moreover, based on
(5), clientncan achieve an arbitraryσnby adjustingpn. Hence,
the clients’ price competition in Stage II can be equivalently
formulated as the following threshold competition game.
Game 1 (Threshold Competition Game in Stage II): Given

the data contributionsx, the two clients’ threshold competition
in Stage II can be modeled as the following game:

Players:clientnfor bothn={1,2}.
Strategies:each clientndecidesσn∈[0,θmax].
Objectives:each clientsnobtains a profitWn(x,σ).

We are interested in solving the Nash equilibrium (NE) of
Game1, which is defined below.
Definition 3 (Nash Equilibrium in Stage II): Givenx, a strat-

egy profileσ∗(x)
Δ
=(σ∗n(x),σ

∗
j(x))constitutes a Nash equilib-

rium of Game1if for alln∈{1,2},

Wn(σ
∗
n(x),σ

∗
j(x))≥Wn(σn(x),σ

∗
j(x)),∀σn(x)=σ

∗
n(x),
(12)

wherej=nandj∈{1,2}.
At a NE, each client’s strategy is a best response to the strategy

played by the other client, i.e., the equilibrium is the fixed point
of all clients’ best response strategies[36].

To present closed-form solutions, we make Assumption2.
Assumption 2:The customers’ valuationθfollows a uniform
distribution, i.e.,h(θ)=1/θmax,∀θ∈[0,θmax].
Uniform distribution is commonly adopted in business com-
petition[19]and marketing literature[37]. There are also empir-
ical studies showing that customers’ valuations can be approx-
imated by uniform distribution[38]. It can also model where
there is a lack of market research. Please refer to Appendix
(available online) where we provide a detailed discussion on
how to generalize to other distributions.
Next, we present the NE of Game1in Theorem2.
Theorem 2 (Threshold Competition Equilibrium in Stage II):
Under Assumptions 1,2, given anyx, the clients’ threshold
competition equilibrium(σ∗1(x),σ

∗
2(x))is given by

σ∗1(x)=
2(A1(x)−A2(x))θmax
4A1(x)−A2(x)

, σ∗2(x)=
σ∗1(x)

2
. (13)

Moreover, the resulting market partition in Stage III is

Φ∗1(x)=[̃σ
∗(x),θmax], Φ

∗
2(x)=[σ

∗
2(x),̃σ

∗(x)], (14)

whereσ̃∗(x)=
σ∗1(x)A1(x)−σ

∗
2(x)A2(x)

A1(x)−A2(x)
.

Insights: Theorem2sheds light on how cross-silo clients
compete with each other, which we discuss as follows.

Each client’s equilibrium threshold typeσ∗n(and pricep
∗
n

based on(5)) increases in its own model accuracyAnbut
decreases in its competitor’s model accuracyAj,j=n.
As clientnhas a better model, it will set a higher price to
obtain more profits. However, if its competitor has a better
model, it will lower the price to be more competitive.
The two clients coexist in the duopoly market at equilib-
rium, i.e., both have a non-empty market share (see(14)).
More specifically, client 1 with a better model obtains high-
valuation customers at a higher price, while client 2 attracts
low-valuation customers at a lower price. This result is
consistent with many real life practices, e.g., hospitals with
more accurate disease-diagnosis-service usually charge a
higher price than those with less accurate services.

So far, we have solved the equilibrium in Stage II. Next, we
solve the clients’ data contribution design in Stage I.

C. Stage I: Client Data Contribution in Duopoly

In Stage I, the clients decide their data contributionsx=
(x1,x2)for FL, considering the responses from Stages II and III.
Note that we no longer need Assumption1, which is only used
without loss of generality to facilitate the analysis in Stages II
and III. Note that the analysis in Stage I is very different from and
more challenging than previous vertical differentiation studies
(e.g.,[39],[40]). Prior related studied typically assumed that
clients independently decide their own qualities. In our work,
however, the clients’ qualities (i.e., model accuracy) are jointly
decided by their data contribution levels through an indirect
fashion.
We first derive the clients’ profit functions by plugging in the
equilibrium results from Stages II and III, i.e., for alln,

Wn(x)=Rn(x)−C
pri
n (xn),  (15)
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where

Rn(x)

=

⎧
⎪⎨

⎪⎩

4A2n(x)(An(x)−Aj(x))θmax
(4An(x)−Aj(x))2

,  ifAn(x)>Aj(x),
Aj(x)An(x)(Aj(x)−An(x))θmax

(4Aj(x)−An(x))2
, ifAn(x)<Aj(x),

0, ifAn(x)=Aj(x),

(16)

for anyj∈{1,2}that satisfiesj=n.
Next, we model the interactions between two clients in Stage

I as a data contribution game.
Game 2 (Data Contribution Game in Stage I): The data

contribution game in Stage I is defined as follows:
Players:clientnfor bothn∈{1,2}.
Strategies:each clientnchoosesxn∈[0,Dn].
Objectives:each clientn’s profit functionWn(x)in(15).

We aim to solve Game 2’s Nash equilibrium defined below.
Definition 4 (Nash Equilibrium in Stage I): A strategy profile

x∗
Δ
=(x∗n,x

∗
j)is a Nash equilibrium of Game2if∀n∈{1,2},

Wn(x
∗
n,x

∗
j)≥Wn(xn,x

∗
j),∀xn=x

∗
n,  (17)

wherej=nandj∈{1,2}.
With the general function forms of local model accuracy

An(·)and privacy costC
pri
n (·), there may not exist a Nash equi-

librium of Game2. Even if one exists, providing a closed-form
equilibrium characterization is difficult, as it is challenging to
characterize the impact of clients’ data contribution strategies on
the local model accuracy as well as the privacy cost. However,
under some minor assumptions, we can guarantee the existence
of a Nash equilibrium and analyze the equilibrium properties.
Assumption 3:For bothn∈{1,2}, both the local model

accuracy functionAn(·)and the global model accuracy function
Ag(·)are concave; the privacy cost functionCprin (·)is convex.
Assumption3means that as a client contributes more data

in FL training, it will experience more significant increments in
privacy cost (i.e., loss aversion[41]), and a smaller marginal ac-
curacy improvement. Nevertheless, our numerical experiments
using the MNIST dataset showcase that the local model accuracy
indeed exhibits a concave increasing trend in the data size for
both i.i.d. and non-i.i.d. data (see Fig.4in SectionVI).
We first show that a Nash equilibrium exists.
Lemma 1:Under Assumptions2,3, there exists a Nash equi-

librium of Game2.
Lemma1is based on the conclusion in[42]where there exists

a NE if the game has a finite set of players, and the players’ profit
functions are quasi-concave in their strategies.
Next, we show the monotonicity property of the NE.
Theorem 3:Under Assumptions2,3, each client’s equilib-

rium data contributionx∗nweakly decreases inμn.
Theorem3implies that as a client is more privacy sensitive,

it will use a smaller amount of data for FL training.
Before we end this section, we try to answerKeyQuestion1,

i.e.,how will business competition affect cross-silo FL in terms
of the global model accuracy and the clients’ profits?To this end,
we compare duopoly with monopoly, which is a benchmark case
where there are two markets with each having a monopoly client.

Specifically, each market has the same population with size a half
and is characterized byh(θ). A customer within marketncan
only purchase service from clientn. The two clients do not have
business competitions but can train FL models together. Due to
space limitations, we defer the theoretical details of monopoly to
Appendix (available online), and provide more numerical results
in SectionVI.
We summarize the answers to KeyQuestion1in Theorem4.
Theorem 4:Under Assumptions2,3, compared to monopoly,
duopoly competition leads to (i) a lower total client profit.
(iia) a better global model ifmax{μ1,μ2}≤μfor some
μ>0.
(iib) a worse global model ifmin{μ1,μ2}≥μ̄for some

μ̄>0.
Insights:Theorem4answers Key Question 1, which implies
that duopoly competition hurts the clients’ profits (Case (i)).
Clients need to compete for customers via selling services at
a lower price (than in monopoly). This leads to a lower profit.
Following this result, one may guess that a lower profit decen-
tivizes clients to contribute to FL, leading to a worse global
model. However, it is surprising that duopoly can achieve a better
global model when clients’ privacy costs are low (Case (iia)).
This is because even if competition limits profits, clients strive
to survive in the market by improving its competitiveness. To
this end, a client may not only lower the price but also contribute
more data to obtain a better global and local model.
On the other hand, when clients’ privacy costs are large,
duopoly leads to a worse global model than monopoly (Case
(iib)). This undesirable outcome is likely to occur in practice, as
hospitals or banks usually have stringent privacy requirements
(i.e., large privacy cost)[16]. To avoid such undesirable out-
comes, we propose a revenue-sharing framework among the
clients, which helps alleviate the competition and achieve a
better global model and larger profit. We present the revenue-
sharing framework and analyze its impact in SectionV.

V. DUOPOLYWITHREVENUESHARING

In this section, we present the revenue-sharing framework
to mitigate competition and enhance client collaboration. In
SectionV- A, we propose a general revenue-sharing frame-
work. Then, we solve the three-stage game considering revenue-
sharing. More specifically, we solve the customers’ purchasing
strategies, the clients’ pricing design, the clients’ data contribu-
tion design in SectionsV- B,V- C, andV- D, respectively.

A. General Revenue-Sharing Framework

To mitigate the competition, we propose a framework where
clients can share the revenues obtained from all customers. Our
design is inspired bycontribution evaluation(i.e., evaluating
clients’ contribution to the global model)[43],[44],[45]in FL.
However, the existing contribution evaluation methods cannot
be directly applied to our setting, since clients are strategic in
both FL training strategies and pricing decisions.
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We use the following mapping to denote a revenue-sharing
mechanism:

G:x→{In(x)}n∈{1,2}, (18)

where In(x)≥0is clientn’s contribution index. Either the
clients themselves or a trusted third party (e.g., the government)
can perform the evaluation via running a sandbox simulation to
estimate the effect of a client’s contribution on the global model
accuracy[46]. Contribution indexIn(x)serves as a metric to
evaluate how much a client contributes to FL, and it is a function
of clients’ data contributions used for FL training.
Remark:This article does not consider malicious clients who

try to exaggerate their contributions (e.g., using fabricated or
duplicated data in FL), since such behaviors can be detected
by a trusted execution environment[47]. Also, we consider that
the information of clients’ contributed dataxis shared among
clients due to binding contracts or strict market regulations. It is
a widely adopted assumption in literature (e.g., FedAvg[1]and
FedProx[48]) where the server usesxnto weight the clients’
model updates during global aggregation.
GivenIn(x), clientnobtains a proportiongn(x)of the total
revenues where

gn(x)=
In(x)

n∈{1,2}In(x)
∈[0,1], ∀n∈{1,2}.  (19)

In practice, the clients themselves can negotiate a mutually
agreed revenue-sharing mechanismG, or a market regulator
(e.g., the government) can design and implementG.
Next, we solve the three-stage game taking into account the

clients’ revenue sharing.

B. Stage III: Customer Purchasing in Duopoly With Sharing

Note that the clients’ revenue sharing does not change the
decision space or the payoff function of customers. Hence, given
x, any sharing mechanismG, and pricingp, the equilibrium in
Stage III can still be characterized by Theorem1.

C. Stage II: Client Pricing in Duopoly With Sharing

With revenue sharing, each client n’s new profit functions
Wsharen are given as follows: for alln=j∈{1,2},

Wsharen (x,p)=gn(x)·[Rn(x,p)+Rj(x,p)]−C
pri
n (xn),

(20)
wheregn(x)is in(19),Rn(x,p)=Wn(x,p)+C

pri
n (xn), and

Wn(x,p)is given in(10),(11).
Similarly, we can formulate the pricing competition in Stage

II as a threshold competition game in Game1, except that the
clients’ profit functions are updated by the ones in(20).Next,
we show the Stage II equilibrium in Theorem5.
Theorem 5 (Threshold Competition Equilibrium in Stage II

with Revenue Sharing): Under Assumptions1,2, given anyx
and any revenue-sharing mechanismG, the clients’ threshold
competition equilibrium(σshare∗1 (x),σshare∗2 (x))is given by

σshare∗1 (x)=σshare∗2 (x)=θmax/2.  (21)

Moreover, the resulting market partition in Stage III is

Φshare∗1 (x)=[θmax/2,θmax], Φ
share∗
2 (x)=∅.  (22)

Note that Theorem5is a general result that applies to any
revenue-sharing mechanismG. Interestingly, only client 1 sur-
vives while client 2 has zero market share (see(22)). Revenue
sharing incentivizes the clients to collaboratively maximize the
total revenue, and the best strategy to this end is for the “stronger”
client 1 to obtain all potential customers. Even if client 2 has zero
market share, it can still benefit from sharing a proportion of the
total revenue.
However, the above pricing strategy may lead to collusion
issues and violate the antitrust laws. In what follows, we restrict
our analysis to where clients cannot conduct price collusion.3In
this case, the Stage II equilibrium can still be characterized by
Theorem2.
Next, we solve the clients’ data contribution in Stage I.

D. Stage I: Client Data Contribution in Duopoly With Sharing

In Stage I, the two clients decide their data contributions.
We derive the clients’ profit functions considering the responses
from Stages II and III, i.e., for alln∈{1,2},j=n,

Wsharen (x)=gn(x)·[Rn(x)+Rj(x)]−C
pri
n (xn), (23)

whereRn(x)andRj(x)are given in(16).
We model the interactions between clients in Stage I as a
data contribution game similar to Game2, except that the profit
functions are replaced byWsharen (x)in(23).
Next, we try to characterize the NE. With the general form
ofAn(·),C

pri
n (·), andgn(·), it is highly challenging to analyze

the existence or properties of NE. Nevertheless, we are able to
show the existence of NE under a mild assumption below.

Assumption 4:∂2(gn·Rn(An))
∂xn∂xj

≤0, for all j=n.

Assumption4is not restrictive, as it applies to revenue sharing
mechanisms such as the egalitarianmechanism, where two
clients equally share the revenue, i.e.,gn=0.5,∀n.

4

Next, we discuss the existence of NE in Lemma2.
Lemma 2:Under Assumptions2–4, there exists an NE of the
data contribution game considering revenue sharing.
The key to Lemma2is that we can equivalently formulate
the game as a supermodular game, in which according to[49],
a best response algorithm converges to a NE.
We further characterize the properties of NE in Theorem 6.
Theorem 6:Under Assumptions2–4, Theorem3continues

to hold when we consider revenue sharing among clients.
With revenue sharing, each client’ equilibrium data contribu-
tion is still non-increasing inμn. A more privacy sensitive client
will use a smaller amount of data for FL training.
An important question is how revenue sharing affects the
global model accuracy and the client profit at equilibrium. We

3For completeness of our analysis, we have also included the analysis where
collusion is possible. This can provide insights on how to detect and prevent
price collusion in practical cross-silo federated learning systems. We leave the
details to Appendix (available online).
4We have tested various other revenue-sharing mechanisms in the numerical
experiments, and find that the best response always converges to a NE.
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note that a general analytical characterization is challenging,
as there is a lack of the sharing mechanismgn(·). Also, rev-
enue sharing in the context of cross-silo federated learning is
further complicated by the contribution evaluation process (see
SectionV- A). We will numerically study several practical shar-
ing mechanisms and their impact on the equilibrium in Sec-
tionVI-C.

VI. NUMERICALRESULTS

We conduct extensive numerical experiments to gain more
useful insights. Specifically, in SectionVI-A, we introduce
the experimental setup. In SectionVI-B, we investigate how
the clients’ data contribution strategies affect cross-silo FL. In
SectionVI-C, we compare the equilibrium results of monopoly,
duopoly, and duopoly with revenue sharing.

A. Experimental Setup

We conduct numerical experiments for both the i.i.d. and non-
i.i.d. cases. We introduce the experimental setup for the two cases
separately as follows:
1) Experimental Setup for I.i.d. Case:We use MNIST to

train FL models with FedAvg. The MNIST dataset contains106

handwritten digits, and it has been used in many existing FL
studies[6]. To simulate the i.i.d. data partition, we assign each
client 2600 data points randomly sampled from MNIST.
The key hyper-parameters are as follows[50]. WeuseLeN et-

5 as the model structure, set local epoch number to 5, local batch
size to 256, local learning rate to 0.1, global learning rate to 0.5.
Furthermore, since the MNIST dataset is relatively easy to train
and we consider two clients, the global model converges quickly
in dozens of rounds, and hence we set the communication round
to 50. After 50 rounds, each client uses all local data to fine-tune
the global model for 5 epochs, and each obtains a final local
model.
2) Experimental Setup for Non-I.i.d. Case:We use CIFAR-

10[51]to train FL models using FedAvg. The CIFAR-10 dataset
contains 10 classes with6∗104data points. To simulate the
non-i.i.d. case, we apply the widely used Dirichlet distribution
with a controlling parameterα>0[52]. Here, a smallerαmeans
that clients’ label distributions are less similar, i.e., a higher
degree of non-i.i.d. In the experiment, we assign each client
6000 data points withα=10.
The key hyper-parameters are as follows. We useResN et−

18as the model structure. We set the local epoch number as 5
and batch size as 64. We set the local and global learning rates to
be 0.1 and 1, respectively. We set the communication round to be
50. After 50 rounds, each client uses all local data to fine-tune
the global model for 5 epochs, and each obtains a final local
model.

B. Impact of Data Contribution on Cross-Silo FL

We first investigate how clients’ data contributions affect
cross-silo FL in terms of the global model and the local fine-
tuned models.

Fig. 4.  Impact of clients’ data contributions on model accuracies.

In the i.i.d. case, client 1 uses 10% of local data for FL,
while we change the client 2’s used data size asx2∈2600·
{10%,20%,...,100%}, and for eachx2we repeat the entire
training process for 5 times. In the non-i.i.d. case, client 1 uses
60% of local data for FL, while we change client 2’s used
data size asx2∈6000·{10%,20%,...,100%}. For eachx2
we repeat the entire training process for 5 times.5Fig.4(a)
and(b)plot the i.i.d. and non-i.i.d. cases respectively, how
the global model accuracy and local model accuracy (after
fine-tuning) depend onx2.InFig.4(a)–(b), the lines present the
average accuracies over 5 runs, and the shaded areas reflect the
variances.
First, in both Fig.4(a)and(b), we observe that the av-

erage accuracies of local and global models generally con-
cavely increase inx2. This observation is consistent with
Assumption3. Second, we observe that compared to i.i.d. data,
non-i.i.d. data introduces larger variance (i.e., larger shaded
areas). This is mainly due to the dissimilar data distributions
among the two clients[10]. Nevertheless, we see that both
clients’ local models have a higher average accuracy than the
global model (e.g., Fig.4(a)). This demonstrates the usefulness
of local fine-tuning in terms of improving the global model
performance.
We summarize the key observations in Fig. 4below.
Observation 1: (i) Both the local and global model accuracies
concavely increase in clients’ data contributions.
(ii) Local fine-tuning helps improve the global model perfor-
mance.

C. Monopoly Vs. Duopoly Vs. Duopoly With Revenue Sharing

Next, we compare the equilibrium results of monopoly,
duopoly, and Duopoly with Revenue Sharing (D-w-S). To eval-
uate our D-w-S framework, we use four benchmarks below,
where the superscript of the contribution index represents the
corresponding benchmark.

Egalitarian (EG)[46]: clients equally share the revenues:

IEGn =0.5, ∀n. (24)

5Please refer to Appendix (available online) where we report all the training
results.
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Fig. 5.  Impact of clients’ privacy sensitivity on i.i.d. data.

Fig. 6.  Impact of customers’ valuation on i.i.d. data.

Linearly Proportional (LP)[53]: a client’s contribution
index is linearly proportional to its data contribution:

ILPn (x)=xn, ∀n. (25)

Leave-One-Out (LOO)[54]: the index is calculated by the
marginal contribution to the global model accuracy:

ILOOn (x)=Ag({xi}i∈N)−A
g({xj}j∈N \{n}). (26)

Shapley Value (SV)[55]:In(x)is the average marginal
contribution to FL calculated by the Shapley value method:

ISVn (x)=
S⊆N\{n}

Ag({xi}i∈S∪{n})−A
g({xj}j∈S)

N N−1
|S|

.

(27)
We use a linear cost function, i.e., Cprin (xn)=μxn. It can
characterize the risk associated with the privacy leakage in
revealingxndata points[17].
1) Equilibrium Results Under I.i.d. Case:We first compare

the equilibrium results under the i.i.d. case. Figs.5and6plot,
at equilibrium, how the average global model accuracy and
clients’ total profit change with clients’ privacy sensitivityμ
and customers’ valuationθmax, respectively.
Impact of Clients’ Privacy Sensitivity:In Fig.5(a)–(b),we

observe that the global model accuracy and clients’ total profit
generally decrease inμ. Clients with a larger privacy sensitivity
will contribute less data for FL, leading to a worse global model
(and hence worse fined-tuned local models). The customers will
pay less due to receiving service of lower quality, resulting in a
lower client profit.
Impact of Customer Valuation:In Fig.6(a)–(b), we see that
both the global model accuracy and the clients’ profits generally
increase inθmax. A largerθmaxmeans that the customers have a
higher average valuation toward the model-related services and

Fig. 7.  Impact of clients’ privacy sensitivity on non-i.i.d. data.

hence are more willing to pay. This incentivizes the clients to
use more data to train FL models and obtain better fine-tuned
models. As a result, the clients obtain higher profits due to selling
better services to customers at a higher price.
We summarize the above observations below.
Observation 2: Both the global model accuracy and clients’
total profit tend to decrease in clients’ privacy sensitivity, but
they tend to increase in customers’ valuations.
Monopoly vs. Duopoly: In Figs.5(b)and6(b), we see that
duopoly significantly reduces the clients’ profits (by more than
80% atμ=0.04in Fig.5(b)). Despite the profit reduction, it
is interesting to see that duopoly achieves a better global model
than monopoly when clients’ privacy sensitivity is low (e.g.,
μ=0.02in Fig.5(a)), or when customers’ valuations are high
(e.g.,θmax =10

4in Fig.6(a)). In such cases, the clients strive
to compete for potential customers by offering lower prices and
contributing more data in FL, leading to a better global model.
We summarize the above observations below.
Observation 3: (i) Compared to monopoly, duopoly greatly
limits the clients’ profits.
(ii) Counter-intuitively, despite the profit reduction, it can lead
to a better global model when clients’ privacy sensitivity is low
or when customers’ valuations are high.
Duopoly vs. D-w-S:In Figs.5and6, we observe that compared

to duopoly, all D-w-S mechanisms can lead to a better global
model (e.g., by up to 25.7% at μ=0.06in Fig.5(a)) and a
much higher client profit (e.g., by more than 300% atμ=0.8
in Fig.5(b)). This shows that revenue-sharing can enhance
collaboration between clients.
In addition, among the 4 D-w-S mechanisms, LP achieves the
best global model (e.g.,θmax = 8000 in Fig.6(a)). A client’s
contribution index under LP is linear in its used data size, while
it is sub-linear under SV/LOO[17]or constant under EG. That
is, given data sizes, LP provides the largest proportion of shared
revenue. Hence, LP incentivizes most data contribution and has
the best global model.
We summarize the above key observations below.
Observation 4: (i) Compared to duopoly, D-w-S can greatly
improve the global model accuracy and clients’ total profit.
(ii) Among 4 benchmark D-w-S mechanisms, LP tends to lead
to the best global model.
2) Equilibrium Results Under Non-I.i.d. Case:We now com-
pare the equilibrium results under the non-i.i.d. case. Figs.7and
8plot, at equilibrium, how the average global model accuracy
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Fig. 8.  Impact of customers’ valuation on non-i.i.d. data.

and clients’ total profit change with clients’ privacy sensitivity
μand customers’ valuationθmax, respectively.
We notice that the key results under the i.i.d. case continue to

hold in the non-i.i.d. case. For example, in Fig.7, we observe
that both the global model accuracy and the total profit generally
decrease in clients’ privacy sensitivity. In addition, in Fig.8,
we observe that the global model accuracy and the total profit
generally increase in customers’ valuation. These results are
consistent with Observation 2. Also, in both Figs.7(b)and8(b),
we again see that compared to monopoly, duopoly significantly
reduces the clients’ profits due to fierce market competition,
validating Observation 3(i). Nevertheless, with proper revenue
sharing (e.g., LP), the clients have better incentives to contribute
to FL training. This can lead to a better global model (e.g.,μ=
0.005in Fig.8(a)), and a larger client profit (e.g.,θmax = 11000
in Fig.8(b)).

VII. CONCLUSION

This article studies the overlooked but important problem
of business competition in cross-silo FL. The problem is chal-
lenging due to the conflicting objectives and complex coupling
between clients’ FL collaboration and pricing competition. We
manage to characterize the equilibrium properties and show that
market competition always reduces clients’ profits, and it can
damage the global model accuracy under certain conditions.
To address this issue, we propose a general revenue-sharing
framework that is shown to effectively enhance client collabora-
tion. Surprisingly, we show that market competition can induce
clients to use more data and generate a better global model.
For the future work, it is important to extend duopoly to a

more general oligopoly framework where there are more than
two competing clients. Also, it is interesting to study more
sophisticated customer behaviors (e.g., multi-homing where a
customer can buy services from more than one client).
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