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Still an Ineffective Method With Supertrials/ERPs—Comments on “Decoding
Brain Representations by Multimodal Learning of Neural Activity and Visual
Features”

Hari M Bharadwaj”, Ronnie B. Wilbur

Abstract—A recent paper claims that a newly proposed method classifies
EEG data recorded from subjects viewing ImageNet stimuli better than two
prior methods. However, the analysis used to support that claim is based
on confounded data. We repeat the analysis on a large new dataset that
is free from that confound. Training and testing on aggregated supertrials
derived by summing trials demonstrates that the two prior methods achieve
statistically significant above-chance accuracy while the newly proposed
method does not.

Index Terms—EEG, human vision, neuroimaging, neuroscience, brain-
computer interface, object classification.

I. INTRODUCTION

A recent paper [15] presents a novel neural-network architec-
ture, EEGChannelNet, for determining object class from EEG signals
recorded from human subjects observing ImageNet [S] images as
stimuli. Inter alia, it claims that EEGChannelNet can decode object
class from EEG signals better than prior work, in particular two prior
classifiers: EEGNet [9], and SyncNet [11].

Finally, we compare classification performance achieved by our
EEG encoder and other state-of-the-art methods, namely [3]} [21],
[22], using high-frequency gamma band data, i.e., 55-95 Hz. EEG
classification accuracy on the test split is given in Tab. 2 and shows
that our approach reaches an average classification accuracy of
48.1%, outperforming previous methods, such as EEGNet, which,
only achieves a maximum accuracy of 31.9%.

[15, Section 7.3 last paragraph, footnote, citations, and table in
the original]

In their Table 2, they claim that EEGNet obtains 31.9% accuracy and
SyncNet obtains 31.7%. These accuracy numbers were obtained on the
dataset reported in Spampinato et al. [17], containing 50 ImageNet
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stimuli for each of 40 classes. Li et al. [10] already demonstrated
that this dataset is confounded due to its nonrandomized collection
method. Ahmed et al. [2, inline unnumbered tables 9, 10, 15, and
16] demonstrates that on a new dataset of the same size with ran-
domized trials, EEGChannelNet and SyncNet yield chance accuracy,
while EEGNet yields chance accuracy on some subjects and accuracy
marginally above chance on some other subjects. Ahmed et al. [1, Table
2] already demonstrated that on a new dataset with randomized trials
that is 20 larger, 1000 ImageNet stimuli for essentially the same 40
classes, EEGChannelNet and SyncNet yield chance accuracy, while
EEGNet yields 7.0% accuracy, a value that is statistically significant
above chance.

All of the above trained and tested classifiers on individual trials:
a recording from a single stimulus presentation. Prior work has in-
vestigated training and testing EEG classifiers on supertrials or ERPs
that are obtained by averaging across multiple trials independently per
channel and per time point [4], [7], [8], [18]. This can lead to improved
classification accuracy by increasing the signal-to-noise ratio. Here,
we investigate how this can impact the claims from Palazzo et al. [15]
regarding EEGChannelNet, EEGNet, and SyncNet.

II. METHOD

We preprocess the dataset from Ahmed et al. [1] exactly as described
in Ahmed et al. [1].! This includes z-scoring the data on a per-channel
and per-run basis. After breaking the data up into individual trials and
randomly shuffling as described in Ahmed et al. [1], we partition the
entire dataset into disjoint covering sets of NV trials, on a per-class
basis. Each partition is averaged per channel and per time point to
yield a supertrial. The dataset is then split into five equal-sized disjoint
sets of supertrials that cover the dataset. We then replicate the study
from Ahmed et al. [1, Table 2] with supertrials instead of trials, with
five-fold leave-one-portion-out cross validation. Critically, with this
construction, the supertrials in the training and test sets are constructed
from disjoint sets of trials. We repeat this same method on all six subjects
of the image rapid event data from Li et al. [10] and replicate the study
of Ahmed et al. [2, inline unnumbered table 9] with supertrials instead
of trials, with five-fold leave-one-portion-out cross validation.?

'All code and data needed to replicate all results in this pa-
per are available at https://ieee-dataport.org/open-access/dataset-perils-and-
pitfalls-block-design-eeg-classification-experiments and https://ieee-dataport.
org/open-access/dataset-object-classification-randomized-eeg-trials.

2To mimic Spampinato et al. [17], the studies of Ahmed et al. [1], [2] formed
ten portions, with one portion per fold arbitrarily labeled as a validation set
and one portion per fold arbitrarily labeled as a test set. But these were treated
identically and averaged as we did not perform hyperparameter search. This has
minor consequences discussed below.

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/
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TABLE I
REPLICATION OF THE ANALYSIS FROM AHMED ET AL. [1, TABLE 2] (LEFT) AND AHMED ET AL. [2, INLINE UNNUMBERED TABLE 9] (RIGHT) FOR VARIOUS SIZES
N OF SUPERTRIALS

N LSTM  k-NN SVM MLP 1DCNN EEGNet SyncNet EEGChannelNet N  subject LSTM  k-NN SVM MLP 1DCNN EEGNet SyncNet EEGChannelNet
1 22% 2.1% 5.0%* 2.5% 51%" 7.0%* 2.5% 2.5% 1 1 12% 1.4% 2.7% 1.8% 2.4% 1.0% 1.9% 2.5%

2 24% 2.5% 55%*  2.5% 6.9%" 9.6%* 2.4% 2.5% 2 15% 1.8% 3.5%*  1.0% 3.1% 3.3% 3.4% 2.5%

4 2.0% 2.2% 6.3%*  2.4% 9.4%* 12.8%* 3.5%* 2.5% 3 1.2% 1.6% 2.1% 1.1% 3.2% 4.4%* 3.5%* 2.5%

5 23% 2.4% 59%*  2.7% 8.8%* 12.9%* 3.8%* 2.5% 4 20% 1.2% 3.1% 0.9% 2.4% 2.7% 2.3% 2.4%

8 2.8% 2.5% 3.5%*  2.8% 3.8%" 15.6%* 3.8%" 2.5% 5 1.3% 1.8% 2.1% 1.9% 2.0% 1.8% 2.5% 2.5%

10 2.6% 2.6% 2.9% 2.5% 3.5%* 17.0%* 4.2%* 2.6% 6 1.1% 1.2% 3.3% 1.2% 2.7% 4.3%* 2.7% 2.1%
20 23% 2.1% 3.0% 2.8% 2.4% 17.6%* 3.7%* 2.7% 2 1 18% 1.8% 3.8% 1.8% 0.9% 1.1% 2.5% 2.1%
25 24% 3.4% 2.9% 2.6% 2.6% 16.6%* 4.0%* 2.4% 2 1.1% 1.6% 43%*  09% 2.1% 4.9%* 2.3% 2.6%
40 2.1% 2.8% 2.3% 2.3% 2.9% 14.6%* 3.1% 2.5% 3 15% 2.6% 2.1% 1.4% 1.7% 4.7%* 2.0% 2.0%
50 28% 1.6% 2.1% 2.3% 2.4% 13.9%* 3.0% 2.3% 4 21% 2.4% 2.8% 1.6% 1.9% 2.8% 2.5% 2.2%
100 2.0% 1.0% 1.8% 3.0% 3.0% 6.5%* 1.5% 3.8% 5 11% 0.8% 45%*  1.5% 1.5% 1.6% 2.1% 2.1%
6  1.4% 1.5% 4.4%*  14% 1.6% 4.3%* 3.1% 2.1%

5 1 18% 1.2% 7.0%*  0.8% 0.8% 0.8% 2.0% 1.8%

2 23% 1.2% 6.5%*  0.5% 1.5% 4.3% 2.8% 1.8%

3 1.3% 1.0% 6.8%"*  1.3% 1.5% 2.8% 1.0% 1.0%

4 1.5% 0.2% 7.8%*  0.3% 1.5% 3.8% 1.0% 3.0%

5 08% 1.0% 6.8%*  0.8% 1.3% 0.8% 0.3% 1.8%

6  0.3% 1.2% 73%* 1.5% 1.0% 2.5% 1.3% 2.0%

10 1 05% 1.5% 2.5% 0.0% 0.5% 0.5% 1.5% 1.0%

2 0.0% 1.0% 4.5% 0.0% 0.0% 1.5% 1.0% 2.5%

3 0.0% 3.0% 4.0% 0.0% 1.0% 2.0% 1.5% 2.0%

4 1.0% 0.5% 3.5% 0.0% 1.0% 3.0% 1.0% 1.5%

5 05% 1.5% 2.5% 0.0% 0.5% 1.0% 0.0% 2.0%

6  1.0% 1.0% 4.0% 0.0% 0.0% 2.0% 1.0% 2.0%

The first row (N = 1) is from the original papers without supertrials. Starred values indicate statistical significance above chance (p < 0.005) by a binomial cmf. Note that when N gets larger, the number of test
samples gets smaller, increasing quantization noise in the accuracy estimates, thus requiring higher accuracy to achieve significance. The results for EEGNet and SyncNet use our own previously reported [1]
implementations in Pytorch translated from the original in Keras and Tensorflow. The results for EEGChannelNet used the code from https://github.com/perceivelab/eeg visual classification, modified slightly

to support 96 channels instead of 128 and a duration of 512 samples instead of 440.

III. RESULTS

We evaluate this method for supertrials of various sizes (Table I).
Supertrial sizes N were chosen to divide 1000 for the dataset from
Ahmed et al. [1] and 50 for the dataset from Li et al. [10] so as to
partition the trials per class.’ Note that there is a tradeoff. Larger N
can increase the S/N ratio further but yields smaller training and test
sets. This leads to a behavior where there is an approximate unimodal
concave region around a local maximum. The sweet spot can vary by
classifier and size of dataset. For the dataset from Ahmed et al. [1],
it appears to be around N = 4 for SVM and 1D CNN, N = 20 for
EEGNet, and N = 10 for SyncNet, while for the dataset from Li et al.
[10], it appears to be around N = 5. Note that the larger size of the
dataset from Ahmed et al. [1] can afford a larger N. Also note that
supertrials can allow SVM, 1D CNN, EEGNet, and SyncNet to achieve
statistically significant above-chance classification accuracy, but appear
unable to help LSTM, k-NN, MLP, and EEGChannelNet. This largely
concurs with Ahmed et al. [1, Tables 2 and 3a, Fig. 3].

IV. DISCUSSION

Ahmed et al. [1, Fig. 3b, Table 3b] previously observed diminishing
returns with larger training sets (larger than about 60% of their dataset
of 40,000 samples). It might be the case that with supertrials, one
could achieve even higher classification accuracy if one had even more
training data. In fact, the observed sweet spots might occur simply
because of the tradeoff, i.e., positions above which there are too few
training samples despite the fact that the S/N ratio gets better. It might
be that if one had more data, an even higher value of N would be better.

3Note that we perform an unweighted average of accuracy over all validation
and test sets over folds. For the dataset from Ahmedetal. [1],for N = 8and N =
40, and for the dataset from Lietal. [10], for N = 2and N = 10, this means that
the number of supertrials is not divisible by 10 and cannot be partitioned equally
into validation and test sets. So for these analyses, the number of supertrials in
each of the training, validation, and test sets varies across fold and the number
of supertrials in the validation and test sets may be unequal within fold. The
unweighted average might introduce a small bias. For all other analyses, the
number of supertrials is divisible by 10, so exactly 80% are taken as the training
set and exactly 10% are taken for each of the validation and test sets in each
fold, so there is no bias. Nonetheless, for all analyses, in each fold, each trial
occurs in exactly one supertrial and each supertrial occurs in exactly one of the
training, validation, or test sets.

Here, we sample trials to form supertrials without replacement, i.e.,
each trial is in exactly one supertrial. But one could sample with replace-
ment, allowing trials to be in more than one supertrial in combination
with different sibling trials. This would allow forming a larger set of
supertrials from the same set of trials. Greene and Hansen [7] use this
approach. However, to maintain independence between training and
test data, it is critical to ensure that the respective supertrials are formed
from disjoint sets of trials; it is not clear if this was done in [7].

Here, we form supertrials by aggregating trials from a single subject.
One could form supertrials by aggregating trials from multiple subjects.

Here, we form supertrials for both the training and test sets by
aggregating the same number /N of trials. One could aggregate different
numbers of trials to form supertrials in the training and test sets, poten-
tially using supertrials only for training but still performing single-trial
classification for test.

Here, we aggregate supertrials by unweighted average in the time
domain. One could average in the frequency domain, potentially con-
sidering only certain bands (e.g., induced responses), weighting some
samples or bands more than others, or more generally averaging some
nonlinear transform, learned or hard-coded, of single trials. Even more
generally, one could employ classifiers with a multi-trial input feature
space. Learned classifiers employing this likely would need to tie
parameters across different trials in a supertrial, both to achieve position
invariance of trials within a supertrial and to avoid over-fitting.

Differing sweet spots between different classifiers might be due to
different classifiers having differing sensitivity to S/N ratio, differing
sensitivities to training-set size, or some combination of the two. One
could design analyses to tease these apart by varying one without the
other.

We leave exploration of these variants to future work.

It is unclear why some methods, like SVM, the 1D CNN, EEGNet,
and SyncNet, are able to achieve above-chance classification accuracy,
and other methods, like EEGChannelNet, are not. Generally, there is
little understanding in the community of why deep-learning methods
work when they do and why they don’t when they don’t. That said, we
offer some thoughts on the deficiencies of EEGChannelNet. EEGChan-
nelNet employs 1D spatial convolution. This appears ill-motivated.
Generally, one applies temporal/spatial convolution to model tem-
poral/spatial invariance. However, there is little evidence that brain
processing is spatially invariant. Further, the brain is 3D and the EEG
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cap is 2D, but EEGChannelNet employs 1D spatial convolution. This
seems odd. It might be reasonable to employ 2D analysis in the space
of the EEG electrode array, or to attempt to reconstruct and analyze
the underlying 3D signal from the 2D signal, but EEGChannelNet
does neither. Finally, Palazzo et al. [15] do not specify the mapping
from electrode topography to channel index. Thus we are unable to
ascertain whether adjacent channel indices are spatially adjacent. For
larger convolution kernels, they are almost certainly not.

While a block design, with adjacent trials coming from the same
stimulus class, might be appropriate for some kinds of analyses [3],
[6], [12], [13], [16], as they can increase signal-to-noise ratio, it is not
appropriate for classification, either when temporally close trials are
used in both the training and test sets or when the same stimulus-class
order is used in both the training and test sets [10].

At this point, we know of no nonconfounded dataset and no training
regimen on which EEGChannelNet achieves above-chance perfor-
mance either with or without supertrials. We do know of several datasets
on which several other classifiers in a variety of training regimens, both
with and without supertrials, do achieve above-chance performance [1],
[2], [10]. Itis always possible that results may change with new methods
and new datasets yet to be tried or yet to be collected.

V. CONCLUSION

Palazzo et al. [14] claim that the data collected in Li et al.
[10] lacks class information due to lack of subject attentiveness
during long sessions, and that classification failure is based on
this. The data-collection method in Ahmed et al. [1] was similar
to that in Li et al. [10], the sole differences being that (a) each
stimulus was presented for 2 s with 1 s of blanking instead of
0.5 s with no blanking, (b) there were 400 stimuli per run for a total
run length of 20:20, including 10 s of blanking at the start and end of
each run instead of 2000 stimuli per run for a total run length of 23:20,
including 10 s of blanking after every 50 trials, and (c) each session
contained approximately 10 runs instead of 4-8 runs. In both cases,
sessions lasted three to six hours, including capping, uncapping, and
breaks between runs upon subject request. Table I demonstrates that the
data of Ahmed et al. [1] and Li et al. [10] do contain class information;
it is just that some classifiers successfully extract it and some do not.
Thus our results here refute their claim.
Table I further demonstrates that:
® With and without supertrials, EEGChannelNet yields chance
accuracy on a nonconfounded dataset 20x larger than that of
[15].

® For some amounts of supertrial aggregation, EEGNet and Sync-
Net yield above chance accuracy.

This refutes the claim in [15] that EEGChannelNet outperforms
EEGNet and SyncNet. Moreover, to the best of our knowledge, the
classification accuracy of 17.5% obtained by EEGNet with N = 20 is
the highest reported for a 40-class EEG classification task on ImageNet
stimuli. Finally, this demonstrates that the datasets of Ahmed et al.
[1] and Li et al. [10] do contain class information in the EEG signal;
EEGNet, to some extent, and SyncNet, to a lessor extent, can extract
that class information. EEGChannelNet cannot.
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