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A B S T R A C T   

The Curl-Curl equation is the foundation of time-harmonic electromagnetic (EM) problems in geophysics. The 
efficiency of its solution is key to EM simulations, accounting for over 95% of the computation cost in 
geophysical inversions for magnetotelluric or controlled-source EM problems. However, most published EM 
inversion codes are still central processing unit (CPU)-based and cannot utilize recent computational de-
velopments on the graphic processing units (GPUs). Based on a previously proposed divergence-free algorithm 
developed on CPUs, this study demonstrates the current limits of the CPU-based inversion procedure. To exploit 
the high throughput capability of GPUs, we propose a hybrid CPU-GPU framework to solve forward and adjoint 
problems required for EM inversions. The large sparse linear systems arising from the staggered-grid finite 
difference approximation of the Curl-Curl equation are solved with a mixed-precision Krylov subspace solver 
implemented on a GPU. The algorithm is then tested in EM forward and adjoint calculations, with real-world 
three-dimensional numerical examples. Test results show promising 30× kernel-level speed-ups over the con-
ventional CPU algorithm. This approach may further take the complex frequency domain EM inversions onto the 
next, practical stage on small affordable GPU platforms.   

1. Introduction 

The Curl-Curl equations define the core underlying physics of most 
frequency-domain electromagnetic (EM) geophysical problems, 
including magnetotellurics (MT) and controlled source electromagnetics 
(CSEM). Accurate and rapid solution of these equations is therefore the 
key to practical EM simulations and inversions, especially in complex 
three-dimensional (3D) cases. The Curl-Curl equations are commonly 
discretized with finite element or finite difference approximations 
leading to large sparse linear systems, which need to be solved effi-
ciently in forward and adjoint calculations. 

It is well known that most basic operations required for solving large 
sparse linear systems, like matrix-vector multiplication or scaled vector 
addition, are memory bandwidth-bound (e.g., Boland and Con-
stantinides, 2011). In other words, the efficiency of those computations 
in EM forward/inversion problems is not limited by the number of 

floating-point operations per second (FLOPS) of the computer central 
processing unit (CPU), but by the speed of data throughput of the 
computer memory. Previous studies have indicated that a few CPU cores 
in the computation may be enough to saturate the memory bandwidth, 
so using more physical CPU cores may only achieve marginal speed-up 
(Rogers et al., 2009). While modern computation nodes may contain 48 
to 128 physical CPU cores, the memory bus between the shared memory 
and the CPU are normally limited to 4–16 channels, which restricts the 
total memory throughput of the machine. This is sometimes referred as 
the “bandwidth wall” or “memory wall” (Rogers et al., 2009). Upon 
reaching this wall, concurrent accesses from multiple CPU cores must 
compete for the limited memory bandwidth, resulting in the deteriora-
tion of per-core performance when running bandwidth-bound tasks. 

As such, the performance of the overall memory throughput for CPU 
platforms can only be effectively extended by adding more inter-
connected shared-memory machines. Modern supercomputers and 
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clusters may consist of tens to hundreds of computational nodes, which 
is costly in both financial and ecological terms. Alternatively, graphic 
processing units (GPUs) have become an inexpensive solution to offer 
high memory throughput (Owens et al., 2007) for partial differential 
equation (PDE) problems. Modern professional GPUs can provide 
memory bandwidth up to a few terabytes per second, which is compa-
rable to that of several conventional high performance CPU nodes. 
Machines equipped with GPUs may therefore become potential plat-
forms for large-scale scientific computation problems, including 3D EM 
modeling. 

Indeed, numerical computations using GPUs have become increas-
ingly important in scientific high-performance computation and ma-
chine learning studies (Mudigere et al., 2022; Wang et al., 2021). 
Specifically, GPU accelerations have long played an essential role in 
large-scale geophysical computations, such as the seismic reverse time 
migration (e.g., Foltinek et al., 2009), full wave inversion (Yang et al., 
2015) and 3D gravity inversion (Shangbin Liu et al., 2022). In EM 
geophysics, Xiao and Liu (2015) proposed a GPU-based Gaussian elim-
ination method to solve the forward and sensitivity problems in 
two-dimensional (2D) MT Occam inversion. GPUs are also successfully 
utilized to accelerate the direct solution in 3D transient EM simulations 
(Sheng Liu et al., 2022) and magnetotellurics (Varılsüha, 2020). How-
ever, the acceleration of GPUs in real-world 3D electromagnetic in-
versions has not been extensively discussed, probably due to the scale of 
the problem and the representation of frequency domain EM governing 
equations in complex form. 

In this article, we introduce a hybrid CPU-GPU approach for the EM 
forward/adjoint problem, based upon the divergence-free formulation 
of the Curl-Curl equations (Dong and Egbert, 2019). We use the 
Compute Unified Device Architecture (CUDA) to implement a 
GPU-based mixed-precision algorithm to efficiently solve the regular-
ized Curl-Curl equations arising from the magnetotellurics and 
controlled-source problems. To overcome the effects of the CPU over-
heads, we also design a non-preemptive scheduling scheme to reduce the 
GPU wait phase, which helps to speed up the parallel calculation. To 
manage the computational resources with multiple CPUs and GPUs, we 
implement a hybrid approach with a two-layered Message Passing 
Interface (MPI, Gropp and Lusk, 1994) parallel inversion framework. 
Finally, through 3D numerical examples from real-world cases, we 
demonstrate the substantial efficiency enhancement that our new 
approach may add to complex EM problems on small-scale GPU 
platforms. 

2. Divergence-free curl-curl equations 

For most frequency-domain EM problems like MT and CSEM, the 
time-harmonic Maxwell’s equations can be expressed as: 

∇× E = −iωμH
∇× H = iωεE + J + Jext (1)  

where E and H are the electric and magnetic fields, ω is angular fre-
quency, ε is the electric permittivity of the model domain, μ is the 
permeability. J = σE denotes the electric conduction currents in the 
domain, where σ is the electrical conductivity. And Jext stands for the 
external current forcing. Equation (1) in the quasi-static approximation 
(displacement currents are negligible) can be reduced to a second-order 
Curl-Curl problem based on electric fields: 

∇×∇× E + iωμσE = Jext. (2) 

However, when the angular frequency ω in the second term of Eq. (2) 
is small (i.e., at longer periods) or σ vanishes (in the air), any field from 
any electrical potential φ (Ep = ∇φ, which is annihilated by the Curl- 
Curl operator) can be added to the actual solution. These spurious 
modes (Jiang et al., 1996) can result in inaccurate solutions and slow 
convergence of iterative solvers. To suppress the spurious modes, 

divergence-free conditions have been commonly used in EM geophysical 
modelling and inversion codes to improve the efficiency and accuracy of 
numerical solutions, with the “divergence correction” method (Mackie 
et al., 1994; Smith, 1996) or with augmented unknowns like magnet-
ic/electrical potentials (Schwarzbach, 2009; Weiss, 2013) most com-
mon. An alternative approach is to impose the divergence condition on 
current density 

∇ ⋅ J = 0, (3) 

by essentially adding this constraint to the Curl-Curl equation. First 
introduced by Weiland (1985), a gradient-divergence (Grad-Div) term 
can be applied by taking the gradient of Eq. (3) and adding it to Eq. (2) 
(with appropriate scaling). This yields an equation which simulta-
neously enforces the Curl-Curl equations and the divergence condition 
(hereby referred to as CCGD formulation, i.e., Curl–Curl equations 
modified by Grad-Div operator). Dong and Egbert (2019) showed that 
the specific form 

∇×∇× E −∇σ−1(∇ ⋅ σE) + iωμσE = Jext (4) 

can efficiently deflate the null-space of the curl operator, ensure a 
unique solution, and accelerate convergence of iterative solvers (also 
refer to Mackie and Watts, 2012; Weaver et al., 1999). 

In MT, the source is commonly provided on the boundaries of the 
computational domain, e.g., obtained through a series of 2D forward 
problems (as in Siripunvaraporn and Egbert, 2009). For the CSEM 
problem in the frequency domain, sources are internal to the domain 
and are usually treated with a secondary field formulation (e.g., Wait, 
1982; Zhdanov and Keller, 1994). In all cases the modified forward 
modeling problem in Eq. (4) can be discretized with a staggered grid 
finite difference formulation as: 

Ax= b, (5) 

and solved numerically (Sadiku, 2000). Here A is the sparse matrix, x 
is the solution vector, while b is the right-hand side vector (RHS). 
Similarly, the sensitivity information required in the inversion can be 
obtained with “adjoint” solutions, using essentially the same set of 
equations, but with an appropriately modified right-hand side. Refer to 
section 3 in Dong and Egbert (2019) for details. 

The linear system (Eq. (5)) arising from the Curl-Curl problem is 
often solved using a Krylov Subspace (KSP) or direct solver (DS; lower 
and upper triangular (LU) decomposition and Gaussian elimination) 
method. The solution can then be used to calculate the transfer functions 
to be used in the evaluation of inversion objective functions. The full LU 
factorization required by the direct solvers mostly utilizes the super-
nodal strategy (Rothberg and Gupta, 1990), which ends up requiring 
(potentially large) direct factorizations of dense matrices at the end of 
the computation. As such, the efficiency of the direct solvers is not 
memory bandwidth-bound and may utilize more CPUs than iterative 
methods (Kordy et al., 2016; Yang et al., 2017). 

However, the time and computational resource costs of the DS 
approach can be orders of magnitudes higher than the iterative KSP 
methods, requiring specialized large scale computational infrastructure. 
As such, the KSP method is often preferred in large scale 3D computa-
tional geophysics problems (Mackie et al., 2001; Newman, 2014). The 
conventional divergence correction method periodically restarts the 
main iteration, which resets the Krylov subspaces and lowers the effi-
ciency of the KSP iterations (Dong and Egbert, 2019). On the other hand, 
the divergence-free regularization formulation (Eq. (4)) does not require 
the interruption of the Curl-Curl iterations, leading to a better conver-
gence rate. In the following sections, we will discuss implementation of a 
solver for the CCGD problem formulation on GPUs in detail. 
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3. Hybrid CPU-GPU implementations 

3.1. Workflow for hybrid forward/adjoint calculations 

The hybrid CPU-GPU algorithm to solve the Curl-Curl equations is 
based upon the conventional CPU version of the CCGD formulation, as in 
the sparse matrix branch of ModEM (Dong and Egbert, 2019). The 
program is coded in the Fortran 95 language, which expands the 
modular framework of the original ModEM software (Kelbert et al., 
2014). As with the CPU implementations, the forward/adjoint calcula-
tions for time-harmonic problems involve several essential operations or 
steps (Fig. 1), namely.  

1) Assembly/update of the system matrix,  
2) Source/boundary conditions to define the right-hand side,  
3) Setup of the preconditioning matrices,  
4) Solution of the linear system,  
5) Calculation of the transfer functions (TFs) from electric field 

solutions. 

With conventional CPU-based algorithms, the solution of the sparse 
linear system arising from the discrete Curl-Curl equations (step 4) is by 
far the most computationally intensive component, typically repre-
senting more than 95% of the total run time. Accelerating this part of the 
calculations is thus critical to improving efficiency. As the rest of the 
operations take up less than 5% of the total time consumption, they are 
referred as solver “overheads” in the rest of the paper. 

The assembly of the CCGD matrix (step 1) requires the building of the 
basic curl, divergence, and gradient operators to form the Curl-Curl and 
Grad-Div components in Eq. (4). Additionally, the diagonal matrix term 
iωμσE also need to be formed to construct the final system matrix. For 
each given system of equations (different for each frequency), the pre-
conditioning matrices also needs to be formed, through the incomplete 
LU (ILU) decomposition (step 3). 

The preparation of the RHS (step 2) involves the calculations of the 
sources (either external for controlled source problems, or reciprocal for 
adjoint calculations) and boundary values. After the solution of the 
system equations, the curl operator is applied to the discrete electric 
fields to compute the magnetic fields. The computed E and H fields are 
then used to calculate the transfer functions (step 5), which are required 

for the evaluation of the misfit and computing the gradient of the 
objective function in an inversion. 

Steps 1 and 3 only need to be performed once in a given forward/ 
adjoint problem. The system and decomposed ILU matrices can be stored 
in the memory for the entire solution procedure. They are only partially 
updated when the model resistivity and response period changes in an 
inversion. The calculations for the RHS and TFs also need to be calcu-
lated just once for each forward solution. Considering the time con-
sumption of these “overhead” operations compared with the iterative 
solution of the system, we find that only marginal gains in efficiency 
could be achieved by implementing these steps with GPUs. Furthermore, 
all of these other steps involve a great deal of complex computer code, so 
that conversion would represent a major programming effort. Thus, 
steps 1, 2, 3, and 5 are kept on the CPU side. As we will demonstrate in 
the numerical experiments section, keeping these operations on (mul-
tiple) CPUs can also help distribute the effects of the time consumption 
of overheads onto multiple processes. 

To summarize, in our hybrid CPU-GPU approach, only the solution of 
the linear system will be conducted on GPUs, whereas all other opera-
tions are performed by CPUs. Therefore, before the GPU phase, the 
system and preconditioning matrices, as well as the RHS vectors need to 
be copied to the GPUs; after the solution is obtained, the calculated fields 
are copied back to the CPU side for the following calculation of TFs. 
Later in this section we will primarily focus on the details of the 
implementation for the GPU phase. 

3.2. Solution of the linear system 

Among the KSP methods, the Quasi-Minimal Residual (QMR) 
method is widely used in the forward and adjoint calculations in EM 
inversions (e.g., Kelbert et al., 2014; Siripunvaraporn and Egbert, 2009). 
However, as QMR is based on the non-symmetric Lanczos process (Chan 
et al., 1998), it requires two matrix-vector products per iteration (Ax and 
ATx). The CCGD formulation of the system (Eq. (5)) is no longer sym-
metric (Dong and Egbert, 2019), leading to extra storage/computation 
costs associated with the transpose of A in ATx operation. As such, KSP 
variants that do not require the ATx operation in the iterations (e.g., 
Transpose-Free QMR or Bi-Conjugate Gradient, BiCG) are preferred in 
this case (Freund, 1993). In this study, we use a preconditioned version 

Fig. 1. Flowchart for the major operations in the Hybrid CPU-GPU algorithm for Curl-Curl equations. The red box indicates the GPU phase, whereas the other 
calculations are done on CPUs. CPU: central processing unit; GPU: graphical processing unit; ILU: incomplete uower and upper triangular matrix; RHS: right-hand 
side; CCGD: Curl–Curl equations modified by Grad-Div operator; BiCG: bi-conjugate gradient; TFQMR: transpose-free quasi minimal residual; 1D: one-dimensional; 
2D: two-dimensional. 
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of the BiCG (van der Vorst, 1993) for the GPU implementation. The 
pseudo code (for both CPU and GPU) is shown as follows: 

Algorithm 3.1. Preconditioned Bi-Conjugate Gradient Method  

As shown in the above algorithm, the initial phase (a) of BiCG in-
volves one sparse matrix-vector multiplication of Ax (referred here as 
sparse matrix-vector multiply (SpMV)) and one reduction operation of 
norm(r). However, as a typical BiCG solution normally takes tens to a 
few hundreds of iterations, the time consumption of the initial phase can 
normally be ignored. The second phase (b) involves two SpMVs and five 
parallel reduction operations (dot product and two-norm) in a single 

BiCG iteration. It should also be noted that the ILU preconditioning 
scheme results in two triangular sparse matrices (L/U). In that case, the 
first preconditioning procedure in b-3 becomes: 

Algorithm 3.2. two-step preconditioning with L/U matrices  

which involves two sparse matrix triangular solution (SpSV) opera-
tions per preconditioning operation. Likewise, the second pre-
conditioning also turns into two SpSVs. As such, the most computation- 
intensive operations in a single BiCG iteration reside in the four SpSVs, 
two SpMVs and five reduction operations. We thus focus on the GPU 
implementation of these basic operations to improve the efficiency of 
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the solution. 

3.3. Implementation of the GPU solver 

As in our CPU algorithm, the GPU implementation utilizes the 
Compressed Sparse Row (CSR) format to efficiently store sparse matrices 
like A and L/U in GPU memory. In this study, the solution of the system 
of equations is carried out through a CUDA implementation of the BiCG 
solver. The CUDA platform was originally developed by NVIDIA Cor-
poration to support general computation tasks on its line of graphics 
cards. After years of developments, it has gradually become one of the 
most important GPU programming frameworks that allow the use of 
GPUs for highly parallel scientific computational tasks (e.g., Pandey 
et al., 2022). The native CUDA instructions are an extension of the 
C/C++ computer language (CUDA-C), where the basic parallel func-
tions (e.g. the scaled vector addition operation, commonly referred as 
axpy) need to be written as individual “kernels” to work on heteroge-
neous GPU infrastructures. 

Writing efficient GPU kernels is a non-trivial task. Consider the 
matrix-vector multiplication operation SpMV as an example. In the 
kernel function, parallel threads should be organized into multiple 
blocks, where each block is in charge of the multiplication of a number 
of rows. Each row is then assigned to a group of threads for paralleli-
zation (McCourt et al., 2015). Because the sparse matrix arising from the 
finite difference discretization of Curl-Curl equations contains no more 
than 13 non-zero elements in each row, it is relatively easy to balance 
the workload among the threads. However, for maximum efficiency, the 
kernel should make sure the memory is aligned with threads assigned on 
different rows for “coalescing” (i.e., to ensure that the address for the 
memory accessed by different threads is continuous; refer to e.g., Bell 
and Garland, 2009 for details). 

The CUDA libraries, like the cuBLAS and cuSPARSE, provide most 
basic building blocks for GPU kernels for linear algebra and sparse 
matrix operations, reducing the need for user written kernel functions. 
For example, the sparse matrix-vector multiply can be performed by 
calling the cusparseSpMV function, while the complex axpy operation 
can be realized by the cublasZaxpy function. However, the CUDA li-
braries still lack some basic kernels for the efficient implementation of 
the BiCG solver. In this study, we exploit the Fortran-C interoperability 
to develop a handful of custom CUDA-C kernels for operations like the 
conversions of precision (double to single precision, and vice versa), the 
Hadamard product (◦) for vectors, or the quaternary scaled vector 
addition (axpby). 

As each GPU card has its own memory, which is not directly 
addressable by the CPU, the computation on GPUs would naturally 
involve the communications between the two. The CPU and its attached 
memory are commonly referred as the Host, while the GPU side is 

referred as the Device. As the communication speed from or to the Device 
through the PCIe bus (64 GB/s for PCIe 4.0) can be magnitudes slower 
than the Device memory access (~1000 GB/s for GDDR6x GPU memory), 
it is preferable to minimize the host-device communication and let the 
GPU handle most memory manipulations. As such, we only use the 
communication to copy necessary matrices and vectors to the Device, 
and then to copy the calculated solution back to the Host after KSP it-
erations are completed. This communication uses the cudaMemCpy 
function in both directions. 

To validate the efficiency of our new GPU BiCG solver, a forward 
modeling comparison was performed with a GPU workstation featuring 
a single hex-core Intel® Xeon W2133 CPU with four channels of DDR4 
2400 memory (76.8 GB/s bandwidth). The GPU is a consumer-grade 
NVIDIA® RTX 3080Ti graphic card, which features 80 stream multi-
processors and 912 GB/s memory bandwidth. The source codes are 
compiled with the gfortran compiler from the gcc 9.1 package, with the 
CUDA 11.4 platform. 

We use the 3D inverse model of the Cascadia region, USA (Patro and 
Egbert, 2008) to conduct the forward modeling experiments. Note that 
this model and related transfer function files can be found as part of the 
test dataset included with the publicly available ModEM software 
package (Kelbert et al., 2014). The entire model domain has the 
dimension of 1460 × 1590 × 550 km, with 78 × 80 × 44 discrete mesh 
cells. The discretized linear equations have about 0.8 million unknowns 
(DoFs). The forward calculations are performed at 10 periods from 
11.64 to 18724.6 s. For both the CPU and GPU algorithms, the tests are 
conducted with a single CPU core, with the terminating criterion of the 
BiCG iterations set to 10−10 for the relative residual. The calculations for 
both the CPU and GPU were performed in double precision to ensure the 
accuracy of the solution. 

Fig. 2 shows the comparison of the time consumption for the Cas-
cadia forward calculation with our new GPU algorithm, relative to the 
CPU algorithm described in Dong and Egbert (2019). The wall-time is 
calculated using results averaged from three runs for two polarizations 
(XY/YX). Both the GPU and CPU results show a general trend of the 
increasing wall-time as the data periods become longer, which is due to 
weakening of the divergence constraint as the angular frequency ω 
vanishes. On the other hand, it is apparent that the computation time of 
the GPU solver is substantially reduced from about tens of seconds to 
~1.4 s, when compared with the CPU counterpart. This translates into a 
speed-up of about 20× (Fig. 2). On the other hand, the time consump-
tion of the overheads (e.g., the assembly of the system matrix, calcula-
tion of boundary conditions) remains similar for the two. This is 
reasonable as the overhead operations are conducted on CPUs only for 
both approaches. As the time consumption of an EM inversion is 
commonly dominated by the forward/adjoint calculations, our new 
hybrid CPU-GPU implementation has the potential to accelerate the 

Fig. 2. Comparison on the Cascadia forward test performance for CPU and GPU solvers at different periods. CPU: central processing unit; GPU: graphical pro-
cessing unit. 

H. Dong et al.                                                                                                                                                                                                                                    



Computers and Geosciences 184 (2024) 105518

6

inversions. 
Although the performance of the new GPU solver is encouraging, it 

can be observed that the GPU solution may not have identical results to 
the CPU counterpart. This is due to the nature of fine-grain parallel 
mechanisms in GPUs. Taking the GPU matrix-vector multiplication as an 
example, the dot product between a matrix row and the vector may be 
calculated in parallel. In this case, the point-by-point products of the 
corresponding elements are performed on different threads before those 
products are accumulated to form an element of the resulting vector. 
However, the order of this accumulation is likely to be different for each 
run due to the asynchronous execution of the threads in parallel. As 
such, different sequences of the summation may lead to non- 
deterministic results because the floating-point arithmetic may not 
follow the law of associativity (e.g., Bell and Garland, 2009). 

In light of this, we compare the solutions from our GPU and CPU 
solvers to demonstrate the possible divergence. As shown in Fig. 3c, the 
calculated Cascadia surface electric field differences from the CPU and 
GPU solvers are merely within a fraction of nanovolt per meter, which 
translates into a tiny relative difference of order 5× 10−9. Hence, we 
believe that the forward results from our new hybrid CPU-GPU approach 
are effectively identical to that from the traditional CPU-only ones. 

4. Mixed precision considerations 

With the promising results shown in the previous section, we 
consider improvements of the basic GPU algorithms to further accelerate 
EM forward modelling. One popular idea to accelerate the numerical 
PDE computations is the so-called mixed precision method (Higham and 
Mary, 2022). The method involves replacing double-precision (FP64) 
operations with single-precision (FP32) ones or even lower precision 

counterparts (e.g., FP16) in some stages of the calculation (Carson and 
Higham, 2018). It may lead to higher performance due to the reduction 
of total memory manipulations in the calculations. 

Moreover, while professional GPUs fully support double-precision 
calculations, in consumer-grade GPUs most processing units are 
single-precision. This directly leads to a higher peak performance for 
single precision operations than double precision ones, which also 

Fig. 3. A comparison on the surface electrical solutions (Ex) in the central part of the Cascadia model with XY polarization at a period of 102.4 s from (a) the CPU 
solver (Dong and Egbert, 2019) and (b) the GPU solver (this study). Panel (c) shows the solution difference of a–b. CPU: central processing unit; GPU: graphical 
processing unit; DIFF: differences. 

Fig. 4. Comparison of mixed and double precision GPU solver performance for 
an averaged single BiCG iteration with XY polarization at the period of 18724.6 
s in the Cascadia forward calculation. DP: double precision; MIXED: mixed 
precision; GPU: graphical processing unit; BiCG: bi-conjugate gradient; SpMV: 
sparse matrix-vector multiply; SpSV: sparse matrix triangular solution. 
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favors mixed-precision methods for consumer-grade GPUs. 
However, replacing the FP64 calculations with FP32/16 counter-

parts may naturally lead to loss of solution precision due to increased 
truncation error. This may result in slow or no convergence in iterative 
solvers. On the other hand, in preconditioned KSP methods, as the 
preconditioning matrix P only needs to approximate the system equa-
tion operator A, this can be stored and applied in reduced precision 
without sacrificing too much on the convergence rate. Following the 
idea of mixed-precision preconditioning proposed by Carson et al. 
(2022), we only perform the four SpSV operations in single precision but 
keep all other calculations in double precision. This involves the con-
version of the L/U matrices to single precision on the Device. Also, the 
relevant vectors stored on the Device need to be converted to single 
precision before the preconditioning step (and back to double after the 
step). Taking the first preconditioning step as an example, the step b-3) 
in Algorithm 3.2 now becomes: 

Algorithm 4.1. Mixed precision modification for preconditioning  

where the subscript of “32” denotes the vectors with reduced pre-
cision (FP32). The second preconditioning step needs to be modified in a 
similar manner. To better demonstrate the performance of mixed pre-
cision approach, we first evaluate the average time consumption of the 
various basic operations in a single iteration of BiCG. We adopt the same 
forward modelling test from Cascadia as in the previous session, using 
the same GPU platform and parameters. The tolerances for forward 
calculations are again set as 10−10 for the test. 

Fig. 4 shows the average time comparison of the different operations 
in a single iteration of BiCG at the period of 18724.6 s (XY polarization). 
As can be expected, the time for basic SpMV and “other” operations 
(mostly parallel reductions) remains mostly unchanged for the double 
and mixed precision method. However, the time consumption of the four 
SpSV operations with mixed precision solver is reduced to roughly half 
of the double precision counterpart. As the SpSVs can take about 50% of 
the total computation time in double precision cases, the introduction of 

Fig. 5. Comparison on the Cascadia forward test (a) iterations and (b) speed-up times for double precision and mixed precision GPU solvers. DP: double precision; 
MIXED: mixed precision; GPU: graphical processing unit. 
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mixed precision preconditioning can lead to an overall speed-up to 
1.30–1.45×, which is quite favorable, considering the relatively simple 
implementation of the method. 

To fully assess the effect of the mixed precision approach on effi-
ciency, we must also consider possible effects of reduced precision on 
convergence rate of the KSP solver. As shown in Fig. 5a, the mixed 
precision solver generally does require a slightly larger number of iter-
ations (<10%) to converge, compared with the fully double precision 
GPU solver. However, the mixed precision approach still maintains an 
overall 20–30% speed-up advantage over the double precision GPU 
solver. We conclude that the mixed precision BiCG implementation on 
GPU is even more efficient than the double precision approach described 
in the previous session, achieving roughly 30× speed-ups in EM forward 
computations when compared with conventional CPU-only algorithms 
(Fig. 5b). 

On the other hand, there are concerns that the precision truncation in 

the mixed precision approach may affect the accuracy of the EM solution 
computed (Lindquist et al., 2022). We therefore also collate the field 
solutions from our mixed precision and double precision GPU solvers 
(Fig. 6). Similar to the results in the previous section, we show that the 
deviations from the full precision results are also negligible (<0.5 nV per 
meter). 

It is nonetheless worth noting that, with the high efficiency and ac-
curacy of the mixed precision GPU algorithm, the time consumption of 
the solver phase can be close to, or even less than that of the CPU 
overheads. The speed-up of the entire forward calculation for the hybrid 
CPU-GPU approach is only about 15× if the overheads are included. 
Apparently, the effect of the CPU overhead on the overall efficiency may 
depend on the performance difference between the CPU and GPU in a 
certain machine setup. However, it is not yet clear whether the time 
consumption of the overhead would remain a constant level or grow 
with the scale of the problem. 

As such, we perform a series of forward tests to evaluate the effect of 
the overhead and the scaling performance of our mixed precision 
approach. To generate systems with different degree of freedoms (DoFs), 
we take the Cascadia forward model described above and refine the 
mesh, while keeping the geometry of the original resistivity structure. As 
shown in Table 1, in addition to the original forward model (Cascad 1), 
four forward setups are tested with increased mesh size and DoFs 
(Cascad 2–16). With the mesh size increasing from 80 × 78 × 44 to 200 
× 195 × 94, the DoF of the system equations also grows by almost a 
factor of 15 (0.8 million to 11.8 million). The performance of our new 
hybrid algorithm scales well even for a relatively large system size (200 
× 195 × 94), taking only 50.68 s for the GPU solution. It is also notable 
that the GPU memory consumption for the largest mesh size is less than 
8 GB, which is easily manageable, even for consumer-grade graphic 

Fig. 6. A comparison on the surface electrical solutions (Ex) in the central part of the Cascadia model with XY polarization at a period of 102.4 s from (a) the double 
precision approach and (b) the mixed precision approach. Panel (c) shows the solution difference of a–b. DP: double precision; MIXED: mixed precision; DIFF: 
differences. 

Table 1 
Scaling test for the Cascadia forward problem with the mixed precision CPU- 
GPU algorithm. CPU: central processing unit; GPU: graphical processing unit; 
DoFs: degrees of freedom.  

Test Case Mesh Size DoFs Average 
GPU 
Solution 
Time (s) 

Average 
CPU 
Overhead 
Time (s) 

GPU Memory 
Consumption 
(MB) 

Cascad 1 80x78x44 797498 0.906 1.406 966 
Cascad 2 99x97x54 1515562 2.115 2.960 1405 
Cascad 4 125x122x65 2911452 5.586 7.019 2363 
Cascad 8 158x154x87 6248099 16.335 20.831 4409 
Cascad 16 200x195x94 11750749 50.683 63.903 7746  
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cards. On the other hand, the average time for CPU overhead remains a 
similar ratio (~1.3 - 1.5×), over that of the GPU solution for the Cas-
cadia test cases. Indeed, the effect of the overhead on the hybrid algo-
rithm persists as the system scale grows. This needs to be carefully dealt 
with, as discussed in the next section. 

5. Hybrid CPU-GPU parallel inversion framework 

As shown by the numerical examples in the previous section, our new 
hybrid CPU-GPU approach can substantially reduce the solution time 
compared with conventional CPU solvers. However, according to 
Amdahl’s law (Gustafson, 1988), the real-world speed-up of a parallel 
program will be limited by the portion of sequential computational 
tasks. In a similar sense, with the efficiency of the GPU solver increasing, 
the overall speed-up of our new algorithm will ultimately be determined 
by the time consumption of the CPU overheads (Fig. 2). The overall 
speed-up cannot exceed the threshold of: 
(
Tsol cpu + Toverheads

) /
Toverheads, (5)  

where the Tsol_cpu is the solver time in the CPU approach and the Toverheads 
is the time used in the CPU overhead operations described in Section 3. 

In other words, even if the linear system can be solved by the GPU solver 
in an instant (zero time), it is impossible to further increase the speed- 
up, unless Toverheads can be reduced. Although improvement on the ef-
ficiency of the overhead phases on the CPU is beyond the scope of the 
current study, some general discussion is appropriate. 

First, let us focus on the scheduling scheme of the CPU and GPU 
phases in the hybrid approach. As introduced in Section 3.1, the five 
steps of the forward/adjoint calculations are strictly sequential. Specif-
ically, the next step or operation cannot proceed until the previous one is 
finished. In the case of a computation platform that consists of one GPU 
and one CPU (or CPU core), the GPU phase has to wait until the CPU 
finishes steps 1–3, and then the CPU waits while the system of equations 
is solved by the GPU in step 4 (Fig. 7a). In this scheme, the independent 
forward/adjoint tasks (from different periods or transmitters) are car-
ried out in sequence. Note that in the previous section we have shown 
that the actual GPU solve time may be comparable, or even less than the 
CPU phase (overheads). This may lead to an awkward situation, with the 
GPU device idly waiting for the CPU for a large fraction of the total time 
in the computation (Fig. 7a). 

Apparently, the efficiency of the hybrid algorithm can be improved if 
the “waiting” phase of GPUs in Fig. 7 can be minimized. To this end, we 

Fig. 7. Schematic diagram for scheduling methods to suppress the effect of overheads for the hybrid CPU-GPU computation algorithm, with (a) 1 CPU core + 1 GPU 
and (b) 3 CPU cores + 1 GPU. Note the length of the colored time slots displayed here is purely demonstrational. CPU: central processing unit; GPU: graphical 
processing unit. 

Fig. 8. Two-layered parallelization framework for the hybrid CPU-GPU computation for electromagnetic inversions. CPU: central processing unit; GPU: graphical 
processing unit. 
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develop a non-preemptive scheduling scheme to leverage the resource of 
multiple CPUs to perform the overhead calculations for a single GPU. 
Fig. 7b illustrates an example with 3 CPUs and 1 GPU – in this case, 3 
CPUs (or CPU cores) work in parallel to calculate the overheads for 3 
independent forward tasks. The assembled matrices and RHS vectors for 
different tasks are then fed to the GPU in turn, which keeps the GPU from 
waiting for CPU overheads. As a typical EM inversion commonly in-
volves tens to hundreds of independent tasks (i.e., forward and adjoint 
calculations), this scheduling scheme can efficiently mitigate the effect 
of the overheads by conducting those tasks in parallel. Because modern 
GPU platforms normally have only a few independent GPU cards but 
many times more CPU cores, it is also plausible to deploy the scheme by 
dividing the computational resources into several “groups”, with each 
group consisting of several CPU cores and a single GPU. 

To implement the aforementioned parallel scheduling scheme, we 
use a novel two-layered parallel structure to manage the heterogenous 
computational resource (Fig. 8). We first divide the computer resources 
into a few “worker groups,” with one GPU and multiple CPU threads in a 
certain group. For the first layer of parallelization, the communications 
are realized with the MPI to send task batches to each group “Leader” 
and collect computed results for the Master. 

For the second layer, we exploit the MPI 2.0 feature of MPI groups to 
let multiple CPUs (or CPU cores) calculate the overheads for individual 
tasks before feeding the assembled matrices/vectors to the GPU in the 
group. Those processes (or “workers”) can share a memory pool, 
allowing some common data structures (e.g., grid/mesh data, basic grad 
or curl operators) to be efficiently stored and shared among the pro-
cessors in a certain group, which reduces the overall memory con-
sumption. The leader then collects and packs the task result upon 
completion of the calculation and initializes the collective communica-
tion for the harvest of results. 

In this case, the conventional single-layer ModEM parallel structure 
can be best re-used without making fundamental changes to the tested 
utility routines for the distribution of model/data, the initialization/ 
termination of tasks, or the management of job queues. The modular 
methods involved with the inversion operations, like the gradient 
evaluation and line search procedures, can also be maintained as in 
Egbert and Kelbert (2012), for ease of implementation. In the following 
section we will demonstrate the real-world performance of our new 
hybrid CPU-GPU inversion framework using MT test cases. 

6. Real-world EM inversion experiments 

In this part we perform the tests on the hybrid CPU-GPU parallel 

inversion framework using the 3D MT data from the central part of the 
Tibetan Plateau (Dong et al., 2020). The inversion dataset consists of 
231 MT stations. MT and geomagnetic transfer functions at 26 periods 
from 0.1 to 10,000 s were inverted in the experiments. The inversion 
model mesh comprises 90 × 85 × 80 discrete cells (including padding 
and air layers), with ~1.8 million DoFs in the formulated system of 
equations. In order to directly compare the performance of the 
CPU/GPU solvers, the inversion algorithm for all the tests is set to 
Nonlinear Conjugate Gradient (NLCG) as described in Kelbert et al. 
(2014). The relative residual tolerance of the BiCG iterations is set to 
10−8 for both the forward and the adjoint systems. 

For the GPU inversion tests, we use the same workstation platform as 
for the forward test in the previous sections. For the comparison of 
conventional algorithm in a CPU-only setup, we use a four-node cluster 
“FST”, with dual 14-core Intel® Xeon E5-2680v4 CPUs with eight 
channels of DDR4 2400 memory (153.6 GB/s bandwidth) in each 
computation node. We use only 13 cores from each node to avoid 
memory bandwidth saturation, which results in 52 cores and 614.4 GB/s 
memory bandwidth when all four computational nodes are used. The 
CPU-only codes are compiled with gfortran from the gcc 9.1 package, as 
with the GPU counterpart. We use the openMPI 4.1.4 library for the 
parallel communication implementation for both the CPU and hybrid 
versions. 

We start the experiments by setting up the baseline performance of 
the inversion using 13 physical CPU cores from one computation node. 
We initialize the inversion from a starting model of a 100-Ωm homo-
geneous half space and use a termination condition of 100 iterations to 
avoid prolonged calculations. As each NLCG (Nonlinear Conjugate 
Gradient) inversion requires two forward and one adjoint calculation, 
this translates into 200 forward and 100 adjoint calculations in total, 
which take 4788.82 min (~80 h) to finish (Fig. 9). The wall-time of the 
inversion reduces to 2790.21 and 1650.3 min when using 26 and 52 CPU 
cores, from two and four computation nodes in parallel, respectively, 
showing a good strong-scaling effect. Of note, the ModEM parallel 
structure needs an extra “master” process to do basic input/output (I/O) 
and message passing tasks, which means 14, 27 and 53 physical cores 
are actually used in the above setups. 

For the hybrid CPU-GPU framework, we first test the basic perfor-
mance without the non-preemptive scheduling scheme. In other words, 
only one CPU core is used to prepare the system matrices and vectors for 
one single GPU, as illustrated in Fig. 7a. The test inversion takes 
3102.79 min (~52 h) to reach 100 iterations (Fig. 9). This already 
achieves an 1.54× speed-up over the CPU-only setup with 13 physical 
cores. However, we need to consider the influence of the CPU overheads 

Fig. 9. Comparison of computation time with various parallel CPU and GPU set-ups. Note the result from the one-node CPU-only setup (13 cores) is set as the 
baseline (1×). CPU: central processing unit; GPU: graphical processing unit. 
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on the final performance. As pointed out in the previous section, larger 
CPU overhead is directly related to longer “wait” or idle phase of the 
GPU, which in turn leads to lower computational efficiency. 

We therefore compare the overall activity of the GPU in one single 
NLCG iteration to demonstrate the real-world effect of the CPU over-
heads (Fig. 10). However, in the ~1520 s wall-time of one NLCG iter-
ation, the GPU is only active (when solving the system) for 407 s, which 
means the GPU is idly waiting for the CPU overheads for about 3/4 of the 
total computation time! This also explains why the GPU inversion test 
without the scheduling algorithm results in a far from the optimal speed- 
up. We further test our CPU-GPU scheduling scheme to utilize two, three 
and four CPU cores to feed the independent computational tasks to the 
GPU in parallel. It is observed that the total GPU wait or “idle” time is 
greatly reduced from about 1112 s (1 GPU + 1 CPU core) to only ~185 s 
(1 GPU + 4 CPU cores), while the GPU active working time remains at a 
similar level (about 405s) for different scheduling setups (Fig. 10). 

Indeed, because the total amount of forward/adjoint calculation is 
the same for all the inversion tests, the active GPU time should be similar 
as all the computations are eventually done sequentially on the same 
GPU. We show that our scheduling scheme (Fig. 7) successfully mitigates 
the overhead tasks onto multiple CPU cores, which reduces the GPU wait 
time by a factor of four. As a result, the test inversion for the hybrid CPU- 
GPU scheme with the “1 GPU +4 CPU cores” setup only takes 1126.52 
min to reach 100 iterations, gaining a 4.25× speed-up over the 13-core 
CPU-only setup (Fig. 9). Our new approach utilizing a single GPU can 
even outperforms the four-node, 52-core CPU-only setup with a speed- 
up of 1.45×, which demonstrates that our new hybrid method has the 
potential to greatly improve the efficiency of real-world EM inversions. 

7. Discussion and conclusions 

In this study we present a mixed-precision GPU accelerated method 
for solving the divergence-free Curl-Curl equations, based on the pre-
viously proposed algorithm on CPUs. The new method is implemented 
with a hybrid CPU-GPU EM inversion framework in the ModEM package 
and tested in a series of real-world forward and inversion experiments. 
The efficacy of the new hybrid approach is demonstrated by accurately 
solving the divergence-free Curl-Curl equations of the EM forward 
modelling problem. A ~30 times speed-up is achieved in the solve phase 
of the linear systems from the forward problem when compared with 
conventional CPU-only implementations. We also develop a parallel 
scheduling algorithm to effectively mitigate the effect of CPU overheads 

in the hybrid GPU computation framework. Furthermore, parallel 
inversion tests with MT data indicates that efficiency of the new hybrid 
CPU-GPU method on a workstation attached with a single consumer- 
grade GPU card can already outperform a cluster of four inter-
connected CPU-only nodes. 

Despite the fact that our hybrid approach is built on the divergence- 
free regularization formulation of the Curl-Curl equations, other ap-
proaches, like the conventional divergence correction method, or 
methods with augmented unknown parameters, could also benefit from 
the GPU accelerations (e.g., Mackie et al., 1994; Schwarzbach, 2009; 
Weiss, 2013). However, this may introduce complexities related to the 
implementation of those approaches. For example, the divergence 
correction method involves a Poisson-type equation to calculate the 
correction of the fields after a certain number of Curl-Curl iterations. The 
Poisson solver will have to be nested within the GPU Curl-Curl outer 
loops to avoid extra communications between the Host and the Device. 

On the other hand, although our hybrid approach can utilize multi-
ple GPUs to conduct a batch of forward/adjoint tasks in parallel, we did 
not have the chance to test the performance of multiple GPUs in this 
study due to the lack of available devices. The introduction of multi-GPU 
computation could help further in extending the strong scalability of the 
algorithm. We also have not considered the implementation that in-
volves the use of multiple GPUs on a single, individual computational 
task, which can be useful when the modelling problem is so large that 
the memory requirements exceed that of a single GPU. Furthermore, we 
have not considered more heterogeneous cases and computation plat-
forms (i.e., some computation nodes have GPUs while the others do not). 
As the number of elements for the system matrix does not exceed 13 in 
each line, the use of formats like ELL or packet (Bell and Garland, 2009) 
may be beneficial as memory is easier to coalesce across the GPU threads 
for these formats. These issues can be explored in future experiments. 

It is also worth mentioning that all the experiments we performed in 
the study are done with a consumer-grade GPU (NVIDIA® RTX 3080Ti). 
Professional GPUs, which have much greater double-precision capabil-
ities and memory throughputs, would be advantageous for large scale 
EM geophysical inversions. On the other hand, new computational ar-
chitectures, like the new many-core processors or fused CPU-GPU sys-
tems can also provide the high memory bandwidth (Jackson et al., 2020; 
Mittal and Vetter, 2015), which is potentially beneficial for highly 
efficient EM inversions. Further experiments could be performed to 
evaluate the efficiency of those platforms. 

Fig. 10. Comparison of GPU activity during a NLCG iteration with and without the CPU-GPU scheduling scheme. NLCG: non-linear conjugate gradient; CPU: central 
processing unit; GPU: graphical processing unit. 
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Code availability section 

Modular Electromagnetic Inversion Software (ModEM) 
Contact: Gary Egbert, gary.egbert@oregonstate.edu; Tel:541-737- 

2947 
Hardware requirements: Memory: depends on the problem; CPU: at 

least two physical cores; GPU: CUDA compute capability 6.1 or above 
Program Language: Fortran, C, makefile 
Software required: MPI, LAPACK 
Program size: 1.8 MB (binary executive) 
The ModEM software and source code are freely available to non- 

commercial and academic usage. The new hybrid CPU-GPU ModEM 
version can be accessed anonymously at publicly available GitHub 
repository: 

https://github.com/dong-hao/ModEM-GPU 
An overview for the basic routines and modules of ModEM can be 

found in Kelbert et al. (2014). 
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