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ARTICLE INFO ABSTRACT
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Recent work has shown that machine learning (ML) models can skillfully forecast the dynamics of unknown
chaotic systems. Short-term predictions of the state evolution and long-term predictions of the statistical
patterns of the dynamics (“climate”) can be produced by employing a feedback loop, whereby the model

Ié;};tfircdgynamics is trained to predict forward only one time step, then the model output is used as input for multiple time

Prediction steps. In the absence of mitigating techniques, however, this feedback can result in artificially rapid error

Climate growth (“instability”). One established mitigating technique is to add noise to the ML model training input.

Stability Based on this technique, we formulate a new penalty term in the loss function for ML models with memory of

EeseerU_if C‘_JmPUtiﬂg past inputs that deterministically approximates the effect of many small, independent noise realizations added
egularization

to the model input during training. We refer to this penalty and the resulting regularization as Linearized
Multi-Noise Training (LMNT). We systematically examine the effect of LMNT, input noise, and other established
regularization techniques in a case study using reservoir computing, a machine learning method using recurrent
neural networks, to predict the spatiotemporal chaotic Kuramoto-Sivashinsky equation. We find that reservoir
computers trained with noise or with LMNT produce climate predictions that appear to be indefinitely stable
and have a climate very similar to the true system, while the short-term forecasts are substantially more
accurate than those trained with other regularization techniques. Finally, we show the deterministic aspect of
our LMNT regularization facilitates fast reservoir computer regularization hyperparameter tuning.

1. Introduction exponentially sensitive dependence of chaotic orbits on perturbations,

the time duration for which specific measurements can be predicted

Learning dynamics solely from state time-series measurements of
otherwise unknown complex dynamical systems is a challenging prob-
lem for which, in recent years, machine learning (ML) has been shown
to be a promising solution. For example, ML models trained on time
series measurements have been applied to obtain accurate predictions
of terrestrial weather (Arcomano et al., 2020; Bi et al., 2023; Lam et al.,
2023; Pathak et al., 2022; Rasp et al., 2020; Rasp & Thuerey, 2021).
Chaotic dynamics is of particular interest due to its common occurrence
in complex systems. Time series measurements from such systems have
been accurately predicted using ML (e.g., in Balakrishnan & Upadhyay,
2020; Pathak, Hunt, Girvan, Lu, & Ott, 2018; Vlachas, Byeon, Wan, Sap-
sis, & Koumoutsakos, 2018; Vlachas et al., 2020), although, due to the

* Corresponding author.
E-mail address: awiknerl @umd.edu (A. Wikner).

1 Joseph Harvey is currently employed at Aunalytics in South Bend, IN 46601.

https://doi.org/10.1016/j.neunet.2023.10.054

is necessarily limited (e.g., as in weather forecasting). Nonetheless,
ML models can also produce arbitrarily long-term predictions that
approximate the correct “climate” (Gentine, Pritchard, Rasp, Reinaudi,
& Yacalis, 2018; Rasp, Pritchard, & Gentine, 2018), by which we mean
a statistical description of the long-term system behavior. However, as
with numerical methods for solving differential equations, ML models
sometimes generate artificial instabilities that lead to an inaccurate
climate, as was seen in Bi et al. (2023), Chattopadhyay, Mustafa,
Hassanzadeh, Bach, and Kashinath (2022), Lam et al. (2023), Scher
and Messori (2019) and Vlachas et al. (2020). We call this situation
a “climate instability”; such an instability might or might not degrade
the accuracy of a short term forecast.
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Fig. 1. Machine Learning Model with Memory Used for Predicting Dynamics. The above diagrams show an ML model with memory for prediction in the (a) “open-loop”
configuration (for training) and (b) “closed-loop” configuration (for prediction). In panels (a) and (b), the dashed line indicates that the output is fed back into the model as the

next input.

1.1. Machine learning prediction of dynamics and the issue of climate
stability

In this article, we consider the commonly employed ML scheme used
for predicting dynamical system states from time-series measurements
{u(t + Ar)}. We are concerned here with ML models that contain some
form of a “memory” of previous inputs, so that u,,(r + Ar) depends
not only on u,,(r), but also on a memory vector s(r — 4t) that contains
information on wu,,(r — A1), u;,(r — 24r), etc. The general structure of such
models is shown in Fig. 1. The model output is given by the memory
evolution function, g, and the output function, h, as follows:

(1) = g(u,, (1), s(t — A1),
u,,,(t + Af) = h(s(?)).

(€Y

Notice that our formulation allows s(r) to include auxiliary variables
that are used to compute h(s(r)) but are ignored as inputs by g, so that
they are not, strictly speaking, part of the model’s memory (The case
of ML without memory can be represented by making g depend only
on u,;,(#)). In general, both g and h can contain parameters that will
be learned during the ML model training. The ML model memory is
a necessary component when one does not have access to full system
measurements, and it often improves model performance even when
full system state measurements are available.

The goal during ML model training in this scheme (Fig. 1(a)) is to
adjust the model weights such that when the model input has been
u;,, = u up to and including time ¢, the output u,,(t + Ar) closely
matches the measurements u(z + 4t). We refer to Fig. 1(a) as the “open-
loop” configuration. After training, the prediction is initialized after
time t+ = T,,;,4t by switching the model to the configuration shown
in Fig. 1(b), which we refer to as the “closed-loop” configuration. In
this configuration, the output u,,,((T},; + n)Ar) is used as the next input
u;,((T,,;; + n)At) for n = 1,2,3, ..., and the outputs {u,,,((T},; + 140}
also form the predicted time series of measurements. This closed-loop
configuration is used for prediction in Arcomano et al. (2020), Li
et al. (2021), Pathak et al. (2018, 2022), Rasp et al. (2020), Rasp and
Thuerey (2021) and Vlachas et al. (2018, 2020) for ML models both
with and without memory.

Once a trained ML model has been placed into the closed-loop
configuration, it acts as an autonomous dynamical system. Assuming
that the unknown dynamical system generating the training data {u()}
is evolving on an “attractor” (an invariant set of the state space
dynamics that “attracts” nearby orbits Auslander, Bhatia, & Seibert,
1964), the closed-loop ML model plausibly has an invariant set that
approximates this attractor (Lu, Hunt, & Ott, 2018). From examples,
it appears that this approximating invariant set is often indeed an
attractor for the ML model, with ergodic properties nearly identical to
those of the true dynamical system being measured (Pathak, Lu, Hunt,
Girvan, & Ott, 2017). However, even in cases where the existence of
an approximating invariant set can be guaranteed, it might be that
small perturbations transverse to the invariant set grow with time, so
that, eventually, the ML model climate grossly differs from that of the
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dynamical system producing the training data {u(#)} (Lu et al., 2018).
Climate stability requires suppressing the growth of such perturbations.
In chaotic systems where accurate long-term prediction is impossible,
such as the earth’s atmosphere, obtaining the correct climate is often
the goal of long-term predictions. In addition, climate instability can
limit the duration of accurate short-term state forecasts (as shown,
e.g., in Figs. 4 and 5 of Pathak et al., 2017). This can occur if the growth
time of the climate instability is fast enough that it causes substantial
deviation from the invariant set of the closed-loop system before the
predictions break down due to the natural chaos of the orbits on the
original attractor of the unknown system being predicted.

1.2. Stabilization

One of our primary goals in this article is to study the effect of
adding noise to the model input. Adding noise as a form of regular-
ization is an established technique for improving the robustness and
generalization of artificial neural networks (An, 1996; Goodfellow,
Bengio, & Courville, 2016; Greff, Srivastava, Koutnik, Steunebrink, &
Schmidhuber, 2017; Poole, Sohl-Dickstein, & Ganguli, 2014; Sietsma
& Dow, 1991; Vincent, Larochelle, Bengio, & Manzagol, 2008). The
addition of noise as regularization is also an essential component of
NARMAX models for nonlinear system identification (Billings, 2013).
Adding input noise is a commonly used technique in reservoir com-
puting (see, e.g., Jaeger, 2001; LukoSevicius & Jaeger, 2009; Vlachas
et al., 2020). Here, we systematically compare the utility of noise reg-
ularization with other regularization techniques for promoting climate
stability and prediction accuracy.

In the context of learning to forecast chaotic dynamics, one can
view the added noise as perturbing the input training orbit off the
target invariant set of the dynamics so that, during the training, the ML
model learns to respond to input from a neighborhood of the invariant
set. Thus, perturbations from the invariant set are trained to be pulled
back toward the invariant set, tending to make it stable (i.e., make
it an attractor). We emphasize, however, that this reasoning is only
heuristic, because it is based on the open-loop system (Fig. 1(a)), while
the prediction uses the closed-loop system (Fig. 1(b)).

In addition to systematically considering the utility of input noise,
we also formulate and test a new penalty term in the ML loss function
based on the idea of adding noise to the input training data. This term
is computed by linearly approximating the mean effect of added noise
from a prescribed number of most-recent inputs to the ML model with
memory. This penalty term is deterministic, approximating the effect
of an arbitrarily large number of noise realizations without sampling
error. We refer to the technique of training with this penalty as Lin-
earized Multi-Noise Training (LMNT) and to the resulting regularization
as LMNT regularization. In the context of our chosen machine learning
method, reservoir computing, we find that LMNT regularization greatly
simplifies the tuning of the hyperparameter associated with the regu-
larization strength when compared to the approach of adding noise to
the model input, though this particular benefit might be specific to the
training protocol for reservoir computing.
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1.3. Outline and main results

Our article is structured as follows: In Section 2, we describe the
process of training an ML predictor with memory to produce short-
term forecasts and then using it for long-term climate prediction. We
discuss in Section 2.1 our implementation of reservoir computing using
a recurrent neural network (RNN), describe the process of training
in Section 2.2, and discuss different regularization techniques, whose
performance we will test, in Section 2.3. We then describe our LMNT
technique and the resulting regularization in Section 2.4. In Section 2.5,
we discuss how we will produce and evaluate short and long-term
predictions using each of the regularization techniques described. Our
results using reservoir computing with training data from a chaotic test
system, the Kuramoto-Sivashinsky equation, are discussed in Section 3.
We discuss alternative implementations of LMNT and give concluding
remarks in Section 4.

1.4. Additional background: ML model robustness to perturbations

A number of techniques have been used to improve ML model “ro-
bustness” — insensitivity to small spurious changes - for input/output
situations analogous to Fig. 1(a). Since this relates to the subject of
this article, we discuss some of this past background. These techniques
include regularization, such as Tikhonov regularization (Tikhonov &
Arsenin, 1977) (also known as ridge regression), LASSO regression
(Tibshirani, 1996), and Jacobian regularization (Hoffman, Roberts,
& Yaida, 2019). Training using a dropout scheme (Srivastava, Hin-
ton, Krizhevsky, Sutskever, & Salakhutdinov, 2014) is another method
which introduces random noise to improve model robustness. In RNN
models, teacher forcing (Kolen & Kremer, 2001), the more sophisticated
professor forcing (Lamb et al., 2016), or the online weight adjustment
technique known as FORCE learning (Sussillo & Abbott, 2009) are used
to encourage the dynamics during the closed-loop prediction to more
closely resemble the dynamics during training. Noise may also be added
to an RNN model’s internal state to encourage stability (Lim, Erichson,
Hodgkinson, & Mahoney, 2021). In the case where an ML prediction
model runs in a closed-loop configuration (as in our Fig. 1(b)), using
a loss function that incorporates multiple feedback loops, which can
be done simultaneously, as in Lam et al. (2023), Rasp et al. (2020),
or iteratively, as in Pathak et al. (2022) (referred to as “fine-tuning”),
may also improve model stability. In addition, hybrid methods which
combine machine learning with a science-based model can also im-
prove model stability and climate replication (Arcomano et al., 2022;
Wikner et al., 2020). Many of these regularization techniques introduce
additional model “hyperparameters” — algorithmic parameters that
are not optimized within the training procedure — to obtain optimal
performance. Tuning hyperparameters can often be computationally
expensive, even when full optimization is not attempted.

2. Methods

We consider the case where we have a finite-duration time series of
training data consisting of M simultaneous measurements of state vari-
ables from our unknown dynamical system, u(t) = [u(t), uy(?), ..., up,
(117, obtained from time 7, to time #y+1,.,;, with a sampling time-step of
At. We standardize u by applying, for each k, a linear transformation to
the kth measurement time series so that u,(r) has mean 0 and standard
deviation 1. We assume that the sampling time-step is short compared
to the time scale of the unknown dynamical system (e.g., for a chaotic
system, the average e-fold error growth time, known as the “Lyapunov
time”).

We perform our model training in the open-loop configuration
shown in Fig. 1(a). Beginning with an arbitrary initial memory vector,
e.g., s(t) = 0, we input samples from our training time series to our ML
model (u,;,(r) = u(?)), obtaining an M-dimensional output u,,(t + Ar)
and the evolved memory vector. The goal of the training is to adjust
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the parameters of our ML model, contained in the functions g and
h, so that u,,(r + 4r) ~ u(t + A1) for 1y < t < 1ty + tyain — Af. Once
trained, our model takes an input u(¢) and outputs a prediction of the
dynamical system state at time 7 + Az. Following training, we use the
trained model to produce predictions by switching our ML model into
the closed-loop configuration shown in Fig. 1(b). After receiving input
up to time ¢,,;, > to+1,,.,, and evolving the memory vector accordingly,
the model in this configuration functions autonomously by feeding the
model output back into the model as input (u;,(t + 4f) = u,,(t + 4r)),
shown by the bottom dashed line in Fig. 1(b). We obtain a prediction
for the unknown dynamical system state at time ;,;, + T At, where T is a
positive integer, by cycling the model as depicted T times and recording
the final model output as the prediction.

2.1. Reservoir computing

We next describe the particular ML technique with memory used in
this article, known as reservoir computing. In reservoir computing, the
M-dimensional input vector u,,(f) is coupled by an N x M input cou-
pling matrix B to a high-dimensional reservoir with an N-dimensional
internal state vector r(¢). The internal reservoir state at time ¢ depends
on both this input and the internal state at time ¢ — Ar. This internal
state is an essential component of the memory vector and allows the
reservoir to produce useful predictions even when the M-dimensional
vector u;,(r) does not have enough components to represent the full
dynamical state of the unknown system to be predicted. The evolved
memory vector is finally coupled by an output coupling matrix W to
produce an output u,,, (t+41). In reservoir computing, only the matrix el-
ements of W (i.e., the parameters of the output function h(s(r)) = Ws(¢))
are adjusted during training, while the input coupling matrix elements
and the internal reservoir coupling parameters (i.e., the parameters of
the memory evolution function g) are fixed after initialization.

For the reservoir computer implementation used in this article,
we use an artificial recurrent neural network with a large number of
computational nodes. This network’s adjacency matrix, A, is an N X N
sparse matrix with randomly generated non-zero elements. These non-
zero elements represent edges in a directed, weighted graph of N
nodes, and the ith element of the reservoir state vector r(¢) represents
the scalar state of the ith network node. Values of the non-zero elements
of A are sampled from a uniform random distribution over the interval
[-1,1], and are assigned such that the average number of non-zero
elements per row is equal to (d), called the “average in-degree”. For A
to be sparse, we choose (d) <« N. Then, A is re-scaled (A — [constant]x
A) such that its “spectral radius” p, the magnitude of the maximum
magnitude eigenvalue of A, is equal to some chosen value. The spectral
radius is chosen to be small enough (typically less than 1 suffices) that
the reservoir will satisfy the “echo-state” property (Jaeger, 2001) and
large enough that the reservoir has substantial memory. We choose
the input coupling B as a N X M matrix with exactly one non-zero
value per row so that each reservoir node is coupled to exactly one
coordinate of u;,(r). We choose the location of these non-zero elements
such that each input is coupled to an approximately equal number of
reservoir nodes. These non-zero elements are sampled from a uniform
random distribution over the interval [—o, 6]; we refer to ¢ as the “input
scaling”.

Given an input u,,(r) and the previous reservoir internal state r(r —
Ar), the reservoir internal state evolves according to the following
equation:

r(t) = (1 — a)r(t — 4t) + atanh(Ar(t — 4r) + Bu,,(r) + C), 2)

where tanh is applied element-wise. Here, C is an N-dimensional bias
vector with elements sampled from a uniform random distribution over
the interval [—0, 0]; we refer to 6 as the “input bias”. The leaking rate,
a, controls the time scale of the reservoir evolution, and is chosen from
the interval (0, 1].
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Some implementations of reservoir computing use s() = r(¢) as the
input to the output coupling W. Here, we use an augmented memory
vector s(t) defined by:

1
uin(t)
r() |
r(1?

s(t) = £(r(0), (1) = 3

Here, the r(f)?> represents an element-wise power of 2, while [ : ]
represents vertical concatenation of the contained elements. We then
compute the reservoir output as:

uout(l + 4r) = h(s(r)) = Ws(?). (O))

The most essential component of s(r) is the reservoir state vector r(z),
which is a high dimensional vector (N > M) mapped from the
much lower dimensional (M) input state space. In addition to r(z), the
memory vector also contains a constant (the 1), the reservoir input
(u,,(1)), and the squared reservoir state (r(s)?). We include the reservoir
input so that our model need only learn the change from u(r) to u(r+4r).
Finally, we find empirically, as in Pathak et al. (2018), that including
the squared reservoir state improves the accuracy of our forecasts.

The parameters used to generate the reservoir computer (N, (d),
p, 0, 0, and «) and the regularization parameters used during training
(which we will describe in Sections 2.2-2.4) are “hyperparameters”
(see Section 1.4). To obtain an accurate short-term prediction and a
long-term prediction with a climate similar to that of the true system, it
is necessary to carefully choose the values of these hyperparameters. In
reservoir computing, modifying the hyperparameters used to generate a
trained reservoir computer will require that one re-perform the training
before the reservoir can again be used for prediction. Regularization
parameters for some regularization types, however, can be changed
without having to re-perform all of the steps in the reservoir training.
We will discuss this more in Section 2.3.

We next describe the reservoir training process and loss function for
the different types of regularization we will discuss in this article.

2.2. Training with regularization

The goal of the training is to determine the M x (1 + M + 2N)
output coupling matrix W such that Ws(r) ~ u(r + 4¢) when u(?) is
generated by the unknown dynamical system. Training is accomplished
with the reservoir in the “open-loop” configuration with no output
feedback present. Our training data consists of measurements obtained
at Ty, + T}.qin + 1 equally-spaced values:

sync

{u®} ={ v(0),ur), ...,

5
u((Tsync + Ttrain - I)At)’ u((Tsync + Ttrain)At) } ‘ ( )

Each of the M components of u() has been standardized such that
its mean value and standard deviation over the T,,,;, + Ty, + 1 time
steps are 0 and 1, respectively. Here, T,,,;, represents the number of
training samples, while, as explained subsequently, T}, represents the
number of synchronization samples. We begin training by initializing
the reservoir so that r(—4r) = 0. We then input u,,(0) = u(0), computing
the evolved reservoir state r(0) and recording the memory vectors(0).
Iterating from ¢ = At to t = (T, + T4, — 1)4t, we perform this process,
obtaining a set of memory vectors from ¢ = 0 to t = (T}, +Tjp1, — DAL
We can express the evolution of the memory vector during training
using the open-loop memory evolution function, g,, as follows:

1
S() = g,u(0),s(t - 41)) = oo : ®)
° g (u(®),s(r — 4r))
(g,u(),s(t - Ar)*
where
g.(u(®),s(t — 40) = (1 = @) [On14a1) Insens Onsen | ST — A1) o

+atanh [0y 14 p1)r As Oysy] (7 — A1) +Bu(@) + C) .
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In Eq. (7), [...] denotes horizontal concatenation.

To ensure that the memory vectors have minimal dependence on
the initial reservoir state, we do not use the first 7, ,,, memory vectors
to train the reservoir. The first 7,  inputs are only used to “syn-
chronize” the reservoir state r(f) to the unknown dynamical system
trajectory (Pecora & Carroll, 2015). For a reservoir computer with
typical hyperparameter values, T, may be set such that 7} ,,, < Tj,,,-
We thus obtain T;,,;, dynamical system state inputs to the synchronized
reservoir, reservoir internal states, and memory vectors to be used
for the training, which we will denote as {u;}, {r;}, and {s;}. Here,
0 <j £ T4, — 1 and sample j is obtained at time ¢ = (T, + j)4t. We
additionally introduce the target time series data, {v;}, which contains
the unknown dynamical system states u(Ty,,. +j + 1) that we desire to
approximate at each time index j.

We train W such that Ws; ~ v; by minimizing the following
regularized least-squares loss function, which, for our purposes, has the
form:

| Tirain—1
T 2

train j=0

£(W) = [Ws; = v, 112+ > §,Tr (WR,WT). (8)
1

In Eq. (8) and in future equations, Tr(... ) denotes the trace of a matrix,
and || ... ||, is the Euclidean norm. Here, R; is a regularization matrix,
which we denote with an index i, with an associated tunable regular-
ization parameter ;. Depending on the type of regularization used,
R; might or might not depend on {u;} and {s;}. We will discuss the
different types of regularization used in this article and their associated
penalties in the loss function in Sections 2.3-2.4. For all regularization
types used, we will minimize this loss function using the “matrix
solution”, as follows. We first form the matrices S and V, where the
Jjth columns of S and V are s; and v, respectively. We then determine
a matrix W which solves the following linear system obtained by setting
the derivative of Eq. (8) with respect to W to zero:

1 1
w SST + ﬁ-R.> =
< Ttrain Z o T,

train

VST ©)

While all of the regularization methods which we use in this article may
be incorporated into the matrix solution, we note that this is not the
case for all regularization types (e.g., LASSO regularization Tibshirani,
1996). In such cases, it would be necessary to use a method other
than the matrix solution to minimize Eq. (8) (e.g., proximal gradient
methods for LASSO Daubechies, Defrise, & De Mol, 2004). We solve
for W in Eq. (9) using the gesvV function in LAPACK (Anderson et al.,
1999), implemented via numpy .linalg.solve (Harris et al., 2020)
in Python.

2.3. Regularization

We now discuss the regularization techniques to improve an ML
model’s climate stability that we will test in this article. Each of
these techniques adds a penalty term to the loss function that, for the
reservoir computer training, can be reduced to the form of Eq. (8).
Noise training, which replaces the vectors s; in Eq. (8) with perturbed
vectors §;, is the one exception to this general form discussed in this
article.

2.3.1. Tikhonov regularization

Tikhonov regularization (Tikhonov & Arsenin, 1977), also known
as “ridge regression”, places a penalty on the Frobenius (element-wise
L?) norm of the trainable model parameters to prevent model over-
fitting. In this article, we consider Tikhonov regularization using a
single scalar regularization parameter, f;; however, one may generally
use a matrix of regularization parameters to penalize different trainable
model parameters to different degrees. The Tikhonov regularization
function for the reservoir computer is

BriIWII% = prTr (WWT) (10)
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where || ... || is the Frobenius matrix norm, i.e., the square root of the
sum of the squares of all the matrix elements. For use in the last term
on the right-hand side of Eq. (8), we define a Tikhonov regularization
matrix as

Ry = I(1+M+2N)><(1+M+2N)7 an

and express Tr(WWT) as Tr(WR,WT).

2.3.2. Jacobian regularization

Jacobian regularization penalizes the Frobenius norm of an ML
model’s input-output Jacobian matrix to promote model robustness
with respect to input perturbations (Hoffman et al., 2019). For ML
models with memory, we use the Jacobian matrix of u,,(r + 4r) =
h(g(u,,, s(t — 4t))) with respect to u;,(r). Notably, Jacobian regularization
only penalizes the Jacobian with respect to the most recent model input
and does not account for the dependence of s(t — Ar) on earlier inputs.
Using the notation of Fig. 1 and Eq. (1), the Jacobian regularization
penalty term for a single training sample can be expressed as

B IVsh(s)Vuguy,s; )l (12)

Here, f; is a scalar regularization term and V,f(x;,y;) denotes the
Jacobian of f(x,y) with respect to x evaluated at y =y; and x = x;.

For the reservoir computer, we use the reservoir open-loop memory
evolution function g,(u(?),s(t — 41) for an input u; and that Vsh(s;) =
W. From this, we can express the Jacobian regularization function
computed for all training samples as

Tiyain—1
ﬂ train
T 2 WV, s, I = 4, Tr (WRyW), 13)
train — i=1
J
where the Jacobian regularization matrix is
1 Tlra[n_l
R; = Vugo(u),s;_1,)Vyg,(u;,s; )7 a9

T,

train —

1A

We have introduced a normalizing factor of 1/(7,,,;, — 1) so that the
scaling of Ry is approximately independent of T,.,. We compute
Vg, (u;,s;_1) from Egs. (6) and (7) as follows.

0
_ Lyrsem
Vugo(u;,8;_1) = o diag@d(r,.,.u,))B ,  Wwhere (15)
a diag(ZrJ-) diag(d(rj_, .u;)B
d, 0
diag(d) = , and 16)
0 dy
d(r,_ju) = sech? (Ar;_; +Bu; + 0), an

where the sech? in Eq. (17) is the derivative of tanh. We note that
Eq. (14) depends on the reservoir model parameters (A, B, C, and a)
and the internal reservoir state, r;_;, when the reservoir receives the
input u;.

2.3.3. Noise training

Similar to our motivation for using Jacobian regularization, we can
use noise added to the reservoir input to encourage the reservoir output
to be insensitive to perturbations of the input. In noise training, we
add a scaled noise vector \/m y(1) to each input to the reservoir during
training:

w;, (1) = u@®) +\/Byr@),

where y(7) is the noise vector and g is the noise variance. We generate
the set of noise vectors, {y;}, to be added during training for each of
the M components of y(r) at sample time 7, sampling independently
from a normal distribution with mean 0 and standard deviation 1.
Following the process described earlier in this section, we obtain the
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noisy memory vectors, denoted by {3;}. We then train W such that
WS, ~ v; by minimizing the noisy loss function:

I Tirain

2, W3

=l

Z(W) = 19

T -v;l%+ 2 B, Tr (WR,WT),
1

train

where we include potential additional regularization terms as well.
In practice, Tikhonov regularization is often used in conjunction with
noise training. We minimize Eq. (19) as we did Eq. (8): by constructing
a matrix S, where the jth column of § is §;, and solving the following
linear system:

1 & 1
w SST+ ﬁ-R-) =
(TIrain Z o T,

train

VST, (20)

We note that while we can solve Eq. (20) using the same method used
for Eq. (9), changing the noise scaling g, requires us to re-compute the
matrix S before we can solve Eq. (20) again. By contrast, changing the
Tikhonov or Jacobian regularization parameter only requires that we
re-scale the already-determined regularization matrices before we can
solve Eq. (9) again. This re-computation generally makes tuning the
noise scaling more computationally costly than the other regularization
parameters.

2.4. Linearized Multi-Noise Training (LMNT)

We now introduce Linearized Multi-Noise Training (LMNT), pro-
nounced as an initialism. LMNT introduces a penalty term to the loss
function that penalizes the sum of the squares of the derivatives of
the ML model output with respect to the K most-recent model inputs,
averaged over roughly the entirety of the training data and scaled by an
overall constant (which represents the approximated noise variance).
This penalty term aims to approximate the effect of many independent
realizations of small-amplitude input noise added to the unregularized
least-squares loss function about a minimum of this loss function. The
penalty term for LMNT can be written using the notation of Eq. (1) as

Tirain=1 J

1 .
Comnt =Pr——¢ 2 Z IVsh(s )V G D11
train J=K  k=j-K+1

(21D

where f; is the scaling constant representing input noise variance and
V.(j, k) is the Jacobian matrix of s J with respect to u,, where k < j:

VuG k) = ng(u/" Sj_l)ng(llj_l, Sj—Z)
VegWy 1,8 Vg, se_p).

Here {u;} and {s;} are the training inputs and the resulting memory
vectors, as in Section 2.2. Though this training technique is moti-
vated by noise training, it is deterministic. For the reservoir computer
training, this results in a regularization matrix that may be easily re-
scaled for efficient regularization parameter tuning (thus avoiding the
drawback mentioned at the end of Section 2.3).

Next, we illustrate the connection between the LMNT penalty term
and the effect of input noise on a mean-squared-error loss function in
the case of reservoir computing. Suppose that we compute the noisy
memory vectors as described in Section 2.3.3 for P different noise
realizations added to the input during training, where P > 1. That
is, we compute the memory vectors for a particular set of noise vectors
{7.1}; then, beginning the computation again, we compute the memory
vectors for another set of noise vectors {y;,}; and so on, up to iteration
P. We denote these memory vectors as {§;,}, where the index p =
1,2,..., P denotes the noise realization used. The least-squares loss
function without additional regularization is

(22)

P Tirain—1
1 1 - 2
f(“)=ﬁ 2 T z ||Wsj.p—Vj||2

p=1 train j=0

(23)

where we have added a factor of 1/P to normalize the loss function to
have values similar to Eq. (8). We perform a bias-variance decomposi-
tion (James, Witten, Hastie, & Tibshirani, 2014) on the loss function,
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Feedback connection

---------------------- <“-"----.-.."'~-.
During Standard Training: |
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Fig. 2. Diagram of our Reservoir Computer Model. The reservoir is trained in the “open-loop” training phase (analogous to Fig. 1(a)). During this phase, the dashed line representing
the feedback loop is inactive. Once training is complete, the “closed-loop” prediction phase (analogous to Fig. 1(b)) may begin by activating the output-to-input feedback connection
(shown by the dashed line). On the left, we indicate the input during training for the standard training (discussed in Section 2.2) and for noise training (discussed in Section 2.3.3),

as well as the feedback input during prediction (discussed in Section 2.5).

obtaining:
Tirain—1
1 1 3 )
T 2 W, -vii=
p=1 train j=0
| Tirgin=1 1 & Tirain=1 24)
_ 2 2
T 2 WS —vil3+ 5 Y —— X IWq;,li5
train  j=(0 p=1 "train  j=(
. J/
bias variance

In Eq. (24), §; is the mean of the memory vector computed over P noise
realizations for time index j, while q; , =§; ,—§; is the deviation of §; ,
from s;.

We next approximate Eq. (24) by assuming that: (a) P — oo0; (b) Sy
is small, allowing us to approximate to linear order in /f; and (c) due
the reservoir computer’s decaying memory, we can consider only the K
most-recent additions of noise prior to time index j, where K < T ,,,.
Considering assumption (a), we can write the variance term in Eq. (24)
as:

1 P I Tirain=1
lim — Wa, , 13
P-oo P le Ttrain Igo sz
Tirain—1 1 P

= lim Tr w(_ q,,q" )WT] (25)

P—oo train j=0 [ P; Help

1 Tirain=1

= THWZ,WT],

Ttrain j=0

P

. . o .
where X is the covariance of q; ,, X; =limp_,, P7' ¥ _,

considering assumptions (b) and (c), we write § p aSt

q;,4] ,- Next

J
S,%s+VBy D VulU. Ky, + OBy), (26)

k=j—-K+1

where s; is the feature vector for noiseless training and V,(j,k) is

computed from Eq. (21) with g = g, from Eq. (6). Then, since y, , is
chosen from a distribution with mean zero,

lim 5, =, +O(y). @7
and for large P,

J
G VB Y, Yl Dy, + OBy). (28)

k=j—K+1
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We use Eq. (27) to approximate the bias term in Eq. (24), and
Eq. (28) to approximate the variance term. We assume that the O(fy)
term in Eq. (27), which depends on j, has fluctuations that are inde-
pendent of the fluctuations in Ws; — v;, and that the mean over j of
Ws; —v; is approximately zero, as it should be for least-squares fitting.
Thus we assume that changing §; to s; in Eq. (24) makes a change that
is small compared to f, due to the cancellation of the O(fy) terms in
the expression |[W5; —v;[12 — [[Ws; — v; |12 = 2WO(By )(Ws; — v))T after
summing over j.

Next, since the noise vectors y; , are independent of each other and
each has covariance I, we approximate X; in Eq. (25) as

J
> VWG VLG RT. (29)

k=j—K+1

J
Zi= ) VR (BND)VaG 0T = By
k=j—K+1
Combining Egs. (25) and (22), we obtain the LMNT regularization
function for the reservoir computer:

Tirain—1 J

—— Y IWVGHE

(30)
T, j=K k=j—K+1

Prom—
train
where we have replaced gy by p;. Notice that Eq. (30) agrees with
Eq. (21) in the case that h(s) = Ws. We restrict to j > K so that k > 1
and, thus, k — 1 > 0 in Eq. (22). In Eq. (22), u, and s, are computed
without any addition of noise, making this regularization deterministic.
We use Eq. (15) for V,g,, and we compute V.g, using the open-loop
memory vector evolution described by Eq. (6) and shown in Fig. 2:

014+ Myx(14+ M+2N)
Veg,(u;,s;_) = Vg, (s;_1,1; ,  where (31
diag(2r;) V,g,(s;_1,u;)
Vg (s;1,u) = adiag(d(r;_;,u)) [Onxaesr: A Onyn] (32)
+[0Nx(I+M)v (A =)Iyyn, Oyxn

and where diag(... ) and d(r;_;,u;) are the same as in Egs. (16) and (17),
respectively. When computed using the inputs and internal reservoir
states during training, the resulting regularization matrix is:
| Tirain—1
-K

Trrain

J
> VG VGRT (33)

k=j—K+1

R, =
j=K
In the case where K = 1, this regularization matrix is identical to the
Jacobian regularization matrix, R;. For all results in this article, we will
compute the LMNT regularization using K = 4; we justify this choice of
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K, show results for other K values, and discuss general considerations
for selecting K in Appendix A. We also note that the LMNT regulariza-
tion is computed here using approximately the same number of training
samples as is used to train the reservoir. In Appendix B.1, we discuss
computing the LMNT regularization with a greatly reduced number
of training samples, while in Appendix B.2, we compare prediction
stability and accuracy when the total amount of training samples is
greatly reduced.

2.5. Prediction and metrics

Once we have determined W, we are ready to begin prediction.
Prior to switching on the feedback loop shown in Fig. 2, we reset
the internal reservoir state to 0, and then input a short sequence
of measurements, {u,, (1)}, from the system we intend to predict.
More precisely, assume that u,,,.(r) is known up to time T;,;, 4. To re-
synchronize the reservoir to the true system trajectory, we begin at time
(Tinit - Tsync)Al’ ianItting uin((Tinit - Tt&’ync)At) = utrue((Tinit - Txync)At)' We
iterate this process from ¢ = (T},;, — Ty, )4t to t = T}, At, recording the
resulting reservoir states until we obtain r(7},;,4r). We then compute
our prediction for the system state at time (Tj,;, + 1)4t as u,,,((T},; +
1)At) = Ws(T;,;; A1), where s(T},;,4t) = [ (T,,; A1), 0, (T;i, AD) (S€E
Eq. (3)). We then activate the feedback loop shown in Fig. 2 so that
u, () = u,,@® for t > (T,,; + DAr. We compute u,,,(T;,;, + 2)41) =
Ws((T;,,; + 1)Ar), feed back this prediction as input, and so on, until we
have reached our desired prediction time, #,,.; = (T} +Tpyeq)At, where

T)..q is a positive integer. The closed-loop reservoir dynamics can be

expressed as a single evolution function s(r) = g.(s(f — 4r)), where

1
Ws(t — At)

g.(s(t — 4n) = g (s(t — A1) (34
(g,(s(c = Ary))?

and

g,(s(t — A1) = (1 — @) [Oxoary Invxns Onxn] s — 40 .

+ atanh ([0y,;, BW, A, Oy, v]s(—41)+C).

The right side of Eq. (35) is obtained by substituting u(r) = Ws(t + 4r)
into the right side of Eq. (7).

When evaluating the performance of a prediction from our machine
learning model, we are interested in:

1. For what duration of time is the near-term prediction approx-
imately valid? (In other words, how long does the near-term
prediction error remain below some chosen threshold?)

2. Is the long-term climate “stable”? (In other words, does the ML
model prediction remain within approximately the same region
of space as the training data, or does it escape to some other
region?)

* Due to the chaotic nature of the systems we are interested
in, we expect predictions to be “unstable” in the sense that
the predicted trajectory will exponentially diverge from the
true trajectory due to any error in the initial condition, no
matter how small the error is in the model. We distinguish
this type of instability from climate instability.

3. If the prediction is stable, are its statistical properties, or “cli-
mate”, similar to that of the unknown dynamical system?

To evaluate each of these criteria, we use the following metrics:

1. Prediction Valid Time: The prediction valid time is computed
as

Wou® VOl e, ) - . 369

VT = min { ‘
Tinig A<t<(Tipig+Tpreq ) At E

Here, ¢ is the valid time error threshold, and E is the average
error between true system states computed from the training
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data as the mean of |lu; — ull, over 0 < j < k < T,y In all
of our tests, we choose ¢, = 0.2, representing a 20% error in
the prediction.

. Climate Stability: It is often the case that ML model predictions

will diverge exponentially from the region of the true attractor,
eventually resulting in numerical overflow in the floating-point
computation. These predictions can be easily identified as unsta-
ble. However, grossly inaccurate predictions of the true system
climate may also result when the system settles into some other
region of state space significantly removed from the true attrac-
tor. For the purposes of this paper, we also classify the latter
situation as instability. We desire to formulate a single metric
that can be used to signal the presence of instability of either of
the two types described above. We determine if such a prediction
is stable by computing the mean of the normalized “map error”
over the entire prediction. This metric presumes a diagnostic
scenario where we know the true evolution equations for u(r)
and that u(?) is the entire state of the system to be predicted.
The map error at time ¢ is the norm of the difference between
u,,, (1) and the result of evolving the true evolution equations for
time Ar from initial condition u,,(t — 4¢). The normalized map
error is

“uout(t) — F(uout(l — An),t — A1, I)“Z
E‘ .

map

emap(t ) = (37)
Here, F(u(t),1),t,) is a function that integrates the true evo-
lution equations with an initial condition u(ty) from 7, to 7.
We have normalized the map error using the mean error of the
persistence forecast computed from the training data,

Eppap = 00 =l (38)

where the horizontal bar (...) denotes a mean computed over
the training time indices from j =0to j =T, — 1.

We denote by ¢,,, the mean of e,,,(t) for T, At < t < (T}, +
T,.4)At. We choose a threshold for the mean normalized map
error that, if exceeded, characterizes the prediction as unstable.
We choose this threshold by first producing predictions using an
ensemble of reservoir realizations, training data sets, and testing
data sets that are each trained using regularization parameter
values from a logarithmic grid of parameter values. We then
compute a histogram of the mean map error values from predic-
tions that have not resulted in numerical overflow. In all cases
we test, we are able to clearly see a multimodal distribution,
with those points with low mean map error corresponding to
stable predictions and those with high mean map error cor-
responding to unstable predictions. We show an example of a
histogram of mean map error values in Section 3.2. From this
histogram, we have chosen ¢,,, = 1.0 as our stability cutoff.
To measure the maximum deviation from the true evolution
equations during prediction, we also compute the maximum map
error for each prediction,

max: — max
(

map T/'m'r Ar<i< T[n/'t"'Tpred pris

Emap(D)- (39)

. Climate Similarity: To compare the climate of the true sys-

tem and the stable predictions generated from our reservoir
computer, we use the power spectral density (PSD), S,,(f). We
estimate the PSD of a particular element of w,,,(f) or u,,(?)
using a smoothed periodogram. For a 1-dimensional time series
data set {u;} = {ug,uy,...,uy_5,u;_y}, where J = T, /At and
u; = u((Typy + J + DAD), this estimate is computed using Welch’s
method (Welch, 1967).
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3. Results
3.1. Kuramoto-Sivashinsky equation

The test system that we will use to examine near-term accuracy
and long-term climate stability is the Kuramoto-Sivashinsky (KS) equa-
tion (Kuramoto, 1978; Sivashinsky, 1977) with periodic boundary con-
ditions:

oy(x,t oy(x,t 0% y(x,t *y(x, 1

i 2 B0 250
where y(x,7) = y(x + L, 1) for a chosen spatial periodicity length L. For
particular choices of L, the Kuramoto-Sivashinsky equation exhibits
chaotic dynamics. To obtain the dynamical system states that we will
use as our training and testing data, and to evaluate the map error
as discussed in Section 2.5, we simulate Eq. (40) on a spatial grid
consisting of 64 grid points equally-spaced at intervals of Ax = L/64
using the ETRK4 method (Cox & Matthews, 2002; Kassam & Trefethen,
2005) to integrate the system at a time step of 47 = 0.25. The resulting
discretized system state is:

0, (40)

y(@®) = [¥(0,0), y(4x, 1), ..., y(M — DAx, N]T, (41)

where M = 64. For each time series used for training and testing, we
choose a different random initial condition, where each coordinate of
u(0) is sampled from a uniform distribution on the interval [—0.6,0.6],
with the spatial mean value of u(0) adjusted to be 0. We then integrate
the equation and discard the states obtained before r = 500 to avoid
the effect of any transient dynamics that are not on the true attractor.
Our numerical integrations of Eq. (40) yield chaotic trajectories and
(as they should) preserve the zero spatial average of y(r) for r > 0.
We standardize y(¢) as follows to form u(¢) that is used for training
and testing the reservoir. To each coordinate of y(r), we apply a linear
transformation so that the resulting coordinate of u(r) has mean 0 and
standard deviation 1 over the training time period.

When discussing the prediction valid time and the prediction spec-
tra, we will do so in units of the Lyapunov time, corresponding to the
inverse of the largest positive Lyapunov exponent for typical orbits of
the chaotic attractor of Eq. (40). The Lyapunov time is characteristic
time over which errors in the true chaotic system will experience
an e-fold growth. For a periodicity length L = 22, we have com-
puted the Lyapunov time to be f;,,, = 20.83 using the Bennetin
algorithm (Bennetin, Galgani, Giorgilli, & Strelcyn, 1980).

We have also done tests with other systems besides the Kuramoto—
Sivashinsky equations (e.g., the chaotic Lorenz ’63 model Lorenz,
1963). We do not report these results here, as they result in conclusions
that coincide with what follows from our tests on Eq. (40).

3.2. Prediction test results

We now present the result of our predictions test on the Kuramoto—
Sivashinsky equation. In order to test a scenario where climate stability
is challenging, we have used a reservoir with 500 nodes (see Table 1).
Though it would be computationally feasible to improve stability with
a larger reservoir in this case, it might not be in scenarios with higher
dimensional dynamics. In summary, we find from our tests that:

+ Reservoir computers trained with no regularization or only Jaco-
bian regularization produce predictions that are always observed
to be unstable and produce predictions that have a very low valid
time.

» Reservoir computers trained with only Tikhonov regularization
produce predictions that are only sometimes observed to be sta-
ble, while otherwise producing predictions with a very low valid
time.
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Table 1
Reservoir computer hyperparameter values used for all
prediction tests.

Reservoir hyperparameters

Number of nodes (N) 500
Average degree ((d)) 3

Spectral radius (p) 0.6
Input weight (¢) 0.1
Input bias (0) 0.1
Leaking rate («) 1.0

» Reservoir computers trained with Jacobian and Tikhonov regu-
larization, noise training and Tikhonov regularization, and LMNT
and Tikhonov regularization are observed to always produce sta-
ble predictions if the regularization hyperparameters are chosen
large enough. The latter two regularization methods result in
the best prediction valid times, as well as the best mean and
maximum map errors.

Stable predictions from reservoir computers trained with only
Tikhonov regularization have an average PSD that appears to
match the PSD of the true system climate somewhat well, while
predictions from the methods that always produce stable predic-
tions have an average PSD that near-perfectly matches the PSD of
the true system climate.

From our variation of the regularization parameters, we find
the best prediction valid time performance near the boundary
between climate stability and partial climate instability, indicat-
ing that careful tuning of the regularization parameter value is
needed during optimization.

3.2.1. Climate stability and valid time

We simulate the KS equation using reservoir computers with the
hyperparameters listed in Table 1. For each of our tests, we train
an ensemble of random reservoir realizations, each generated using a
different random seed for the input coupling matrix B and the reservoir
network adjacency matrix A, using a training time series data set drawn
from an ensemble of training data sets generated using Eq. (40), each
with a different random initial condition. Each trained reservoir makes
predictions on an ensemble of testing time series data sets, which
again each have a different random initial condition. The duration and
number of each of these training and testing time series data sets,
along with the number of reservoir realizations tested, can be found
in Table 2. Panel (A) in Fig. 3 shows a histogram of the mean map
error values of predictions generated from a reservoir computer trained
using Jacobian and Tikhonov regularization using the regularization
parameter values contained in Table 3. The histogram is multimodal,
with the clearest division between cases with ¢,,, < 10 and &,,, > 10.
Some cases with 1 < ¢,,, < 10 stay in the general vicinity of the
attractor but do not reproduce its climate, as illustrated by the 3rd
example in Fig. 3; we have chosen to classify these as unstable. Our
choice for a cutoff of &,,, = | between cases we classify as stable
or unstable is meant to ensure that those we classify as stable do
reasonably reproduce the true system climate, as illustrated by the first
2 examples in Fig. 3. We see that the predictions categorized as stable
appear to have chaotic behavior at the end of the prediction period and
have a power spectral density that matches that of the true system well,
while the prediction categorized as unstable has a periodic behavior by
the end of the prediction period and, as such, has a power spectral
density very different from that of the true system. We additionally
note that the stable prediction with a low mean map error has a power
spectral density that is closer to the truth than that with a high mean
map error, indicating that this metric is useful for determining how
closely the prediction climate will match that of the true system.

Table 4 shows the results of reservoir computer predictions made
using different regularization methods, ordered from worst to best
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Fig. 3. Comparing Predictions with Increasing ¢,,, Values. In this figure, panel (A) shows a histogram of the mean map error values of predictions generated from reservoir
computers trained with Jacobian and Tikhonov regularization using a logarithmic grid of regularization parameter values (grid given in Table 3). In this panel, the solid blue
line marks the ¢,,, climate stability threshold, while the dashed red, green, and magenta lines denote the mean map error value for three example predictions: one is a stable
prediction with a low ¢,,,, one is stable with a high ¢,,,, and one is unstable, respectively. These predictions are obtained using a long 7, = 1,000,000 (12,000¢;,,). The dynamics
at the end of these predictions are displayed in panel (B), with the stable example prediction with a low ¢,,, on the top, the stable example prediction with a high ¢,,, in the
middle, and the unstable example prediction on the bottom. Panel (C) displays the computed power spectral density of u,, () and u,,,,(t) for each of these predictions and the
true test data. When computing the power spectral density using Welch’s method, we used a window with 2'3 samples (98.3041,,,,) and no overlap between windows.
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Fig. 4. Unstable Predictions of the KS Equation. The top panel shows a testing time series u,,,.(r) generated from the true KS equations dynamics, while the bottom panels show
results from a reservoir computer trained with the regularization type displayed between the left and right panels. Panels on the left show the reservoir prediction, u,,(r), while
those on the right show the difference between the reservoir prediction and the true evolution u,, (). In all panels, the horizontal axis denotes the time measured in Lyapunov
times based on the largest positive Lyapunov exponent of the true system, while the vertical axis denotes the spatial coordinate. In the top pa and in the panels on the left, the
color denotes the values of u,,,(r) and u,,(r), respectively, while in panels on the right, the color denotes the difference, u,, (1) —u,,. (), between the prediction and true dynamics.
An entire prediction at a particular time being colored black indicates that this prediction has become unstable and left the region of the true attractor. In the right panels, the
cyan line denotes the corresponding prediction valid time.
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Table 2
Parameters used for all reservoir training and tests.

Neural Networks 170 (2024) 94-110

Training and prediction parameters

Tipne 100 (1.21,,,)
Toin 20,000 (2401,,,,,)
T Valid Time Tests: 2000 (241, ,,)
pred Climate Stability and Reproduction Tests: 16,000 (192¢;,,)
Number of Reservoir Ensemble Members 20
Number of Training Data Sets 10

Number of Testing Data Sets

Prediction Valid Time Tests: 35
Climate Stability and Reproduction Tests: 5

Total Number of Predictions

Prediction Valid Time Tests: 7000
Climate Stability and Reproduction Tests: 1000

Table 3

The regularization parameters that are searched over for each reservoir prediction test.

Regularization parameter search grids

Regularization type

Tikhonov ()

Jacobian (8,)

Noise Training (f,) and LMNT (4,)

Search grid

0 and 10’ for / € {~18,-17.5,...,—4.5,—4}
10" for I € {-8,-738,...,—4.2,-4}

10" for I € {-8,-7.8,...,—6.2,—6}

Table 4

Reservoir computer prediction results using different types of regularization. Bold text marks the best performance for the corresponding metric.
In every case, regularization parameter values are chosen to maximize the fraction of stable predictions produced by an ensemble of reservoirs
over an ensemble of training and testing data sets. If multiple regularization parameter values are found to produce the same fraction of stable
predictions, then we choose the regularization parameter(s) from that subset that maximize the median prediction valid time. The + error
bounds indicate the maximum of the upper and lower 95% confidence intervals for the median (Conover, 1999). In the case of the valid time,
we enlarge this interval slightly to account for the Ar discretization of our predictions.

Prediction test results

Regularization Type Regularization Fraction Median Median Median
Parameters of Stable Valid Time Emap Eman
Predictions U Lyap)
None N/A 0/1000 0.05+0.01 © co
Jacobian Only py =107 0/1000 0.25+0.01 oo oo
6.46 +£0.22 523+0.31
Tikhonov Only pr =107 565/1000 0.71 +0.02 §<10’1— ) -
4.05 +0.03 2.81 +£0.05
Noise Training Only Py = 10762 997/1000 3.67 £ 0.06 ¢ . ) ( o )
X107 x107*
3.69 +0.03 2.65 +0.04
LMNT (K =4) Only B = 10704 990/1000 3.94 +0.05 ( ,;i ) ¢ ,wi )
X107 x107*
Jacobian and By =104 (9.16 + 0.04) (5.82 +0.06)
Tikhonov By = 10755 1000/1000 2.88 +£0.02 %10-3 %10-2
Noise Training Py = 10774 (2.77 £ 0.02) (2.02 + 0.04)
and Tikhonov By = 107143 1000/1000 4241004 x1073 x1072
LMNT (K =4) pr =10774 (2.75 £ 0.02) (2.03 + 0.04)
and Tikhonov Br = 107165 1000/1000 427004 x1073 x1072

performance. Figs. 4 and 5 show examples of unstable and stable pre-
dictions, respectively. Each figure uses a particular reservoir computer,
training time series data set, and testing time series data set drawn from
our ensemble. We note that the reservoir computer and training time
series data set used in each figure are different, while the testing time
series data set is the same. In addition, we want to emphasize that the
predictions shown in Fig. 5 are observed to be stable for the entire long
prediction period of 192 ¢, ,,,. Fig. 6 shows the map error e,,,,(*) during
each of the predictions shown in Figs. 4 and 5. We observe that the map
error of the unstable predictions curves increases, while the map error
in the stable predictions remains small throughout the entire prediction
period (192 7 ,,,). We note that the map error of the predictions made
using noise training, LMNT regularization, noise training and Tikhonov
regularization, and LMNT and Tikhonov regularization are very similar
for 100 <7 tpyap

We see that reservoir computers trained without regularization or
using only Jacobian regularization produce predictions with a very
low median valid time (less than 30% of a Lyapunov time) and are
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always unstable. Reservoir computers trained with only Tikhonov reg-
ularization have a somewhat longer, but still poor prediction valid
time, while just over half of the predictions remain stable. Furthermore,
they require a high amount of regularization to reach this fraction of
stability. When the reservoir computers are trained using only noise
training or only LMNT regularization, the vast majority of the pre-
dictions are observed to be stable. Reservoir computers trained with
Tikhonov regularization in addition to either Jacobian regularization,
Noise Training, or LMNT produce predictions that are always observed
to be stable and appear to remain stable for arbitrarily long times with
appropriately chosen regularization amounts. Prediction valid times us-
ing the combination of Jacobian and Tikhonov regularization, however,
are substantially lower than for those that are trained with the other
stable regularization types with or without Tikhonov regularization
added. The highest median valid times are, to within uncertainty, ob-
tained by reservoir computers trained with noise training and Tikhonov
regularization or with LMNT and Tikhonov regularization.



A. Wikner et al. Neural Networks 170 (2024) 94-110

. Truth R
- \v \\Rs{” 2
e / "L :

xL/2
N A A R | -
T / - ~ - -2
o ] 3 6 8 0 3
Lyapunov Time

=
5

0

o/ ~ o NSV
uz\ ..\y\ A'\,\\/ bt ﬁ‘f A%\ ; 3
AN = - I!f(“/“,' o=
: e Nv \\\r’ \' Jacobian - "/' ’: 2
2 d /
y \‘\' /\,\\v Tik?:c‘mov ,/ 4 ‘N.‘. 1
ol -
Al - \v \‘\-\ Noise \ ~ 0
- / / \ Train(i’ng -1
an
G}.\:' \/ \ Tikhonov \d 2
) e - "~t /
: }v VY \ LT M E
L2 d _
}n\:’ \/vv Tik::nov ) <=8
’ ’ Lyap4unov 'IG'ime ’ . ’ ’ Lyap4unov %me ’ .

Fig. 5. Stable Predictions of the KS Equation. The top panel shows a testing time series u,,,(r) generated from the true KS equations dynamics, while the bottom panels show
results from a reservoir computer trained with the regularization type displayed between the left and right panels. Panels on the left show the reservoir prediction, u,,(r), while
those on the right show the difference between the reservoir prediction and the true evolution u,, (7). In all panels, the horizontal axis denotes the time measured in Lyapunov
times based on the largest positive Lyapunov exponent of the true system, while the vertical axis denotes the spatial coordinate. In the top panel and in the panels on the left, the
color denotes the values of u,,,(r) and u,,(r), respectively, while in panels on the right, the color denotes the difference, u,,(t) - u,,,(t), between the prediction and true dynamics.
Black coloring marks where the prediction (left panels) or prediction difference (right panels) is outside the range given by the color bar.

—— Jacobian and Tikhonov

------ No Regularization —--- Tikhonov Only (Stable) Noise Training
------ Jacobian Only --- Noise Training Only and Tikhonov
------ Tikhonov Only (Unstable) —== LMNT (K=4) Only LMNT (K=4)
and Tikhonov
103
10t

Lyapunov Time

Fig. 6. Map Error over Time During Reservoir Predictions. This figure shows the map error ¢,,, during each of the unstable predictions shown in Figs. 4 and (dotted lines), stable
predictions shown in Fig. 5 from reservoirs trained with a single regularization type (dashed lines), and stable predictions shown in Fig. 5 from reservoirs trained with multiple
regularization types (solid lines).

3.2.2. Prediction climate the other regularization methods that resulted in stable predictions are
As discussed, results for some regularization methods appear to be able to capture the PSD of the climate such that the 95% confidence

stable for arbitrarily long times. These are thus potential candidates  interval in the computed PSD for the true system and for the ensemble

for climate predictions. In Fig. 7, we display the PSD computed from of predictions overlap at all observed frequency values.

time series data from the true system and from predictions made using

these long-time stable results. We find that predictions using reservoir 3.2.3. Regularization optimization

computers trained with only Tikhonov Regularization (using only those In this section, we show how the optimal regularization parameter

orbits that remain stable) give a useful, but imperfect, replication of values used to produce the results shown in Figs. 4-7 and in Table 4

the PSD of the true system climate. We observe in Fig. 7 that all of are obtained. Fig. 8 displays, for two of the regularization methods, the
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Fig. 7. Average Predicted PSD Compared to True PSD. The true KS equation PSD is computed over a single trajectory of duration 7., = 10,000,000 (120,000 #;,,,), while the
prediction PSD is computed as the average over predictions of duration T, = 16,000 (192 7, ,,,) produced by the ensemble of reservoirs, training data sets, and testing initial
conditions used to test the prediction climate. When computing the PSD with Welch’s method, we used a window with 2'> samples (98.304¢ Lyap) @nd no overlapping windows. The
grey filled region surrounding the PSD curve for the true system shows the 95% confidence interval in the mean spectra computed over these windows. The color-filled region
surrounding the prediction PSD curves shows the 95% confidence interval in the mean spectra computed over these windows and over the different predictions. We note that for
some frequency values, the line width of the plotted PSD curve is wider than the corresponding shaded region. The cutout in the bottom-center panel shows a magnified view of
the PSD and 95% confidence interval between frequencies of 0.9 and 0.98 1/t;,,,.

Jacobian and Tikhonov Noise Training and Tikhonov LMNT (K=4) and Tikhonov
1.0e-06 1.0e-06
All Stable
3.2e-07 0.9
0.7
o
9Q 1.0e-07 0.5
0.3
3.2e-08 0.1
All Unstable
1.0e-08:

0e+00 1e-09 1e-07 0e+00 le-16 le-13  le-l0 1le-07  1le-04 0e+00 le-16 le-13  1le-10 1e-07 le-04
T T T

Fraction of Stable Predictions

Median Valid Time (Lyapunov Time)

Fig. 8. Fraction of Stable Predictions and Median Valid Time using Varying Regularization Parameter Values. Color plots displaying the fraction of stable predictions and median
prediction valid time over a grid of different regularization parameters values are shown on the top and bottom, respectively. The regularization parameters used for each
regularization type are plotted along the vertical and horizontal axes, respectively. The red dots in the bottom panels mark the regularization parameter values chosen to obtain
the largest fraction of stable prediction and to produce the largest median prediction valid time, which is noted in the white box in the top right of the respective panel.

fraction of stable predictions and the median prediction valid time for that are always stable and those that sometimes produce unstable
predictions made using reservoir computers trained with regularization predictions. This result demonstrates why it is advantageous be able
parameter values distributed over a logarithmic grid. For each method,
among all of the tested regularization parameter values, we choose .- -
L. . the more efficiently one can tune, the closer one can explore to this

those resulting in predictions that are always stable and have the . . .
highest prediction valid time stability boundary, and thus the better one’s model will be. As discussed
In general, we find that the chosen regularization parameters are in Section 2.3.3, the deSirabﬂity of an eaSily-tul'lable regularization for
close to the boundary between parameters that produce predictions reservoir computing makes LMNT preferable to noise training, which

to efficiently tune the regularization parameters used during training;
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requires re-computation of the reservoir internal states each time the
regularization parameter gy is changed.

We remark that in some cases, it is possible to obtain an increased
median prediction valid time at the cost of a small fraction of predic-
tions being long-term unstable. For example, if we were to decrease
pr from the optimal value marked by the red dot in bottom left panel
in Fig. 8, the median prediction valid time over all of the predictions
would increase; however, the top left panel in Fig. 8 indicates that some
of our predictions will now eventually become unstable. In addition, we
see from the top right panel that increasing the LMNT regularization pa-
rameter value from the optimal (e.g., to 10~°) improves the robustness
of our prediction stability to changes in the Tikhonov regularization
parameter value. The bottom right panel shows that this comes at the
cost of a decreased valid prediction time; however, if one is only able to
perform a coarse hyperparameter optimization, then choosing a more
robust LMNT regularization parameter value may be necessary. These
cases emphasize how different choices of regularization parameter
values can be optimal for different tasks.

4. Discussion and conclusion

In the absence of mitigating techniques, long-term forecasting using
the machine learning approach shown in Fig. 1 can often become
unstable. Inspired by the mitigating technique of adding noise to the
model input during training, we develop a novel training technique,
LMNT, that introduces a new penalty term in the loss function for ML
models with memory of past inputs that approximates the addition of
many small, independent noise realizations. We show that in the case
of reservoir computers trained to predict a paradigmatic test system,
the Kuramoto-Sivashinsky equation, the addition of input noise or
the use of LMNT regularization derived from our novel penalty term
leads the most accurate and stable predictions. We find that reservoir
computers trained using only Tikhonov regularization are only able to
produce stable predictions for some reservoir realizations and training
data sets. Reservoir computers trained with Jacobian and Tikhonov
regularization make substantially less accurate short-term forecasts,
measured by prediction valid time, than those trained with noise
training or LMNT. In addition, we find that all stable predictions are
able to reproduce the climate of the Kuramoto-Sivashinsky equation,
though reservoir computers trained with only Tikhonov regularization
did not reproduce the climate as closely as the other techniques used.
In the LMNT case, the regularization matrix need not be computed
again for each regularization strength value tested during the reservoir
computer hyperparameter tuning, presenting a clear advantage over
noise training.

While training with LMNT can lead to improved accuracy and
stability, computing the LMNT penalty term can be computationally in-
tensive due to the many matrix-matrix products involved (see Eq. (21)
and Appendix A). One way to speed up this computation during train-
ing would be to approximate the LMNT regularization matrix using
a smaller number of training samples than is used for the rest of
the training. Another, still more approximate and heuristic, possibility
would be to compute the regularization using a constant input, such as
the mean computed over the training data. We discuss our results using
these two methods in Appendix B.1.

Work remains to be completed on evaluating the performance of
our new regularization technique on other systems, terrestrial climate
in particular. As of the writing of this article, we have implemented a
version of the reduced training sample LMNT in the hybrid atmospheric
model described in Arcomano et al. (2022). In preliminary results, our
implementation of LMNT leads to terrestrial climate predictions that
are stable for over the decade-long run duration test and maintain a
good climate, similar to the results achieved using input noise. Our
case study using reservoir computing has shown that there can be a
substantial advantage to considering, as LMNT does, the effect of many
independent perturbations to model inputs further in the past than the
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most recent input considered in Jacobian regularization. The LMNT
loss function penalty might, therefore, also be suitable for other RNN
training methods, such as LSTM. Once LMNT is implemented in this
context, one could also compare this technique to other regularization
techniques, such as LASSO or multiple feedback training, which require
that the model be trained using gradient descent or similar iterative
methods.
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Appendix A. LMNT performance vs. number of noise steps, K

LMNT performance and implementation depend on the hyperpa-
rameter K, which represents the number of time steps over which
to account for the lienarized effect of input noise. In general, larger
values of K should improve prediction performance, with diminishing
improvement as K increases. Smaller values of K reduce the memory
used to store the necessary model Jacobian matrices and the time
needed to compute these Jacobian matrices and the many matrix—
matrix products and sums involved (see Eq. (21)). Ideally, one should
choose the number of noise steps to be as small as possible while still
resulting in near-optimal prediction stability and prediction accuracy.

As an example of the saturation in prediction performance as K
increases, Table A.5 displays the results of reservoirs trained with
Tikhonov and LMNT regularization as we increase the number of noise
steps approximated. We see that while we can select regularization
parameter values such that all predictions are stable for all values of K
tested, the median valid time increases and the median ¢,,,, and median
e:n"g; decreases as K is increased. We find that, in this scenario, K = 4
gives as high a median valid time as low a median ¢,,, and median
Emap 8S higher K; we have therefore chosen to use K = 4 for all other
tests of the LMNT regularization discussed in this article.

Finally, we discuss the computations required by LMNT, to give the
reader and idea of how the complexity increases with K. To compute
the LMNT penalty term for the entire training data, one must compute
Vih(s)), Veg(u;_y,s;), and Vyg(u,_y,s;) for 1 < j < T,,.,, — 1. To reduce
the total number of additional matrix-matrix products and conserve
memory, one can compute the sum over all training samples in order
with the computation of the memory vectors also used for training. To
do so, we first define S ' to be the result of the outer sum in Eq. (21)
computed from j = K to j < T},,;,—1. Computation of the LMNT penalty
term then proceeds as per Algorithm 1.

A very similar algorithm can also be used to efficiently compute
the LMNT regularization matrix (Eq. (33)) used to train the reservoir
computer.
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Table A.5
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Reservoir computer prediction results using Tikhonov regularization and LMNT regularization, where we vary the number of noise steps used

to compute the LMNT regularization. For a detailed description of how we select regularization parameter values and compute uncertainty

bounds, see the Table 4 caption.

LMNT test results

Noise Steps, K Regularization Fraction Median Median Median

parameters of stable valid time Enap e

predictions (t LW)
. By =104 (9.16 +0.04) (5.82 +0.06)

1 (Jacobian) by = 10-85 1000/1000 2.88 +0.02 <10-? <10~

B = 10704 (4.10 £0.02) (2.65 £0.03)
2 By = 10105 1000/1000 3.92+0.04 %10-3 X10-2

= 10766 (3.44 £0.01) (2.39 £0.03)
3 By = 10712 1000/1000 4.04 £0.04 <10-3 %10~

= 10774 (2.75 £0.01) (2.03 +£0.04)
4 g = 107165 1000/1000 427 £0.04 10-3 .10-2

B =10774 (2.73 £0.02) (2.02 +0.02)
5 g = 107165 1000,/1000 4.27 £0.04 . 10o3 .10-2

Algorithm 1: LMNT Penalty calculation during training

Data: Training inputs {u;}, 1 <j < Tpp 5
Memory vectors during training {s;}, 0 <j <7,
Noise approximation steps K

Result: LMNT Penalty term (Eq. (21)), £ yn7

rain >

Compute Vih(sg), Vigug,sg_;), and V (K, K) = V, gug,sx_)
fork=K-1to1do
Compute Vyg(uy,s,_;) and V,gu;,s;_;)
Compute V, (K, k) ;
end for
K 2.
Compute Sg = Y, [IVsh(sg) Vo (K, D)% ;
for j=K+1toT,,,—1do
Compute Vih(s;), Vegu;,s;_;) and V,(j,j) = Vugu;,s;_;)
fork=j-K+1toj—1do
‘ Compute V,(j, k) = Vsgu;,s;_1)Vy(j — 1.k)
end for
Compute S; = S;_; + X1, Voh(sx)Vy(K. D13
end for

/*Eq. (22) */

/* Eq. (21) */

__ B
Compute ¢; yynt = T K STrain—1

For general ML models with memory, the K for which one expects
to approach optimal prediction quality depends on the duration of the
model memory. In the case of an RNN-based reservoir computer, this
memory is primarily parametrized by the spectral radius, p, and the
leaking rate, a. In general, the larger p is, and the closer « is to 0, the
longer the reservoir computer memory will be and the larger K will
need to be in order to account for perturbations to all prior inputs that
substantially affect the current reservoir state vector.

Appendix B. Comparing performance with reduced training data

B.1. Reducing the amount of LMNT regularization training data only

While it is most natural to compute the LMNT regularization using
all of the training states (similar to how we compute the Jacobian
regularization), this computation becomes expensive for long training
times and large K values, as discussed in Appendix A. One can substan-
tially decrease this computational cost and potentially obtain a useful
regularization matrix by either (a) computing the regularization using
a size T subset of the training states, obtained by sampling the states
uniformly, or (b) computing the regularization using the mean input
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computed over the training data and the reservoir state synchronized
to this mean. The regularization matrix for the technique (a) is

T-1[ K+floor(jr)

1
Rir=7 2 |
Jj=0 [k=1+floor(jz)

Vu(K+floor(jt), k)V (K +floor(jz), k)T |, (B.1)

where t = (T},,;,—K)/T, T < T,..;,—K is a positive integer, and floor(... )
denotes rounding down. The regularization matrix for technique (b) is

K

Ry o= Vyo(K, )V, (K, ). (B.2)
k=1

In Eq. (B.2), V,¢(K, k) denotes evaluation of the right side of Eq. (22)

at u; = 0 (the mean of our standardized training data) and s;_; =s;_, =

-+ = S = Speqn> Where s, ., is the memory vector synchronized to the
constant mean input.

Table B.6 shows the prediction results obtained from reservoir
trained with LMNT, reduced training sample LMNT, and mean-input
LMNT. For our particular test system, we find that training with only
20 training samples (0.1% of the available training data) is sufficient
to obtain predictions that are always observed to be stable and have a
median valid time equivalent to that when the LMNT regularization is
computed with all of the training data. This effectiveness for a small
number of training samples indicates that LMNT-like regularization
would also be effective in models trained in batches using stochastic
gradient descent or its derivatives. In addition, computing the LMNT
regularization with the mean input and synchronized reservoir state
performs as well as the full LMNT regularization. This result suggests
that, in this case, the variability across the training data of the deriva-
tive matrices V,(j, k) is small enough that a small number of samples,
or one representative derivative matrix, is sufficient to compute a
regularization matrix that performs comparably to the full LMNT. If
this property holds in other applications, the computationally simpler
mean-input LMNT might yield sufficient stabilization and make the full
or partial LMNT computation unnecessary.

B.2. Reducing the total amount of training data

In addition to comparing the performance of reservoir computers
trained with different regularization techniques in the limit where
there is sufficient training data for the resulting predictions to, in
the best case, produce accurate short-predictions that are always ob-
served to be stable, we also compared the performance of different
regularization techniques in the limit of greatly reduced training data.
Fig. B.9 displays the results of training the reservoir computer with
the regularization techniques which produced the best results in the
original tests using only 7 = 750 training samples. All reservoir hyper-
parameters, training, and prediction parameters are kept the same as
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Table B.6
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Reservoir computer prediction results using LMNT regularization computed with different numbers of training samples. For a detailed description
of how we select regularization parameter values and compute uncertainty bounds, see the Table 4 caption.

LMNT (K = 4) test results

Training samples, T Regularization Fraction Median Median Median
parameters of stable valid time Enap Eman
predictions (tryap)

Mean Input (Ea- (2:2) l;i i 18::: s 1000/1000 4.30 +0.04 fl‘gii 00D fig&i 009
1 ﬁ; - 18:?; 1000/1000 374 +0.07 Sl'f;f 0.03 Sl'gf;—' 004
5 ﬁi - 12::; S 1000/1000 421+0.04 (le‘z?f 002 (le‘lof;—’ 003
10 Z; - :8::: 100071000 42120.04 fifﬁf 0.0 ;21‘(1)%21 0.03)
20 Z; z igj:_ s 1000/1000 426 +0.04 figii 0.02) figii 0.03)
100 g: - :81: s 1000/1000 4274004 fiZﬁf 0.02) fl‘?ﬁf 0.03)
19,996 ﬁ; - 181: S 1000/1000 427 +0.04 fl'z)ff 00D figii 004

Table B.7

The regularization parameters that are searched over for each reservoir prediction test using the reduced training data.

Regularization parameter search grids

Regularization type

Search grid

Tikhonov (4;)
Jacobian (f,), Noise Training (fy), and LMNT (8,)

0 and 10’ for / € {-18,-17.5,...,-1.5,-1}
0 and 10’ for / € {—14,-14+12/35,...,-2 - 12/35, -2}

Jacobian and Tikhonov

1.0e-03

1.0e-03

1.0e-05

1.0e-05

1.0e-07 1.0e-07

=
1.0e-09 1.0e-09

1.0e-11 1.0e-11

1.0e-13 1.0e-13

0.0e+00 0.0e+00

* VT =0.04, Stable Frac. = 1.000
+ VT =0.48, Stable Frac. = 0.884
X VT =0.44, Stable Frac. = 0.888
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Fig. B.9. Fraction of Stable Predictions and Median Valid Time using Varying Regularization Parameter Values for Reduced Training Data . Color plots displaying the fraction
of stable predictions and median prediction valid time over a grid of different regularization parameters values are shown on the top and bottom, respectively. In the median
prediction valid time plots, the red dot marks the regularization parameters values that result in the largest fraction of stable predictions; if there are multiple values with the
same fraction, then we mark those that result in the longest median prediction valid time. The blue crosses mark the regularization parameters values which result in the longest
median prediction valid time; if there are multiple values with the same valid time, then we mark those that result in the largest fraction of stable predictions. Finally, the green
x’s mark the parameters values where we have performed the same optimization as for the red dot, but have excluded Tikhonov regularization parameters values above 10~*. If
multiple values remain after any of these optimizations, we mark the values with the lowest regularization, giving lowest priority to Tikhonov regularization.

in Tables 1 and 2, while the regularization parameter values tested are
shown in Table B.7. We observe that no combination of regularization
techniques result in predictions with reasonable short-term accuracy,
as indicated by the lack of any set of regularization parameters that
result in a median prediction valid time above 0.5¢, ,,,. In each of the
three cases, we are able to achieve universally stable predictions using
an extremely high amount of Tikhonov regularization; the minuscule
median prediction valid time indicates, however, that these predictions
are not at all capturing the system dynamics.
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Within the region marked by the light-green coloring in the top
panels and the yellow coloring in the bottom panels, we note that
each combined regularization technique tested is still able to produce
predictions which are mostly stable and do have a small amount of
accuracy in the short term. Comparing the results with the greatest
median prediction valid time and the greatest fraction of stable pre-
dictions within this region for each type of combined regularization,
we find that reservoirs trained with noise training have the lowest
median prediction valid time when using the regularization parameter
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values optimized for median prediction valid time (see the blue crosses
in the bottom panels of Fig. B.9). In addition, when using parameters
optimized for the highest fraction of stable predictions in this region
(the green x’s in the bottom panels of Fig. B.9), reservoirs trained
with noise training have approximately the same number of stable
predictions as Jacobian regularization while having a lower median
valid prediction time than those trained using either Jacobian or LMNT
regularization. Reservoirs trained with LMNT regularization achieve
the highest fraction of stable predictions within this region while
maintaining a comparable median prediction valid time to reservoirs
trained with other regularization techniques.

The comparatively poor performance of noise training in these
tests indicates the effectiveness of training the reservoir with input
perturbations in many different directions for each training input, as
is approximated for one input in Jacobian regularization and over K
past inputs in LMNT regularization, when the total amount of training
data is small. In this case, it is more likely that certain regions of the
attractor will be undersampled; if we would like the model to learn to
return to the true attractor from a generic perturbation to one of these
inputs, then we must consider many perturbations to these few cases.
In the long training data case, one could instead rely on similar samples
that appear later in the training data.
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