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Abstract—Neurosymbolic artificial intelligence (AI) is an
emerging branch of AI that combines the strengths of symbolic
Al and sub-symbolic AI. Symbolic AI is based on the idea that
intelligence can be represented using semantically meaningful
symbolic rules and representations, while deep learning (DL),
or sometimes called sub-symbolic Al is based on the idea that
intelligence emerges from the collective behavior of artificial
neurons that are connected to each other. A major drawback of
DL is that it acts as a “black box”, meaning that predictions are
difficult to explain, making the testing & evaluation (T&E) and
validation & verification (V&V) processes of a system that uses
sub-symbolic AI a challenge. Since neurosymbolic AI combines
the advantages of both symbolic and sub-symbolic Al this survey
explores how neurosymbolic applications can ease the V&V
process. This survey considers two taxonomies of neurosymbolic
Al evaluates them, and analyzes which algorithms are commonly
used as the symbolic and sub-symbolic components in current
applications. Additionally, an overview of current techniques for
the T&E and V&V processes of these components is provided.
Furthermore, it is investigated how the symbolic part is used for
T&E and V&V purposes in current neurosymbolic applications.
Our research shows that neurosymbolic AI has great potential
to ease the T&E and V&V processes of sub-symbolic AI by
leveraging the possibilities of symbolic Al. Additionally, the
applicability of current T&E and V&V methods to neurosymbolic
Al is assessed, and how different neurosymbolic architectures can
impact these methods is explored. It is found that current T&E
and V&V techniques are partly sufficient to test, evaluate, verify,
or validate the symbolic and sub-symbolic part of neurosymbolic
applications independently, while some of them use approaches
where current T&E and V&V methods are not applicable by
default, and adjustments or even new approaches are needed.
Our research shows that there is great potential in using symbolic
Al to test, evaluate, verify, or validate the predictions of a
sub-symbolic model, making neurosymbolic AI an interesting
research direction for safe, secure, and trustworthy Al.
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Impact Statement—Neurosymbolic Al allows the combination
of symbolic representations or knowledge with the abstraction
capabilities of sub-symbolic AL. This poses new challenges for
the AI community, but also offers many new opportunities. As
neurosymbolic Al is well suited for safety-critical domains such as
autonomous systems, we aim to connect the two fields T&E/V&V
and neurosymbolic AI with our survey. Since neurosymbolic
Al consists of several components, our research provides an
overview of individual aspects regarding the T&E/V&YV of these
components. Through this, we influence current research in the
field of T&E/V&YV by highlighting opportunities as well as open
challenges that emerge from neurosymbolic AI. Our research
demonstrates that by combining symbolic and sub-symbolic Al
it is possible to test, evaluate, verify and validate predictions
made by non-transparent sub-symbolic models. Accordingly, we
provide an overview of current applications leveraging different
architectures and combinations of symbolic and sub-symbolic
Al, aiming to either test and evaluate in order to verify and
validate predictions or to ease the T&E/V&V processes. In
addition, the evaluation of current T&E/V&V methods for their
applicability to neurosymbolic applications revealed a need for
testing frameworks that focus on neurosymbolic Al. As a result,
we provide other researchers with possible directions for future
research in the field of T&E/V&V of neurosymbolic Al

Index Terms—Neurosymbolic Al, Validation, Verification,
Evaluation, Testing, Deep Learning, Safety, Security, Trustwor-
thiness

I. INTRODUCTION

EUROSYMBOLIC artificial intelligence (Al) is an in-
creasingly important trend in machine learning (ML) and
has been referred to as the 3rd wave of artificial intelligence
[1]. The word “neuro” in its name implies the use of neural
networks, especially deep learning (DL), which is sometimes
also referred to as sub-symbolic Al. This technique is known
for its powerful learning and abstraction ability, allowing
models to find underlying patterns in large datasets or learn
complex behaviors [2]. On the other hand, “symbolic” refers
to symbolic Al It is based on the idea that intelligence can
be represented using symbols like rules based on logic or
other representations of knowledge [3]. Neurosymbolic Al
combines these two approaches to create a hybrid system that
benefits from the reasoning abilities of symbolic Al and the
adaptability of sub-symbolic Al, opening new opportunities to
improve a variety of different Al branches [4], [5].
A disadvantage of sub-symbolic Al is its nature of being
a “black box”. This means that predictions made by these
systems can be challenging to explain. Therefore, when an
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edge case leads to a system failure, it is often hard to find the
reason for it. Accordingly, the rigorous testing & evaluation
(T&E) and validation & verification (V&V) of these “black
box” is a relevant topic recognized by governments [6] and
discussed in current literature [7], [8]. As neurosymbolic sys-
tems incorporate a sub-symbolic component, this work aims
to provide an overview of current techniques used to validate
and verify the symbolic as well as sub-symbolic component,
and how the architecture of neurosymbolic systems affects this
process and can be used for V&V purposes.

In software engineering, common terms are testing & eval-
vation or T&E and verification & validation or V&V. As
defined by Wallace and Fujii in [9], V&V intends to ensure that
software performs as intended and meets certain quality and
reliability standards. T&E are the methods and processes used
to carry out V&V. Validation refers to the process of ensuring
that a system performs as expected and delivers the desired
result with sufficient accuracy, while verification focuses on
checking if the design and implementation is correct according
to the specified requirements [10]. Usually, verification is a
process that takes place during development, while validation
occurs at the end to evaluate if the program *“does what it’s
supposed to do” [11]. For reasons of readability, we primarily
use the term V&V in the following.

Recent frameworks propose methods to validate and verify
symbolic and sub-symbolic Al, but discussing how the ar-
chitecture of neurosymbolic Al can benefit the V&V process
of the system as a whole has not received enough attention
yet. Therefore, this paper focuses on two areas. First, the
concept of V&V is mapped to symbolic and sub-symbolic Al,
and an overview of current techniques and procedures used
during the V&V process is provided. Secondly, it assesses how
different neurosymbolic applications use the symbolic side to
enable V&V of the sub-symbolic component. For this purpose,
two different taxonomies of neurosymbolic Al are addressed,
which categorize applications based on their architecture. 1) In
2020, Kautz proposed six possible designs of neurosymbolic
systems [12]. 2) An alternative taxonomy was introduced
by Yu et al. [13] in 2021. These taxonomies are discussed
and compared. Based on this, it is analyzed how current
neurosymbolic applications leverage these architectures to use
the symbolic component to make the sub-symbolic part more
transparent, accurate, or safe, therefore enabling the V&V
process through a neurosymbolic system design. The structure
of the discussion within this paper is visualized in Fig. 1.

Our work demonstrates that some of the current testing
methods used for V&V are applicable to neurosymbolic Al.
In particular, the combination of knowledge graphs (KGs)
and DL is common, and it would be interesting to design
a dedicated testing framework based on current techniques to
validate neurosymbolic Al as a whole. However, there are also
neurosymbolic Al applications that are not easy to test with
current means. With this work, we show that there is much
research potential in this area, and advocate the awareness
of V&V for neurosymbolic Al systems and Al in general.
Overall, this paper makes the following contributions:

o Present and compare two current taxonomies of neu-

rosymbolic Al

V&V of Symbolic Al

V&V of Neurosymbolic Al

. with External Frameworks
V&V of Sub-Symbolic Al

Contents of

this Paper
Current Neurosymbolic
Applications V&V of Neurosymbolic Al
by Leveraging its Architecture
Assessing Taxonomies Y 9ing
Fig. 1. Contents of this paper.

e Map the concepts of V&V as used in software engineer-
ing to symbolic and sub-symbolic Al.
e Survey current V&V approaches for symbolic and sub-
symbolic Al
o Analyze the applicability of current V&V methods to
neurosymbolic applications.
o Investigate how symbolic Al can support the V&V pro-
cess of sub-symbolic Al within a neurosymbolic system.
o Discuss opportunities and challenges of V&V in the
domain of neurosymbolic Al
The remainder of this paper is structured as follows: In
section II we analyze the related work. After that, in section
IIT we examine and compare two different taxonomies for
neurosymbolic Al. Then, in section IV and V we survey the
most important methods to verify and validate symbolic Al
and sub-symbolic Al respectively. In section VI we analyze
if these methods are applicable to current neurosymbolic
Al applications and opportunities to leverage different neu-
rosymbolic architectures using the symbolic part to verify and
validate sub-symbolic Al. Afterward, in section VII we explain
research gaps and problems that might be worth exploring in
further research. In section VIII we summarize our findings
and explain our planned future work.

II. RELATED WORK

V&V is a crucial process for ensuring the safety and reliabil-
ity of safety-critical systems. Originally, V&V processes were
designed for conventional software without Al components.
With the increasing number of modern applications utilizing
Al, it becomes crucial to develop approaches for the V&V of
systems that use Al as a central element.

A. Surveys on V&V of Machine Learning

V&V of ML is an important topic in current research. For
this reason, there are recent works and surveys that deal with
this topic [7], [8], [14]-[16]. Current surveys in this domain
either deal with a specific area, such as autonomous systems
[16], in which ML is used, or only investigate one aspect like
ML testing [14], [15] or formal verification of ML [7], which
are only parts of the entire V&V process.

In [14], testing of ML is surveyed. The survey presents
current testing workflows, the components of an Al-based
application that should be tested and provides an overview of
properties that require testing as well as the frameworks that
can be used to test these properties. Additionally, the survey
showcases applications in safety-critical domains that need to
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be tested and how the testing workflows and frameworks can
be applied to these applications.

Similar, in [15] testing approaches and current testing
frameworks are presented. Compared to [14], this survey is
not as extensive and does not provide background information
about topics like ML in general which is covered in [14],
but provides a comprehensive overview of current efforts
regarding ML testing.

Huang et al. [8] provide a detailed overview of verification,
testing and the interpretability of DL within their survey.
They define the terms verification and testing and explain
the importance and meaning of properties like the robustness
or interpretability of DL. They explain differences between
current approaches for V&V of DL and present a variety of
testing frameworks and tools to increase the interpretability of
DL.

B. Surveys on Neurosymbolic Al

There are multiple recent surveys that cover neurosymbolic
Al and its applications in general [17]-[24] and surveys that
focus on more specific applications such as graph structures
[25], biomedical knowledge graphs [26], or natural language
processing [27]. None of the just mentioned surveys covers
testing, validation or verification in the domain of neurosym-
bolic Al and we could not find any surveys covering this topic
to this date.

III. TAXONOMIES OF NEUROSYMBOLIC Al

Neurosymbolic Al covers a wide range of applications,
and can be implemented in many different ways. This con-
cerns on the one hand the selection of methods used on
the symbolic side, and on the other hand how sub-symbolic
methods are combined with the symbolic ones. Therefore, it is
common to divide neurosymbolic Al into different categories.
Accordingly, multiple taxonomies for neurosymbolic Al were
proposed [12], [13], [18], [22]. In the following, two current
taxonomies are discussed. The one from Kautz [12] and Yu
et al. [13] are considered. Both taxonomies categorize neu-
rosymbolic Al based on how the sub-symbolic and symbolic
part interact with each other.

A. Kautz’s Taxonomy

Currently, one of the most common categorizations is that
of Kautz, who defines six different types of neurosymbolic
Al [12]. All of these types represent different system archi-
tectures, that try to combine the advantages of symbolic Al
with those of sub-symbolic Al. Kautz defines the following
categories:

a) Symbolic Neuro symbolic: The input of the system
is symbolic, then feed into a Neural Network, which outputs
the symbolic result as well. A typical application of Sym-
bolic Neuro Symbolic system is Natural Language Processing
(NLP) and has become its Standard Operating Procedure
(SOP) [12]. The symbolic input are representing embeddings
converted from a combination of words extracted from the
original text document. There are a lot of approaches to

perform this conversion, such as word2vec [28], and Glove
[29]. Then those symbolic inputs are fed to a neural network
that learns the underlying pattern to perform certain tasks, such
as translation, semantic classification, and chat robot, etc. The
output of the neural network is also symbolic in different forms
based on the tasks. For example, the output is a sequence of
words for translation tasks or a semantic label for classification
tasks.

b) Symbolic[Neuro]: This type of neurosymbolic Al uses
a symbolic approach as a problem solver in a neural pattern
recognition subroutine. It is currently already being used in
many fields. One of the best-known applications is AlphaGo
Zero [30]. Kautz states that most current autonomous vehicles
and robots utilize this approach, but do not reference any
applications from this domain.

¢) Neuro|Symbolic: The Neuro|Symbolic system per-
forms symbolic reasoning based on non-symbolic input by
leveraging neural networks to transform non-symbolic input
(for example images) into a symbolic representation. The out-
puts of neural networks are fed into a symbolic representation
which is used by a symbolic system to perform a compli-
mentary task such as query answering [1]. All building blocks
are connected so that learning happens in unison. Garcez and
Lamb [1] name the neuroBsymbolic concept learner [31] and
DeepProbLog [32] as examples.

d) Neuro: Symbolic — Neuro: Kautz describes this cat-
egory as using the SOP which refers to the “Symbolic Neuro
symbolic” category. It has a special training regime based on
symbolic rules. An example for this method is an application
by Lample and Charton [33] which simplifies mathematical
expressions. The description of this category is very abstract
and Kautz refers to a formula for the training regime that is not
explained further, which makes this category rather difficult to
grasp.

e) Neuro_{Symbolic}: Within this category, the symbolic
part’s purpose is to “transform symbolic rules into templates
for structures within the neural network™ [12]. Kautz refer-
ences two examples, which are [34] and [35], to show how
this concept can be used to integrate abstraction and part-of
hierarchies into neural networks.

f) Neuro[Symbolic]: Neuro[symbolic] is inspired by the
“thinking fast and slow” theory from Kahneman [36], who
explains that the human brain has two different systems to
make decisions. Neural Networks are similar to system 1,
which operates automatically by instinct without control. The
symbolic part is similar to system 2, which needs attention
and effort to operate. Just like a human brain, most of the
time system 1 is making decisions until it decides to invoke
system 2 is necessary. A Neuro[symbolic] system relies on
a neural network, and the embedded symbolic Al assists if
invoked by the neural network. This type of neurosymbolic
Al is considered to have the highest potential by Kautz [12].
An example is a mouse-maze. Neural Networks recognize
this task and invoke the symbolic engine, an algorithm to
find the shortest path. The symbolic engine output the path
with marks on the map which show the path. Then the neural
network has been trained to interpret the marks and follow
its guide to find the exit.
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Kautz’s categorization demonstrates how the symbolic part
cooperates with the sub-symbolic part of the application. This
categorization is useful to understand how an application as
a whole works, but it also brings some problems with it.
His categorization is very fine, and often it is difficult to
clearly determine to which category an application belongs.
Kautz explains some categories only superficially and gives a
few examples, which makes it difficult to understand certain
categories thoroughly. While for other categories, there are
no applications yet, so it is questionable whether they are at
all useful in practice. In addition, the names of his category
are not well-chosen. The categories, when pronounced, are
sometimes impossible to tell apart and confusion can quickly
arise.

B. Yu’s Taxonomy

Because of the critique on Kautz’s survey, we present
another survey by Yu et al. [13] which provides an overview
of current neurosymbolic applications and presents an alter-
native taxonomy. In their paper, current neurosymbolic Al
applications are studied and divided into three groups: learn-
ing for reasoning, reasoning for learning, and learning-
reasoning. Just like Kautz’s taxonomy, the categories Yu et al.
define represent how the symbolic part interacts with the sub-
symbolic part of the application. In the following paragraphs,
the taxonomy of Yu et al. will be explained shortly:

1) Learning for Reasoning: This approach integrates sub-
symbolic processes to enhance symbolic problem solving.
Essentially, the sub-symbolic component narrows the search
domain for the symbolic solver, optimizing the problem-
solving process. This integration is depicted in Fig. 2. Another

Sub-Symbolic

Part
Limiting

Search

Space
: H
Knowledge Graphs E 1 .

Logic Rules ' symbOhC ——— Outputs

: Part :
. Problem Solver ,"

Fig. 2.
Al The sub-symbolic component is used to limit the search space for the
symbolic part. Therefore, it is accelerating the process [13].

Flowchart of the Learning for Reasoning type of neurosymbolic

way is that the sub-symbolic part converts unstructured data
into symbols, to enable efficient symbolic reasoning as shown
in Fig. 3.

2) Reasoning for Learning: In this model, the roles are
reversed: the sub-symbolic element primarily solves problems
while the symbolic component supplements the neural net-
work. This support manifests in two ways: firstly, by directing
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Fig. 3.
In this version of Learning for Reasoning, the sub-symbolic part transforms
the knowledge that can be obtained from data to symbols [13].

Flowchart of the Learning for Reasoning type of neurosymbolic Al

the neural network during its training phase, and secondly,
by imposing constraints during prediction to prevent unsafe
outcomes. Fig. 4 illustrates this architecture.

Knowledge Graph
Logic Rules

Symbolic
Part

Constraining
Guiding

—— Outputs

Fig. 4. Flowchart of the Reasoning for Learning type of neurosymbolic AL
Here, the symbolic part can guide or constrain the sub-symbolic part [13].

3) Learning-Reasoning: This variant represents a synergis-
tic combination where symbolic and sub-symbolic elements
collaborate equally in problem solving. Each component’s out-
put directly informs the other’s input, creating a reciprocal and
dynamic interaction. This bidirectional influence is visualized
in Fig. 5.

Sub-Symbolic
Part

Symbolic
Part

Inputs —— Outputs

Fig. 5. Flowchart of the Learning-Reasoning type of neurosymbolic Al.
Here, the characteristics of the other architectures are combined and the two
parts are in constant interaction [13].

4) Example: Neurosymbolic approaches that implement
safe reinforcement learning via shielding [37] are great ex-
amples to showcase this taxonomy as the shielding can be
implemented in multiple ways. For a control task, a sub-
symbolic model predicts an action, while a so called, safety
shield, synthesized from safety specifications specified in tem-
poral logic, ensures that every action is safe. If this application
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is implemented following the Learning for Reasoning or
Learning-Reasoning design, first, the sub-symbolic part would
make a decision based on its inputs from the environment.
The decision is then given to the safety shield, that checks
if the predicted action is safe and would then make minimal
adjustments, if the action is determined to be unsafe. This
concept would be categorized as Learning-Reasoning, in case
feedback is provided to the sub-symbolic part, letting it know,
that the action was replaced or not. If no feedback is provided,
it would be Learning for Reasoning. This concept can be seen
in Fig. 6.

[ Environment jf—>

Learning
Agent

Shield

v

Fig. 6. After the agents (sub-symbolic part) predicts an action based on the
inputs from the environment, a safety shield (symbolic part) checks if this
decision is safe and replaces it with a safe action if necessary. It is optional
(indicated in red) to provide the agent with the information that the action
was replaced or not [38].

The work [38] is similar to [37], but extends the paper by
presenting an additional architecture in which the shield is
inserted before the sub-symbolic part. This allows the shield
to limit the action space to make sure that every action the
sub-symbolic part can choose from is safe. This design would
be “Reasoning for Learning”. This concept can be seen in Fig.
7.

Shield

v

v

Learning
Agent

[ Environment j7—>

Fig. 7. A safety shield (symbolic part) limits the actions the agent (sub-
symbolic part) is able to choose from. Therefore, the agent is only able to
choose from a set of safe actions [38].

In their survey, Yu et al. [13] examine a wide range of
current applications and classify them. They show that a
variety of symbolic techniques can appear in every category
of neurosymbolic Al. For example, first-order logic is used
as a symbolic method in applications of all categories. This
shows that the selection of the algorithms and methods for the
symbolic as well as the sub-symbolic part is independent of
the associated category. The categories in Yu’s taxonomy are
only based on the interaction of the symbolic and sub-symbolic

component. In the following sections, we will analyze which
frameworks and methods are currently used to test the most
common symbolic and sub-symbolic methods and how the
symbolic part of the application can contribute to the testing
of the sub-symbolic component.

IV. V&V OF SYMBOLIC Al

As a first step, the V&V process of the two components
of a neurosymbolic application are considered independently,
with this section focusing on the symbolic component. Yu et al.
[13] shows that three methods in particular are used frequently
as the symbolic part of a neurosymbolic Al system. These are
propositional logic, first-order logic, and KGs. In the following
section, the concepts of V&V are mapped to these techniques
and the capabilities to validate and verify of symbolic Al are
assessed.

A. Mapping V&V to Logical Systems

In term of V&V, the following properties are the most

relevant: 1) Validity: A formula is valid if it is true under every
possible interpretation or assignment. In logic, this means that
if all premises of a statement are true, it is impossible that the
conclusion is false. 2) Soundness: A logical system is sound
if every statement that can be derived from the systems is true
and an argument is sound if it is valid and its premises are
true.
When mapping logical arguments to the V&V process, the
validity of a logic argument can be analogized to the ver-
ification phase. This is because a valid logical argument
ensures structural correctness given that all premises are true,
though it doesn’t necessarily affirm the truth of those premises.
This is similar to the verification process checking if the
implementation or design of a system is correct according to
its specification. On the other hand, soundness aligns with the
validation phase, as an argument is deemed sound only when
all its premises are unequivocally true. This is analog to the
validation phase, as this ensures that the output of a system is
as expected and correct.

B. Verification of Logic

If a general algorithm can be found to prove the validity
(true/false) of a logic argument, it is called decidable. There-
fore, the question is: Are propositional logic and first-order-
logic decidable?

1) Propositional logic is decidable. The validity of a state-
ment can be determined by a truth table. Truth tables are
a fundamental process of computer science. As Anellis’s
research shows, it appears that this technique was used as
early as the 19th century [39]. The complexity of this proof
grows exponentially with the number of variables. Therefore,
truth tables are in practice only usable for statements with a
small number of propositional variables. Semantic tableau also
called the truth tree method is an elegant alternative to truth
tables [40]. Accordingly, it is possible to validate the symbolic
part of a neurosymbolic Al application that uses propositional
logic using this technique, even if current standards are rather
inefficient.
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2) There is no general algorithm to check the validity
of a first-order logic statement. Therefore, first-order logic
statements are undecidable. However, this does not mean that
it is impossible to show the validity of individual statements.
Truth trees can be used to show the validity of first-order logic
statements, but if the statement is invalid, the algorithm will
run infinitely. To show an invalid statement, a countermodel
has to be found.

As described above, algorithms have been found to check
the validity of logic arguments. Even though first-order logic
is not decidable, tools like [41], can be used to verify it in
many cases. However, validity does not depend on whether
the premises are true. This means that the following statement
would be valid in terms of logic:

All animals are birds.
All dogs are animals.
Therefore, all dogs are birds.

The above example shows that a statement can be valid but not
sound. Soundness, as explained before, describes that not only
the syntax but also the semantic is valid. Therefore, additional
knowledge has to be used, to validate the semantic of such an
argument. For this purpose, KGs could be used for validation
purposes, which again have to be validated, too. This problem
is considered in more detail in the following section.

C. Validation of Knowledge Graphs

KGs are an increasingly important component of current
applications. Accordingly, there are numerous methods for
validating these graphs. The survey “Knowledge Graph Vali-
dation” by Huaman et al. gives an overview of current methods
and tools [42]. Within this survey, several typical error sources
which frequently occur in KG are described, and an overview
is provided of which current tools are able to detect and correct
such errors in order to create the most valid KG possible. A
broad variety of tools are available to validate KGs.

1) Corroborative Fact Validation (COPAAL) [43]: To vali-
date KGs or semantic statements, COPAAL computes a so-
called mutual information (MI) score. The method tries to
find alternative sources on the web to validate a statement.
The paper gives an example of how this method works; a
given statement could be: “Barack Obama is a US citizen”.
Using open databases and KGs such as DBpedia 2016-10",
the method looks for similar statements that imply or refute
that Barack Obama is a US citizen. E.g. the data could show
that his place of birth is in the USA which would make it
highly likely that he is a US citizen or if the method finds a
source that states that he was a US President, it confirms that
the original statement is very likely to be correct, giving it a
high MI score.

2) Deep Fact Validation (DeFacto) [44]: To validate knowl-
edge, DeFacto is an algorithm that tries to find supporting
information about a given fact in the information as well as
supporting information from trustworthy sources. Additionally,
it provides a score that represents the confidence DeFacto has
when assessing the validity of a fact.

Uhttps://www.faa.gov/air_traffic/publications/atpubs/atc_html/chap5_secti
on_7.html, accessed: 01/26/2023

IEEE TRANSACTIONS ON ARTIFICIAL INTELLIGENCE, VOL. 00, NO. 0, MONTH 2020

3) Temporal Information Scoping (TISCO) [45]: TISCO
adds another component. This procedure tries to assign times
to facts, since many assertions are only true at certain times.
E.g. athletes regularly change their clubs, people may have
different professions or live in different places at different
points in their lives. Therefore, it is important not only to
validate the facts, but also to link them to points in time in
order to establish a timeline.

In addition to the above-mentioned procedures, there
are other similar procedures with the same goal. In all
procedures, different databases or the web are searched based
on an assertion in order to confirm and validate statements.
Other popular methods are FactCheck [46], FacTify [47],
Leopard [48], Surface [49] and S3K [50]. Furthermore, there
are already well build KGs available that are tested and
highly validated, like YAGO [51] or Conceptnet [52]. YAGO
is used by IBM in their Watson artificial intelligence system
[53] and stores knowledge about people, cities, countries,
movies, and organizations. It was build with data from
Wikipediaz, WordNet [54], which is also a widely used KG,
and GeoNames®. ConceptNet is a knowledge graph that
links words and phrases with labeled edges. The information
comes from a variety of sources, including crowdsourcing,
expert-generated material, and games. Another popular KG
is DBpedia* which builds on knowledge from Wikipedia
documents.

V. V&V OF SUB-SYMBOLIC Al

V&V in the context of sub-symbolic Al is an exciting topic
and also a big challenge, as deep learning is also often referred
to as a “black box” and is rather opaque in its decision-
making. Accordingly, it is a challenge to validate and verify
the behavior of these systems. In order to verify a system,
it is usually checked whether certain requirements are met.
This is usually done with the help of formal methods and is
a current challenge for systems using sub-symbolic Al due to
its complexity. For the validation of sub-symbolic Al different
testing methods are used to check different properties like the
correctness or robustness of a system.

A. Verification of Sub-Symbolic Al

In the survey of Huang et al. [8] various applications
to verify sub-symbolic Al are presented. They provide a
taxonomy for different verification approaches and define
multiple properties that can be verified. In the following these
approaches and properties as defined in [8] are summarized.

1) Properties to Verify:

a) Robustness: Robustness can be defined as the ability
of a model to make a correct decision even in situation when
the input is noisy or manipulated [55].

Zhttps://www.wikipedia.org/, accessed: 01/29/2023
3https://www.geonames.org/, accessed: 01/29/2023

“https://www.dbpedia.org/resources/knowledge- graphs/, accessed:
01/26/2023
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b) Reachability & Interval: The reachability and interval
are two very similar properties, closely connected to each
other. Verifying the reachability means, that for a certain
input the highest possible and lowest possible output is ver-
ified. Verifying the interval is very similar, as it is an over-
approximation of the reachability.

¢) Lipschitzian: This property describes how the output
changes when small changes are made to the input. When
verifying this property, the change in output should remain
below a specified distance.

2) Approaches:

a) Search-Based: Verification algorithms belonging to
this type verify the system through exhaustive searching. This
approach uses algorithms such as the Monte-Carlo Tree Search
for verification purposes [56].

b) Constraint Solving: Algorithms that leverage this ap-
proach convert neural network into constraints which are easier
to verify because they are no longer a “black box”. For the
verification of the resulting constraints, solvers like the SAT
solver can be used.

c) Over-Approximation: Here, an over-approximation of
possible outputs for an input is calculated for verification
purposes.

d) Global Optimization: As the name suggests, these
approaches are based on global optimization techniques.
An example for this is the tool DeepGo [57] that uses
global optimization techniques for verification in respect to
reachability and robustness properties.

An in-depth explanation for the verification of sub-symbolic
Al can be found in [8]. Table I provides an overview of
current approaches that can be used for the verification of
sub-symbolic Al

TABLE I
APPROACHES TO VERIFY SUB-SYMBOLIC Al AS SURVEYED IN [8].

Approach Publications
Search-Based [56], [58]
Constraint Solving [59]-[66]
Over-Approximation [57], [671-[70]
Search-Based & Constraint Solving [71], [72]
Over-Approximation & Constraint Solving  [73]-[75]

Global Optimization [571, [70]

B. Validation of Sub-Symbolic Al

To validate sub-symbolic Al, a variety of measures can
be tested. In [14] these measures as well as the tools and
frameworks to test these in order to validate such a system
is surveyed. The measures addressed in this survey are the
correctness, model relevance, efficiency, fairness, interpretabil-
ity, privacy and robustness of the system. In [8] especially
testing the robustness and increasing the interpretability are
addressed. Depending on the use case of the application, some
of these properties are particularly important. Within this sur-
vey especially the correctness, robustness and interpretability

TABLE II
WORKS ON TESTING THE CORRECTNESS AS SURVEYED IN [14]

Testing Correctness Publications
Testing Tools [79], [80]
Testing the Input and Oracle Design  [81]-[86]
Searching Data Bugs [871, [88]

are considered for validation purposes. In the following, a brief
overview of these measures and recent frameworks is provided.
1) Properties to Validate:

a) Correctness: Correctness is a fundamental property
of a system, representing the probability that it completes a
task correctly. Popular methods to measure the correctness
are k-fold cross-validation [76] and Bootstrapping [77]. For
classification tasks, metrics like accuracy, precision/recall,
and ROC Curve are commonly used to measure the cor-
rectness. Suitability varies depending on the situation and
data balance. Detailed examples can be found in Japkowicz’s
workshop [78]. Regression problems can be evaluated using
error measurements, such as Mean-Squared-Error (MSE) or
Root Mean-Squared-Error (RMSE), which provide insights
into expected deviations from the system’s predictions. In
summary, choosing the appropriate measurement is crucial to
assess the correctness of a sub-symbolic system and should be
carefully considered based on the task and data distribution.
Table II shows a selection of works that focus on testing the
correctness of sub-symbolic Al It is based on applications
surveyed in [14].

b) Robustness: The robustness property itself is similar to
the one described in section V-Ala. The difference is that ro-
bustness can not only be verified, but also tested and therefore
validated. The most common approach to test the robustness is
to generate adversarial examples or inputs. Frameworks such
as DeepXplore [89], DeepHunter [90] or DLFuzz [91] use ad-
versarial attacks to trigger misbehavior and therefore to test the
robustness of a neural network. Techniques such as testing the
code coverage, known from conventional software testing, can
be adapted to sub-symbolic Al. These approaches maximize a
metric called neuron coverage to improve the robustness of a
sub-symbolic model. Another approach is to detect adversarial
noise that might cause wrong predictions [92], [93]. While
these methods focus on images, there are other approaches
that focus on generating and detecting adversarial attacks for
natural language processing [94] or cybersecurity [95], which
can be used to test and improve the robustness of these models.

2) Interpretability: Neural networks are often considered to
be “black boxes”, because it is a challenge to comprehend
the decision-making process of a trained model. However,
in safety-critical and ethically sensitive domains, it is cru-
cial to understand this process to prevent discrimination or
system failures. Although there is no uniform definition of
interpretability, previous work suggests that it refers to the
degree to which humans can comprehend the reasoning and
logic behind a deep learning system’s decisions [14], [96].

To evaluate interpretability, there are three main categories:
Manual assessment, automatic assessment, and evaluation of
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interpretability improvement [14]. Manual assessment involves
humans in the loop and is evaluated in real applications.
Automatic assessment, on the other hand, utilizes proxies
to eliminate the need for human involvement. Identifying
influential instances belongs to this approach, which can
be achieved through two methods: Deletion Diagnostics and
Influence Functions [97]. Both methods detect influential in-
stances by measuring the influence of the change to the model
when modifying the data sets: Deletion Diagnostics remove
data points, while Influence Functions up-weight instances by
differentiating the loss function with respect to its parameters.
Notable measures of Deletion Diagnostics are DFBETA [98]
and Cook’s distance [99].

VI. OPPORTUNITIES

As shown in Fig. 8, one solution is to verify and validate
both sides of a neurosymbolic Al separately. Another solu-
tion is to leverage the characteristics of the symbolic Al to
verify and validate sub-symbolic part. In the following, we
will consider both approaches and assess whether and how
current testing and validation methods can be applied to the
isolated parts of a neurosymbolic application and how current
applications leverage the characteristics of symbolic policies
to validate or improve the properties of the sub-symbolic part.

V&V of
Symbolic
Part

V&V of
Sub-Symbolic
Part

Symbolic
Part

Sub-Symbolic
Part

{ V&V of Neurosymbolic AI}

Fig. 8. Tt is possible to either verify and validate the parts of a neurosymbolic
application independently or the symbolic part can be used to either ease or
conduct the V&V process of the sub-symbolic part.

A. Using Neurosymbolic System Architectures for V&V

Each of the three different categories of neurosymbolic Al
defined by Yu et al. [13] presented in their paper can affect
the V&V process differently. For example, in “Reasoning for
Learning”, the symbolic part can support the sub-symbolic
Al by providing guidelines and constraints through e.g. logic
rules. This means that the input is directly applied to the
sub-symbolic Al, as shown in Fig. 4. The symbolic part can
therefore improve the robustness and correctness of the system
by checking, constraining or replacing decisions made by the
sub-symbolic model. The category “Learning for Reasoning”
uses the symbolic part as problem solver. This means that the
inputs directly go into the sub-symbolic part. It is feasible to
transform the inputs to the sub-symbolic part to symbolic rules
that allow to make transparent decisions and therefore increase
the interpretability of the overall system. Both “Learning

for Reasoning” as well as “Reasoning for Learning”, have
the potential to improve the efficiency by accelerating the
learning process either through guidance by symbolic rules
or by limiting the search space with the sub-symbolic model.
All of these concepts can also be applied to the category
“Learning-Reasoning”. In the following, we give multiple
examples based on current neurosymbolic applications that
leverage these architectures and explain the opportunities these
techniques provide to increase the safety and trustworthiness
in Al and especially DL. An overview of selected applications
is given in table III.

1) Safe Reinforcement Learning: A popular application
for neurosymbolic Al is safe reinforcement learning for au-
tonomous control tasks. Alshiekh et al. [37] propose a con-
cept to synthezise a safety shield from formal specifications
represented in linear temporal logic. As already mentioned in
section III, the integration of this shield into the neurosymbolic
systems is very versatile and every architecture according to
Yu’s taxonomy is possible. In recent years, several similar
approaches have been proposed, often using the “Learning for
Reasoning” or “Learning-Reasoning” architecture to make the
minimal needed adjustments to guarantee safe actions. One
of the more recent works is “Neurosymbolic Reinforcement
Learning with Formally Verified Exploration” [100]. The paper
introduces a reinforcement learning framework called REVEL.
Similar to [37], symbolic rules are used as a verification
step within the deep reinforcement learning loop providing
a safety shield that keeps the agent from executing unsafe
actions. Therefore, this application can be categorized as
“Learning-Reasoning”, showing how architecture can help to
improve the correctness and robustness of a system. The
paper demonstrates the results using a total of 10 benchmarks
and compares them with similar state-of-the-art approaches.
Compared to Deep Deterministic Policy Gradients (DDPG)
[101], the framework performs better in 7 out of 10 scenarios.
Compared to Constrained policy optimization (CPO) [102],
however, it performs better in only 4 out of 10 cases. The
survey “A Review of Safe Reinforcement Learning: Methods,
Theory and Applications” by Gu et al. [103] provides an
overview of safe reinforcement learning with many different
approaches often using neurosymbolic Al for verification pur-
poses. Additionally, the authors maintain a GitHub repository’
listing current works in this domain.

2) Verifiable Reinforcement Learning via Policy Extraction
[104]: Another approach to increase the interpretability and
transparency of the decisions of the sub-symbolic part of a
neurosymbolic system is to derive rules from predictions. The
neurosymbolic framework VIPER, which follows the “Learn-
ing for Reasoning” architecture, is doing this by deriving
rules from predictions of a neural network. These rules are
represented by a decision tree. This approach helps to make
decisions easier and more efficient to validate and verify.
Furthermore, it makes the decisions of the entire system more
transparent.

Shttps://github.com/chauncygu/Safe-Reinforcement-Learning- Baselines,
accessed: 12/09/2023
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A SELECTION OF PAPERS THAT USE SYMBOLIC AI FOR V&V OF THE

TABLE III

SUB-SYMBOLIC PART

Paper Category Summary V&V Aspect
Learning- Verify predictions | Increasing correct-
[100] Reasoning using a symbolic | ness and robustness
“safety policy” by ensuring a safe
output
Non Appli- | Convert 3D objects | Improves validity
[105] cable to code which is | by increasing the
then converted to | interpretability
3D shapes
Learning for | Learn a provable | Improves validity
[104] Reasoning decision-tree policy | by increasing the
interpretability
Learning for | Learn Improves  validity
[106] Reasoning programmatic by increasing the
policies from | interpretability

tasks  that can
be described by
Markov ~ Decision
Processes

Restrict a  DP | Validate predictions
model or overwrite | or restrict DL
its decision to allow | model to improve

Learning for
[38] Reasoning
or Learning-

Reasoning safe reinforcement | correctness and

(based  on | learning robustness

implementa-

tion)

Learning- Learning Verify learning

[107] Reasoning semantic video | results by checking

representations  in | against logical
a  neurosymbolic | specifications

weak  supervised
learning setup

3) Learning to Synthesize Programs as Interpretable and
Generalizable Policies [106]: This framework follows a simi-
lar approach as “Verifiable Reinforcement Learning via Policy
Extraction” [104]. The difference is that [106] does not use
limited policy representations in the context of decision trees,
but learns to synthesize a program soly on rewards. The
derived policies can make the decisions more transparent than
those of conventional DL methods.

4) Learning to Infer and Execute 3D Shape Programs
[105]: This application is interesting because unlike the others,
it does not quite fit Yu’s taxonomy [13] because it uses a
total of two sub-symbolic parts and one symbolic part. Again,
the symbolic part gives more accurate results and especially
increases transparency compared to existing DL methods. The
goal of the program is to represent a 3D object as 3D shapes.
For this, first, an object is represented as code by means
of a “Neural Program Generator”. Then a ‘“Neural Program
Executor” converts the code to 3D shapes. The code is human-
readable, and therefore it is possible to see which shapes
of the 3D object have been recognized. This increases the
interpretability.

5) LASER [107]: Huang et al. [107] present a weakly
supervised neurosymbolic learning approach to learn seman-
tic video representations. The approach receives videos and
spatio-temporal specifications in the form of linear temporal
logic (LTL) as inputs. During the learning process an “align-
ment score” of the specifications and the learned semantic
representation is calculated. This allows for a verification of
the learned representation. The alignment is optimized during

the learning process.

B. Assessing the Applicability of Current T&E/V&V Methods
to Neurosymbolic Al

In this section, we address opportunities we have through
current V&V methods to determine where these approaches
reach their limits in neurosymbolic applications.

1) Zero-shot Recognition via Semantic Embeddings and
Knowledge Graphs [108]: This method, which according to
Yu’s taxonomy [13] belongs to the category “Reasoning for
Learning”, deals with zero-shot learning. The approach deals
with unknown classes by using knowledge about previously
learned classes and additional semantic embeddings. It uses
both semantic embeddings and categorical relationships to
predict the classes of unknown pictures. The core of the
application consists of two components: One component is a
knowledge graph (KG), and the other is a graph convolutional
network (GCN). The paper uses multiple configurations of
datasets for its experiments. In the first one, the KG is based on
relationships from Never-Ending Language Learning (NELL)
[109] and images are taken from the Never-Ending Image
Learning (NEIL) [110] dataset. In the second configuration,
the KG is based on the WordNet [54] database while the
images for the GCN model’s training are taken from the
ImageNet [111] dataset. The KG can be validated with the
previously analyzed methods. The paper investigates how the
method behaves when noise is introduced in the KG and when
it is completely random. It is shown that the method is quite
robust even when noise is present in the KG. However, if
it is random, then the outputs are almost random guesses.
Therefore, while it is important that the KG is validated by
the GCN, which is the problem solver in this procedure, we
compensate for noise but do not need to validate the KG
perfectly and focus on the GCN. There are several types of
the still rather new GCN. The type used in the paper is based
on convolutional neural networks (CNNs). This would mean
that approaches such as [112] to find robustness guarantees in
GCNs could be used for verification and benchmarking tools
like [113], [114] for validation purposes. Even though there are
some works regarding V&V of GCN it is a rather unexplored
topic, which would be exciting to further investigate.

2) Alpha Go Zero [30]: AlphaGo Zero is an application
developed by DeepMind. It is able to beat the world’s best
players in games like Chess or Go. This application is not
listed in Yu’s [13] survey, but Kautz’s [12] uses it as an ex-
ample for his category Symbolic[Neuro]. If this method were
included in Yu’s taxonomy, it would belong to the category
“Learning for Reasoning”. A neural network evaluates the state
of the game on the sub-symbolic part of the application, while
a Monte Carlo Tree Search [115] tries to find the optimal
move for the given situation on the symbolic part. Therefore,
this application has a symbolic problem solver with a neural
network supporting the decision-making process. AlphaGo
Zero is trained by playing against itself in an attempt to find
better moves and thus better models. AlphaGo Zero’s model
trains itself and no human-generated data set is needed. This
means that the system does not need to be protected against
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noisy or manipulated data. In addition, it is not a safety-
relevant application. Therefore, robustness is not necessarily
in the foreground, since targeted manipulations would be
unlikely and futile. While the interpretability of AlphaGo
Zero’s decisions is interesting, it is not the priority when
testing or verifying the system. The goal of AlphaGo Zero is
to develop the strongest possible chess engine that can defeat
any opponent. For this reason, the main focus in testing the
program is on the correctness. To validate the Monte Carlo
Tree Search, all possible moves for each possible game state
would have to be evaluated to find the optimal solution. For
games like TikTakToe, this would not be a problem, but since
games like Chess or Go have too many different game states,
this would not be feasible with current technology. To simplify
this, the neural network looks at each game situation and
evaluates it. Since numerous game states are very similar
and similar moves would be optimal, the DL part tries to
identify these relationships between the different situations to
reduce the possibilities that need to be evaluated. This means
that in order for the symbolic problem solver to be able to
make the correct decision, the sub-symbolic part must have
assessed the situation correctly beforehand. Thus, a labeled
test data set would need to be created against which the
model could be tested to make sure the game states are
detected correctly. However, since AlphaGo Zero has never
been beaten by a human, it is impossible to decide whether
the human made a mistake in labeling or if AlphaGo Zero
made a mistake in evaluating a game situation if differences
occur. However, as improvements are constantly being made,
especially in the efficiency of this process, it is clear that even
though the models so far are very good, there is still room
for improvement. The only way to test AlphaGo Zero at the
moment is to let it play more games against itself to find
better models, even if this is very inefficient. For this reason,
however, optimizing the efficiency of AlphaGo Zero’s training
is also interesting, since the more efficient this is, the faster
better results can be obtained and thus the most important
property in this scenario, correctness, is also improved. To
summarize this; there is no current test framework that would
be applicable to an application like AlphaGo Zero.

3) DeepProbLog [116]: DeepProbLog is a neurosymbolic
Al framework belonging to the category learning for reason-
ing according to Yu’s taxonomy. The sub-symbolic part is
responsible for the low-level perception task, and the sym-
bolic part then uses the learning result to perform logical
inference. In their research, three sets of a total of six ex-
periments are conducted to demonstrate the different abilities
of DeepProbLog. In five out of six experiments, DeepProbLog
outperforms the DL model itself, showing better generalization
ability, less computational complexity and training time, and
higher sample efficiency. The tasks in the experiments are
the addition of single digits and multi-digits, sorting a list
of numbers, and the coin-ball problem [117], where the sub-
symbolic part is used to recognize the numbers or colors
in an image, and the symbolic part uses the classification
results to complete the addition operation or to calculate the
probability distribution. The sub-symbolic components used
in these tasks are convolutional neural networks (CNNs) with

basic architectures. The experiments used the MNIST data
set. Input testing could be conducted to expose robusteness
flaws [14]. Testing frameworks like DLFuzz could be used
to generate adversarial samples and improve the robustness
of the CNNs [118]. For the sorting task, the sub-symbolic
part uses recurrent neural networks (RNNs) which are similar
as the ones used in the work of Bosnjak et al. [119]. These
could be tested by TensorFuzz [120], which is used to find
undesired behaviors of RNNs. Also, cross-validation could be
used during the training to validate the models performance.
The symbolic part of DeepProbLog follows the inference
process of ProbLog: First, generate the ground instances the
query is based on; Second, rewrite the ground logic into a
propositional logic formula; Next, the formula is compiled into
a Sentential Decision Diagram (SDD) [121] for more efficient
evaluation; Finally, calculate the probability. Since this system
is based on propositional logic, the symbolic part is decidable
and could be verified e.g. using semantic tableau.

VII. OPEN CHALLENGES

Examining the current state of neurosymbolic Al and cur-
rent V&V methods, we have revealed numerous open chal-
lenges. These open challenges address neurosymbolic Al and
its applications in general, as well as the V&V methods for
both symbolic and sub-symbolic Al

a) Investigating New Neurosymbolic Architectures: The
term “neurosymbolic AI” is still relatively new at the time this
paper was written. As our research has shown, it is difficult
to find papers on the topic on the well-known platforms of
ACM and IEEE. However, this is not because no one uses
this concept, but because the term is not yet widely used in
the scientific community. The works by Kautz [12] and Yu et
al. [13] make important contributions by identifying and cate-
gorizing existing applications that use this technique. Similar
works are published frequently, but there is still no widespread
differentiation of different categories of neurosymbolic Al
and terms as well as clear definitions must be established
in the future. We have criticized Kautz’s taxonomy for the
fact that some of his categories are only theoretical with no
applications implementing them and thus some categories are
not practical at the moment. But this also shows that there are
many opportunities to combine symbolic with sub-symbolic
Al that have not been explored yet and are worth exploring to
find out what potential neurosymbolic Al has.

b) Efficient Verification of Logic Rules: Traditional meth-
ods like truth tables, which can be used to verify propositional
logic, are very computationally intensive as their run-time
depends on the number of parameters. This means that these
methods do not scale well. However, depending on how the
sub-symbolic part is related to the symbolic part, it may not be
necessary to fully verify the symbolic part. Neural networks
have the advantage that they can usually deal well with noise
in the data. That means, if the problem solver is the sub-
symbolic part and the symbolic part has only a supporting
function, it would be sufficient to approximate a complete
verification. This approach could be further investigated and
used to balance the computational cost and scalability with the
need for accuracy and logical correctness.
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c) Testing of Emerging DL Architectures: Methods for
testing the correctness, robustness, and other metrics for neural
networks are well-researched and are constantly being further
developed. It happens again and again that new designs
for neural networks are developed. These new architectures
require either new testing methods or the adapting of existing
ones. In the paper “Zero-shot Recognition via Semantic Em-
bedding and Knowledge Graphs” [108] a GCN is used on the
sub-symbolic part of the application. It would be interesting
to explore whether it is possible to apply methods such as
DLFuzz [91] here.

d) Comparing the Efficiency of Neurosymbolic Al with
Comparable Conventional Deep Learning Approaches:
Through neurosymbolic Al it is possible to perform the
training process of a DL model in a more targeted way,
since the symbolic part can guide and thereby support the
sub-symbolic part during training and the decision-making
process. Therefore, it would be interesting to compare whether
neurosymbolic Al applications are more efficient in terms of
runtime and possibly also in terms of energy consumption.
Measuring the efficiency of software systems and Al are
exciting topics that are currently being researched. Since
energy-efficient training Al can save costs for companies and
research institutions as well as protect the environment, it
is exciting to look at the influence of neurosymbolic Al on
the efficiency of training. The assessments could be based on
existing metrics and test procedures for evaluating the resource
efficiency of ML [122], [123].

e) Apply Current V&V Methods to Common Neurosym-
bolic Applications: It could be tested whether existing V&V
methods can be applied to common neurosymbolic applica-
tions as explained in the opportunities area. The currently
most popular neurosymbolic Al applications could be used as
examples. This could be extended and a testing framework for
neurosymbolic Al applications could be developed, because
there are some configurations that are frequently used. For
example, KGs are often combined with CNNs. Test frame-
works could be developed for these standard configurations
with respect to the architecture of the application.

f) Development of Dedicated Testing Frameworks for
Applications using Neurosymbolic Al: At present, there are
only a few frameworks for testing neurosymbolic applications,
as this is still a very new field. While our paper focuses
on testing the individual components and using symbolic
Al to test the sub-symbolic component within the system,
there are first frameworks that test the whole neurosymbolic
system as such. These testing frameworks are showing initial
success in domain-specific applications. For example, Large
Language Models (LLMs) are a popular area of application
for neurosymbolic Al. Accordingly, the paper [124] introduces
a “diversity measure” based on entropy, Gini impurity, and
centroid distance as a metric to determine the probability
of failure of LLMs. Furthermore, for the neurosymbolic
LASER [107] approach for learning semantic representations
of videos a new model checker was needed. Accordingly,
they implemented a model checker based on Scallop [125] for
verification purposes. This shows that there is a great need for
new model checkers and testing procedures for appplications

based on neurosymbolic Al

VIII. CONCLUSION

Within this paper, the current state of neurosymbolic Al was
investigated, as well as the current possibilities to test, evaluate
verify and validate neurosymbolic Al. Two taxonomies that
categorize neurosymbolic applications based on the system’s
architecture describing how the symbolic and sub-symbolic
parts of the application interact with each other were assessed.
Afterwards, the standard procedures to verify and validate
common approaches used on the symbolic as well as the sub-
symbolic part were surveyed. Based on this, it was analyzed
whether it is possible to apply these strategies to popular
neurosymbolic applications mentioned in recent surveys. It
was found that the applicability of current testing methods
strongly relates to the algorithms used on the symbolic and
sub-symbolic parts. While there are V&V methods for most
approaches used on the symbolic part, these are sometimes too
computationally expensive for large-scale projects. Therefore,
it is important to question how thorough the testing on this
side has to be, since neural networks can handle noisy data
well if the symbolic part is only supporting. For the sub-
symbolic side, current testing frameworks can often be used
for the V&V. These may be modified if necessary, however,
this area is still a vivid research area, and it may happen
that neurosymbolic applications use concepts for which no
current testing framework exist. Furthermore, some applica-
tions demonstrate how the symbolic part of the application
can be used to make neural networks more transparent, robust
or accurate. This approach offers many opportunities and
is still very unexplored, so it is exciting to explore this
technique in future works including different environments and
applications. In addition, it was found that there is a growing
need for dedicated testing frameworks specialized for domain-
specific neurosymbolic applications.
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