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During infections with the malaria parasites Plasmodium vivax, patients exhibit rhyth-
mic fevers every 48 h. !ese fever cycles correspond with the time the parasites take to 
traverse the intraerythrocytic cycle (IEC). In other Plasmodium species that infect either 
humans or mice, the IEC is likely guided by a parasite- intrinsic clock [Rijo- Ferreiraet 
al., Science 368, 746–753 (2020); Smith et al., Science 368, 754–759 (2020)], sug-
gesting that intrinsic clock mechanisms may be a fundamental feature of malaria par-
asites. Moreover, because Plasmodium cycle times are multiples of 24 h, the IECs may 
be coordinated with the host circadian clock(s). Such coordination could explain the 
synchronization of the parasite population in the host and enable alignment of IEC 
and circadian cycle phases. We utilized an ex vivo culture of whole blood from patients 
infected with P. vivax to examine the dynamics of the host circadian transcriptome and 
the parasite IEC transcriptome. Transcriptome dynamics revealed that the phases of 
the host circadian cycle and the parasite IEC are correlated across multiple patients, 
showing that the cycles are phase coupled. In mouse model systems, host–parasite cycle 
coupling appears to provide a selective advantage for the parasite. !us, understanding 
how host and parasite cycles are coupled in humans could enable antimalarial therapies 
that disrupt this coupling.

host–parasite interaction | intraerythrocytic development cycle | circadian rhythm |  
plasmodium vivax | gene expression

Malaria disease in humans, caused by infection with the parasite genus Plasmodium, 
remains a global health crisis with an estimated 241 million cases and 627,000 deaths 
worldwide in 2020 (1). E!ective treatment is complicated by the continued development 
of drug resistance, already established in Plasmodium falciparum and emerging in 
Plasmodium vivax (2–4). Drug resistance, combined with the threat of zoonotic jumps to 
humans by simian- infecting parasites (5), is motivating researchers to better understand 
fundamental Plasmodium biology in the hopes of revealing novel drug targets and inno-
vative and improved methods of treatment (6, 7).

"e multistage lifecycle of Plasmodium includes a distinct intraerythrocytic develop-
mental cycle (IEC) inside the host organism that is characterized by periodic rupture, 
egress, and (re)invasion of host erythrocytes (red blood cells, RBCs). While inside an RBC, 
Plasmodium is observed to progress through morphologically distinct stages ending with 
the schizont stage, during which the parasite undergoes multiple rounds of asexual division. 
"e resulting merozoites then rupture the RBC and rapidly infect new RBCs, beginning 
the cycle anew.

For human- infecting Plasmodium species, the infecting parasite populations synchro-
nously advance through the IEC, maintaining precise periods of 24, 48, or 72 h depending 
on the species. Recent evidence suggests that the maintenance of synchronized progression 
through the Plasmodium IEC, and thus the synchronized bursting of RBCs and subsequent 
release of parasites, is controlled by parasite- intrinsic molecular oscillators that may interact 
with host circadian cycles (8, 9). Like circadian clocks, the parasite clock appears to control 
large programs of transcriptional dynamics. Because intrinsic clock mechanisms were 
identi#ed in divergent Plasmodium species that infect both mouse and humans, we expect 
that intrinsic clock mechanisms are likely a fundamental feature of malaria parasites.

Intrinsic clock control of synchronized bursting on its own may provide a bene#t to 
the infecting parasite populations—either by overwhelming the host immune system (10) 
or through evasion of the immune response (11). Furthermore, alignment of the synchro-
nized IEC to the host circadian rhythm could bene#t the parasite by avoiding peaks of 
some immune activity that may be under circadian control (12, 13), such as rhythmic 
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$uctuation of immune cells in blood (14). Alternatively, parasites 
may time their reproduction to maximize access to host resources 
(15, 16). "is alignment could help explain the apparent reduced 
parasite #tness induced by misalignment of the IEC stage and 
mouse host circadian phase (13, 17, 18). However, whether the 
Plasmodium IEC aligns with the host circadian rhythms in humans 
is unknown.

Does the Plasmodium IEC align its intrinsic rhythm with the 
host circadian rhythms in humans? In this study, we examine the 
alignment of transcriptional phases of the P. vivax IEC to human 
host circadian rhythm across a cohort of 10 human- parasite pairs. 
Using high- resolution time series transcriptomics to measure both 
host circadian and parasite IECs, we observe a signi#cant corre-
lation between the phases of the parasite IEC and the host circa-
dian rhythm. "ese #ndings provide evidence that the oscillators 
controlling the parasite IEC in human- infecting Plasmodium 
parasites are coupled to the host circadian rhythm.

Results

Gene Expression Dynamics of Host and Parasite Cycles in 
Cultured Whole Blood from Infected Hosts Exhibit Rhythmic 
Behavior. Both circadian clocks (19) and intrinsic Plasmodium 
oscillators (8, 9) control well- ordered cyclic programs of 
transcriptome dynamics. To ask whether parasite and host rhythms 
were aligned, we simultaneously assayed transcriptome dynamics 
in both host and parasite using time series RNA- seq analysis on 
the blood of P. vivax–infected subjects.

Nineteen adult participants (anonymized as participants 01 
to 19) voluntarily presented at clinics in Na Chaluai and 
Buntharik Districts in Ubon Ratchathani Province, "ailand, 

seeking treatment for suspected malaria infection. Prior to treat-
ment, each participant underwent screening for study enroll-
ment (see Materials and Methods for study design and inclusion 
criteria details). Following the initial screening, 10 of the 19 
participants (participants 02, 08, 09, 10, 11, 13, 16, 17, 18, 
and 19) were enrolled in part B, and whole blood samples were 
collected and further divided into 16 samples (Fig. 1A). Other 
participants exhibited insu%cient parasitemia levels or did not 
meet all inclusion criteria. All eligible participants’ parasite  
populations were determined by microscopy to be well synchro-
nized (greater than 80%) in the early trophozoite developmental 
stage at the time of the screening (Dataset S1 and Fig. 1B).

Participants entered the clinics, were screened, and enrolled 
across a wide range of times of day (Fig. 1C). After a delay follow-
ing collection (Fig. 1C), each of the 16 whole blood aliquots was 
initially processed (Materials and Methods) and then frozen roughly 
every 3 h over 45 h (Fig. 1D). All but one sample (timepoint 
number nine corresponding to hour 24 for participant 18) sur-
vived for subsequent RNA sequencing (Fig. 1D). Reads from RNA 
sequencing of the remaining 159 samples were aligned to both 
human and P. vivax transcriptomes, quanti#ed using TPM and 
QN, and minimally postprocessed (Materials and Methods) to 
produce 10 pairs of 16- timepoint time series datasets capturing 
ex vivo, whole transcriptome abundance pro#les for human par-
ticipants and their P. vivax populations over 45 h. Read mapping 
percentages reported by the RNA sequencing read alignment are 
provided in SI Appenndix, Fig. S1.

We identi#ed periodic behaviors in the transcriptomes of both 
the parasite and the host over the time series representing the 
parasite developmental cycle and the host circadian cycle, respec-
tively (SI Appendix, Fig. S2 and Datasets S2 and S3). Focusing on 
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Fig. 1. Experimental protocol and data collection. (A) Diagram of the clinical study sampling design. Each participant underwent a single blood draw that 
is used for screening to ensure uncomplicated monoinfection by P. vivax, and a second draw used for RNA sequencing. If the microscopy screening showed 
asexual parasitemia ≥0.1% and hematocrit ≥25%, and parasites were observed to be well synchronized in the early or late trophozoite phase, the participant 
was enrolled, and a second blood draw was taken and divided into 16 parts for subsequent RNA- Seq analysis. (B) P. vivax developmental stage percentages at 
the screening time for each participant. (C) Times of day at which each study participant was screened and enrolled and the times of day of the first timepoints 
in the RNA- Seq time series experiments. (D) For each participant, the times relative to the start time at which each of the 16 samples were aliquoted and frozen 
for later RNA sequencing. (E) Representative z- score heatmaps of genes which exhibit periodic expression patterns at a specified period (24 h for human genes 
and 48 h for P. vivax genes) in participants 02 and 08. For each participant and each organism, periodic genes are taken to be those whose maximum expression 
across the time series is at least 1 QN TPM and which exhibit at least the same degree of periodicity as the top 5% of genes when ranked by the JTK periodicity 
score. Genes are consistently ordered in each pair by participant 02’s peak expression time during the first period.D
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rhythmic transcripts that are common to participant pairs, we 
observed a high degree of similarity in the ordering of peak expres-
sion and the dynamics of expression across all pairs of parasite 
IEC transcriptomes and many pairs of human circadian transcrip-
tomes (Fig. 1E,  SI Appendix, Fig. S3, and Datasets S2 and S3). 
Also, the periodic transcript programs of parasites and humans 
appear qualitatively to be largely well aligned. For example, subsets 
of rhythmic genes common to both participants 02 and 08 appear 
by eye to be consistently ordered in both the human and the P. 
vivax populations (Fig. 1E and Datasets S2 and S3). Moreover, 
there is a noticeable shift forward in expression peaks of participant 
08 compared with 02 in both the parasite sample and the human 
sample. "is suggests that participant 02’s host and parasite tran-
scriptional phases were both slightly ahead of participant 08’s. 
"ese qualitative phase shifts are apparent across many pairs in 
which heatmaps show enough consistency in gene order to make 
a qualitative assessment of the relative transcriptional phases by 
visual inspection (SI Appendix, Fig. S3 and Datasets S2 and S3). 
Analogous #gures—with each of the other participants serving as 
the reference—can be generated using the data and code reposi-
tories associated with this manuscript. See Datasets S2 and S3 for 
the lists of genes and the order they appear in heatmaps presented 
in this study, as well as time series expression pro#le statistics for 
all human and P. vivax genes with nonzero expression at some 
timepoint.

P. vivax Gene Expression Dynamics Are Similar to Previous 
Studies. "e ex vivo time series is an approach to examining both 
host and parasite rhythms by transcriptomic analysis. To verify 
that this approach was producing results similar to those observed 
previously in studies examining only host or parasite rhythms, we 
quantitatively compared our data to earlier studies.

Periodic transcription of temporally ordered genes in the IEC 
has been con#rmed in previous studies across di!erent malaria 
species (9, 20). Other studies involving P. vivax used an ex vivo 
system in which white blood cells were removed by #ltration and 
utilized a microarray platform for measuring transcriptome 
dynamics rather than an RNA- Seq platform utilized in this study 
(20). "us, these other studies were unable to simultaneously 
assess both parasite and host rhythms.

First, we compared P. vivax transcript dynamics in this study 
to the dynamics of three P. vivax isolates published in ref. 20. 
While phase- shifted mostly between 3 to 6 h from the P. vivax 
isolates in ref. 20, all ten participants displayed highly similar 
transcript dynamics to all three isolates (Fig. 2A). Temporal order-
ing of highly periodic genes appears to be conserved between the 
P. vivax parasites in our participants and the P. vivax isolates in 
ref. 20 (Fig. 2B and Dataset S3). In both studies, peaks of gene 
expression are evenly distributed throughout the IEC (Fig. 2B and 
Dataset S3). Also, the beginning of a second wave of gene expres-
sion—indicated by the increasing gene expression of early phased 
IEC genes later in the time series—is clearly visible (Fig. 2B). "e 
gene expression of some late IEC phased genes appears at the 
beginning of the time series in our participants (presumably from 
the previous cycle) (Fig. 2B and Dataset S3). Notably, participant 
09 appears phased almost halfway through the IEC cycle ahead 
of the other nine participants (Fig. 2A).

A Circadian Signal Is Detectable in Ex Vivo Whole Blood Samples. 
Previous studies examining circadian gene expression in human 
whole blood have found the circadian signal to be weaker than 
that found in other tissues in which many genes are known to be 
highly rhythmic (21, 22). We also expect that factors related to 
ex vivo sampling in our study could contribute to degradation 

of the circadian signal. For example, our samples were collected 
ex vivo, and so all environmental entrainment signals (e.g., light/
dark cycles and eating) have been removed, which may contribute 
to a reduced circadian signal as natural variability in oscillation 
periods will cause synchrony loss across a population or cells (23). 
Additionally, our study covers two circadian cycles (two 24- h 
periods), which can further dampen the circadian signal, due in 
part to synchrony loss. Finally, it is not clear that human peripheral 
blood mononuclear cells would remain healthy in ex vivo culture, 
which could certainly a!ect the circadian rhythm or the integrity 
and stability of transcripts.

In addition to ex vivo conditions, a variety of lifestyle and envi-
ronmental variables encountered by participants in this study 
could impact rhythmicity. Some of the participants are night shift 
workers, while others reported sleep disruptions (Dataset S1), 
both known factors that can impact circadian rhythmicity in blood 
(21, 22). Also, we cannot rule out the impacts, direct or indirect, 
that malaria infection may have on a person’s circadian rhythm.

To estimate the cumulative e!ect of the above issues on the 
detection of circadian rhythmicity, we compared our participants’ 
circadian transcriptomes to a controlled study that investigated 
the impacts of sleep deprivation on the circadian transcriptome 
in human whole blood (21). We found only a moderate decrease 
in the percentage of circadian transcripts found in our participants 
compared to participants under normal sleep conditions (Fig. 2C). 
"is moderate decrease in circadian signal in our participants 
compared to in vivo data under normal sleep conditions is com-
parable to those seen in participants with sleep- deprived condi-
tions compared to normal sleep conditions. In particular, the 
median percentage of rhythmic genes in the in vivo sleep study 
under sleep deprivation conditions dropped by between 0.46% 
and 1.82% across the range of thresholds, while our ex vivo study 
observed the percentage of rhythmic genes drop by between 0.4% 
to 2.24% across the same thresholds (Fig. 2C). In aggregate, 
approximately 60% of the rhythmic (JTK P value threshold below 
0.1) genes in the 10 participants in the present ex vivo study were 
also rhythmic in at least one of the 14 participants in the in vivo 
sleep study (SI Appendix, Fig. S4). Despite the relatively high 
number of total transcripts meeting this JTK P value threshold in 
all conditions, we found high variability in the identities of the 
periodic genes across participants (Fig. 2D). To investigate whether 
the rather limited overlap of cycling genes between participants 
was expected, or was a result of factors particular to this study, we 
asked whether a similar observation held for pairs of participants 
in the in vivo sleep deprivation study (21). We found that the 
median percentage of common rhythmic genes out of the com-
bined rhythmic genes among pairs of participants during the 
baseline normal sleep conditions in the in vivo study was only 
1.07% at the strict JTK P value threshold of 0.05. Under sleep 
deprivation conditions, this percent overlap dropped to 0.87%, 
compared to a 0.61% overlap observed among the ten participants 
in this ex vivo study (Fig. 2D). "ese percent overlaps increased 
to only 2.05%, 1.50%, and 1.13%, respectively, in the in vivo 
baseline condition, in vivo sleep deprivation, and ex vivo condi-
tion at the more relaxed JTK P value threshold of 0.1 (Fig. 2D). 
"ese comparative results suggest that a circadian signal observed 
in the whole blood of the ten participants in this study remains 
detectable ex vivo but may be partially degraded by a combination 
of internal and external factors.

P. vivax IEC Phase and Host Circadian Phase Are Correlated. 
Recent studies demonstrate that an intrinsic clock controls the 
IEC of some malaria parasite species (8, 9). In studies involving 
mice- infecting Plasmodium species with 24- h IECs, their cycles D
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appeared to be well aligned with the 24- h circadian cycle of the 
host (8, 17) and that alignment of parasite and host cycles was 
observed to be important to maintain parasite #tness. Here, we 
aimed to determine whether a similar alignment of the P. vivax 48- 
h IEC could be observed with the host circadian clock in humans.

By visual inspection, the apparent timings of peak expression in 
rhythmic P. vivax genes show notable qualitative shifts between pairs 
of participants (SI Appendix, Fig. S5A and Dataset S3). "e largest 
phase shifts between any pair of participants occurs between 09 and 
all other participants, which is consistent with the peak correlation 
shown in Fig. 2A, re#ned microscopy staging data (SI Appendix, 
Figs. S5B and S6) and physiological indicators (SI Appendix, 
Fig. S5C). For a detailed discussion of participant 09, see the 
Supporting Text in SI Appendix. We asked whether the phase shifts 
in P. vivax IEC rhythms between all participants correlated with the 
observed shifts in the host circadian rhythms. To address this ques-
tion, we developed a data- driven pipeline to estimate the relative 
circadian transcriptional phase shifts between human participants 
and, separately, the relative IEC transcriptional phase shifts between 
their infecting parasites (Materials and Methods).

If a P. vivax parasite, with its 48- h IEC, has aligned a particular 
phase of its cycle (e.g., the egress from host RBCs) to a particular 
circadian phase in the host, with a 24- h circadian cycle, then there 
would be a constant phase di!erence between the circadian phase 
of the host and twice the parasite IEC phase, as illustrated in 
Fig. 3A. Since P. vivax’s expected IEC period length is twice as 
long as a host’s expected circadian period, the time rate of change 
of the circadian phase should be twice the rate of change of the 
IEC phase. "erefore, if there is a parasite–host phase alignment, 
then the circadian phase di!erence between two hosts would be 
well correlated with twice the IEC phase di!erence between their 
parasite populations.

To estimate the transcriptional circadian phase di!erence 
between each pair of human participants, and separately the tran-
scriptional IEC phase between their parasite populations, we 
computed the circular mean phase di!erence between subsets of 
human and P. vivax genes that were most highly expressed and 
most highly oscillatory (at 24 and 48 h, respectively) in both 
samples (Fig. 3B and SI Appendix, Fig. S7 A and B). Speci#cally, 
within each species and for each participant, genes which exhibit 
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Fig. 2. Comparisons of RNA- Seq time series data to earlier studies. (A) The average pairwise Spearman correlation between one of the P. vivax (Sal- 1) isolates 
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the time of peak expression in participant 08. Analogous plots can be generated for the other participants using data and code repositories associated with 
this manuscript (SI Appendix, Table S3). (C) Box- and- whisker plots comparing the average percentage of expressed genes common to the three conditions and 
achieving the specified JTK P value thresholds. (D) Box- and- whisker plots comparing the average percent overlap among the rhythmic genes achieving the specified 
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at least 10 QN TPM during the time course were identi#ed, and 
the top 3% of these genes by their JTK periodicity score were 
retained. "is resulted in an average of 219.9 (57.5 IQR) human 
and 207.9 (14.5 IQR) P. vivax genes across the 10 participants 
and an average of 7.9 (5) human and 45.1 (37) P. vivax genes 
across the pairwise intersections (Table 1). For all pairwise inter-
section sizes, see the UpSet plots in SI Appendix, Figs. S8 and S9, 
and for complete lists of periodic gene identities and expression 
pro#les meeting these (and other) expression and periodicity 
thresholds, see the tables in Datasets S4–S19. From the genes in 
the pairwise intersections, 45 pairwise circadian phase di!erence 
estimates for human samples and 45 pairwise IEC phase di!erence 
estimates for P. vivax samples were computed. Fig. 3B and 
SI Appendix, Fig. S7 A and B shows phase di!erence histograms 
over rhythmic genes that are common to a participant pair. We 
observe that the distributions of phase shifts of the parasite genes 
are very tightly distributed, while there is larger variance in the 
circular distributions of phase shifts of the human genes (Table 1). 
Note that the mean phase shift of the human genes reinforces the 
qualitative observation that 02 is phase advanced relative to 08, 
as does the mean phase shift of the parasite genes (Fig. 3B).

"e inferred phase di!erences between participants need not 
be entirely consistent with one another. For example, the pairwise 
phase di!erence between samples A and C need not be equal to 
the sum of the di!erences between A and B and B and C, as would 
necessarily be the case if phases were assigned directly to each A, 
B, and C. Such inconsistencies may be due to di!erent numbers 
and identities of periodic genes in each pairwise intersection. It is 

expected that some pairwise phase di!erence estimates will be less 
reliable than others (SI Appendix, Fig. S7C).

To correct errors in the pairwise phase estimates and compute 
a single circadian phase estimate for each human sample and a 
single IEC phase estimate for each P. vivax sample, we inde-
pendently applied a phase synchronization method (24) to each 
collection of 45 pairwise phase estimates in hosts or parasites. 
Brie$y, phase synchronization determines a globally consistent 
choice of phase variables that best explain a collection of noisy 
pairwise phase di!erences. Unlike the pairwise circadian phase 
estimates, the P. vivax pairwise phase estimates were already 
remarkably globally concordant, exhibiting a high con#dence 
circular correlation of 0.996461 (P value: 0.000004) with the 
pairwise phase di!erence estimates computed after phase synchro-
nization (SI Appendix, Fig. S7C).

Importantly, our method of computing sample phase di!er-
ences is entirely data driven and depends on limited assumptions. 
For example, it makes no assumptions about particular transcripts 
that will re$ect a circadian phase in whole blood during malaria 
infection, and instead, it only assumes that the relative transcrip-
tional phases in each organism will be most reliably estimated by 
subsets of highly expressed genes oscillating with the correct 
period. Moreover, this process uses multiple subsets of overlapping 
gene sets to derive globally consistent estimates of phases that best 
explain the pairwise phase di!erences seen in the data, some of 
which will undoubtedly be less reliable than others.

To compare the relative phase di!erences and identify the 
degree of alignment between the host circadian and parasite IEC 
phases, we computed the circular correlation [(25), Materials and 
Methods] of the 10 pairs of estimated phases and found a circular 
correlation of 0.70 (P value: 0.019). "e signi#cance of the cor-
relation was computed using an exhaustive permutation test 
(SI Appendix, Fig. S7D and Materials and Methods). "e circular 
correlation between two random circular variables is 1.0 if and 
only if they di!er by a constant, and it is invariant under a constant 
phase shift of either sample. "e circadian and IEC phase pairs 
are plotted in Fig. 3C, in which proximity to the diagonal indicates 
the degree of agreement between the relative phases of the hosts 
and their parasites. "e signi#cant shift in participant 09’s esti-
mated IEC phase relative to the other parasite populations agrees 
with the by- eye estimate of 09’s relative phase advance based on 
the heatmaps shown in SI Appendix, Fig. S5A (Dataset S3) and 
the timepoint- wise correlation analysis shown in Fig. 2A. To see 
this, observe that 18 h in a 48- h cycle is 6!∕8 radians, which when 
multiplied by two yields a relative advance of 3!∕2 radians, which 
is equivalent to a relative delay of −!∕2 radians between 09 and 
the other participants, as seen in Fig. 3C. Notably, twice the 
inferred 09 P. vivax phase is in excellent agreement with the 
inferred 09 human phase (Fig. 3C). Given an alignment between 
the P. vivax IEC phase and the host circadian phase, there neces-
sarily will be two IEC phases corresponding to each host phase, 
(e.g., timepoint 0 and timepoint 24 in Fig. 3A). "us, it is not 
surprising that among hosts with similar circadian phases, we 
observe a parasite population which has progressed roughly half-
way through its IEC cycle relative to the other parasites. In this 
way, participant 09 is not an outlier, but rather con#rms 
expectation.

"e correlation between the estimated circadian phases and the 
time of day of the #rst timepoint in the RNA- Seq time series was 
found to be only 0.31 (P value: 0.178). To try and control for any 
underlying di!erences in the circadian phases of participants, we 
additionally computed correlations between circadian transcrip-
tional phases and the phases determined by the times between 
each participant’s #rst RNA- Seq measurement and their 

−π − /2π 0 π/2 π
P vivax.

−π

− /2π

0

π/2

π

H
um

an

02

0809
10

11

13

16
17

18

19

12 24
Time (Hours)

60 30 36

A
02

/0
8 

P.
 v

iv
ax

02 08 C

02
/0

8 
H

um
an

Ti
m

e 
of

 D
ayB

Host Circadian Cycle
Parasite IDC Cycle

Fig.  3. Human phase, P. vivax phase, and wall time circular correlations. 
(A) Cartoon illustrating the correspondences between elapsed time and the 
phases of a 48- h cycle and a 24- h cycle, indicating that the difference between 
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self- reported usual to- sleep and wake- up times as well as their 
self- reported recent sleep and wake times (Dataset S1) and found 
the correlation somewhat improved for the recent sleep- adjusted 
wall times to 0.44 (P value: 0.102) (Table 2) but remained below 
the host–parasite correlation.

"reshold restrictions on expression level and periodicity score 
could yield too few genes in the pairwise intersections of human 
samples to provide reliable estimates of circadian phases—as noted 
earlier, we observed high variability of the rhythmic human genes 
across participants (SI Appendix, Fig. S8). To assess the sensitivity 
of our conclusions to the choice of periodicity and activity thresh-
olds, we considered a wide range of thresholds, dramatically relax-
ing them in humans, thereby increasing the numbers of genes 
considered to be periodic, and increasing the average numbers of 
genes in the pairwise intersections between participants up to 
several hundred (Table 1, SI Appendix, Figs. S8 and S9, and 
Datasets S5–S19). We found that the conclusions are qualitatively 
insensitive, with high correlations [0.57 (P value: 0.054) to 0.71 
(P value: 0.023)] between host and parasite phases exhibited across 
the tested ranges of periodicity and activity thresholds (Table 2). 
On the other hand, a periodicity threshold that is too permissive 
could include genes with unreliable phase estimates. "us, we 
additionally tightened the human periodicity threshold and 

computed circular correlations implied by the top 1% most peri-
odic human genes meeting the 10 TPM expression #lter. In this 
case, only 21/45 pairwise intersections contained any genes, and 
many pairwise phase di!erences were estimated by the phase calls 
of a single gene (SI Appendix, Fig. S8 and Dataset S4). Still, this 
limited but highly periodic gene set implied a signi#cant correla-
tion between the host and parasite phases [0.56 (P value: 0.048), 
Table 2)].

Discussion

"is study demonstrates evidence that the transcriptional phase 
of the P. vivax parasite population during the IEC is well aligned 
with the circadian transcriptional phase of its human host. "is 
study does not address any mechanism(s) that may be driving the 
synchronization of individual parasites within the population, or 
the alignment with the host, although several theories have been 
put forward in other systems (16, 26, 27).

"is study a%rms that P. vivax patients can present with 80% 
trophozoites throughout the day (Fig. 1C and Dataset S1) and 
explains why clinicians should not expect to see fevers spiking at 
the same time every day in their malaria patients. However, the 
clinics in which volunteers were enrolled did not operate 24 h per 

Table 1. Periodic gene statistics
Threshold Periodic gene counts Gene intersection counts Phase shift variance

Expression

Periodicity
(human,  
P. vivax), % Human P. vivax Human P. vivax Human P. vivax

10 (1, 3) 74.7 (14.75) 207.9 (14.5) 0.95 (1) 45.1 (37) 1.6e- 02 (1.4e- 02) 1.6e- 03 (1.3e- 03)
(3, 3) 219.9 (57.5) 7.9 (5) 2.4e- 02 (3.3e- 02)
(5,5) 344.9 (68.75) 324.3 (34.5) 17.3 (9) 89.5 (55) 3.3e- 02 (2.4e- 02) 1.9e- 03 (1.9e- 03)

(10, 5) 736.2 (263.5) 68.8 (28) 4.0e- 02 (2.1e- 02)
5 (3, 3) 325.2 (66.25) 221.4 (10.25) 11.6 (6) 49.1 (27) 3.1e- 02 (2.6e- 02) 1.6e- 03 (1.3e- 03)

(5,5) 553.5 (65.75) 335.7 (32.5) 30.6 (13) 93.2 (54) 3.7e- 02 (2.1e- 02) 1.8e- 03 (1.8e- 03)
(10, 5) 1,036.0 (105.0) 104.2 (37) 4.3e- 02 (2.7e- 02)

1 (3, 3) 583.3 (127.0) 223.7 (12.75) 22.2 (11) 49.5 (27) 3.7e- 02 (2.6e- 02) 1.7e- 03 (1.6e- 03)
(5,5) 982.8 (201.75) 339.5 (30.75) 56.9 (27) 94.1 (53) 4.1e- 02 (2.4e- 02) 1.9e- 03 (1.9e- 03)

(10, 5) 1,933.7 (796.0) 207.8 (77) 4.6e- 02 (2.8e- 02)
The average counts of periodic genes across participants, the average counts of the pairwise intersections across all participant pairs, and the average circular variances of pairwise phase 
shift estimates of periodic genes across all participant pairs with two or more overlapping genes. Interquartile ranges are given in parentheses. Periodic genes are taken to be those whose 
maximum expression across the time series is at least the specified expression threshold in QN TPMs and which exhibit at least the same degree of periodicity as the top X of these genes 
when ranked by the JTK periodicity scores. Pairs of periodicity thresholds specify those used for humans and P. vivax samples.

Table 2. Phase circular correlations
Threshold Phase circular correlation

Expression

Periodicity
(human, P. 

vivax), % P. vivax Wall time
Adjusted by 
recent sleep

Adjusted by 
recent wake

Adjusted by 
usual sleep

Adjusted by 
usual wake

10 (1, 3) 0.56 (0.048) 0.45 (0.09) 0.41 (0.119) 0.24 (0.249) 0.27 (0.229) 0.156 (0.336)
(3, 3) 0.70 (0.019) 0.31 (0.178) 0.44 (0.102) 0.16 (0.338) 0.22 (0.235) 0.23 (0.298)
(5, 5) 0.66 (0.037) 0.20 (0.291) 0.33 (0.160) 0.06 (0.430) 0.18 (0.276) 0.18 (0.362)

(10, 5) 0.71 (0.022) 0.02 (0.553) 0.11 (0.337) −0.11 (0.594) −0.09 (0.630) 0.01 (0.608)

5 (3, 3) 0.59 (0.053) 0.15 (0.355) 0.35 (0.148) 0.04 (0.449) 0.10 (0.363) 0.14 (0.407)
(5, 5) 0.65 (0.039) 0.08 (0.450) 0.21 (0.252) −0.10 (0.574) 0.01 (0.471) 0.03 (0.562)

(10, 5) 0.63 (0.062) −0.07 (0.648) 0.05 (0.447) −0.16 (0.638) −0.15 (0.738) −0.10 (0.673)

1 (3, 3) 0.57 (0.054) 0.18 (0.322) 0.33 (0.176) −0.12 (0.612) 0.08 (0.416) −0.01 (0.526)
(5, 5) 0.60 (0.048) −0.02 (0.553) 0.08 (0.410) −0.23 (0.718) −0.12 (0.659) −0.15 (0.666)

(10, 5) 0.62 (0.043) 0.01 (0.517) 0.11 (0.376) −0.14 (0.621) −0.06 (0.587) −0.08 (0.623)
The circular correlations between human circadian phases and either P. vivax phases, wall times or sleep/wake- adjusted wall times. Empirical P values are given in parentheses. Periodic 
genes are taken to be those whose maximum expression across the time series is at least the specified expression threshold in QN TPMs and which exhibit at least the same degree of 
periodicity as the top X% of these genes when ranked by the JTK periodicity scores. Pairs of periodicity thresholds specify those used for humans and P. vivax samples.D
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day, and study B participants were required to have parasite pop-
ulations in a speci#c IEC stage. "e combination of these two 
constraints could, in principle, bias the alignment between host 
and parasite phases, but only if there were very tight coupling 
between both the coarse IEC stage and the IEC transcriptional 
phase, and separately the human transcriptional phase and the 
time of day. "is concern is ameliorated by the fact that no par-
ticipant was rejected due to their parasites being in the wrong stage 
and because participant 09’s parasites indicate that the IEC stage 
inclusion criteria were not highly restrictive to the range of allow-
able parasite transcriptional phases. Moreover, we observe a rather 
low correlation between the host phase and the time of day, which 
further diminishes concern about any spurious correlation between 
the hosts and their parasites caused by study constraints.

"e rather weak observed circular correlation between the par-
ticipants’ circadian phases and the time of day may have several 
explanations. Importantly, there exists substantial interindividual 
variability in the physiological and behavioral manifestations of 
the circadian system (28, 29), with the distribution of the so- called 
chronotypes in human populations exhibiting a wide spread—up 
to 6 h according to some studies (30, 31). In addition to light as 
an entrainment signal, behavioral factors that could not be entirely 
controlled for, such as sleep/wake times, feeding times, and exer-
cise are also external cues that can variably in$uence internal phas-
ing of parts of the circadian system (32). Moreover, the rate and 
degree of circadian phase adjustment to disruptions or misalign-
ments between behavioral cues and the time of day, as seen in shift 
workers for example, is highly variable (33). Multiple subjects in 
the study reported working at night. Finally, we cannot con#rm 
nor rule out the possibility that the parasite populations, through 
some yet unknown mechanism, are actively perturbing the phase 
of the host clock to match its IEC phase, as has been seen in other 
systems (8, 34).

Across the entire volunteer cohort, we observe a signi#cant 
correlation between the parasite IEC phases and host circadian 
phases. However, not all participants show the same degree of 
alignment. One possible explanation is that coupling between the 
host and the parasite population is a transient phenomenon that 
requires some amount of time (following egress from the liver and 
initialization of the IEC) to become established. From a dynamical 
systems perspective, this is a plausible explanation if the alignment 
of phases has not already been established during the liver stage 
since the entrainment of coupled oscillators is known to be a 
transient phenomenon in many biological systems and their mod-
els (35, 36). Interestingly, participant 16, who exhibits one of the 
largest disparities between host and parasite phases, had no 
gametocytes present in their parasite population by blood smear 
microscopy and reported their fever start date on the same day 
they entered the clinic and the study (Dataset S1). "ese obser-
vations are consistent with a very recent entry into the IEC and 
the observation that the concentration of parasites that produce 
gametocytes increases over the course of infection (37). Note that 
participant 09 also did not show any gametocytemia.

"ere are multiple limitations of this study. For one, the cohort 
of participants is small, making it di%cult to control for a variety of 
potentially confounding factors such as age, prior infection, and days 
since initial infection. Also, transcriptional determinants of IEC and 
circadian phases from ex vivo whole blood measurements are neither 
known nor expected to be identical for all individuals. Our 
data- driven solution requires choices of thresholds to de#ne gene 
lists, and although the conclusions have been shown to hold over a 
wide range of thresholds, the circadian signals may be corrupted to 
some extent by the inclusion of irrelevant genes and/or degraded by 
the omission of relevant genes. We speculate that degradation of the 

circadian signal could be further exacerbated by the choice to only 
compute 24- h periodicity scores of each transcript pro#le, which is 
justi#ed by the constraints on the temporal resolution of the 
RNA- Seq time series and the fact that the free- running circadian 
periods are known to be highly concentrated around 24 h across 
individuals (study participants in ref. 38 exhibited a range between 
23.56 to 24.70 h), unlike circadian phasing that shows greater var-
iance. Finally, we cannot rule out the possibility that some other 
choices of expression or periodicity thresholds, a di!erent method 
of determining what constitutes experimental noise, or some other 
quanti#cation and ranking of transcript periodicity would yield dif-
ferent conclusions.

"e dataset analyzed in this study represents a rich collection 
of dynamic gene expression data and participant metadata, the 
depths of which we have only started to explore. Di!erential 
expression analysis may enable comparisons between participants 
and provide hypotheses for correlates with metadata variates. A 
detailed study of the expression dynamics of participant 09 before 
and after apparent parasite egress may help distinguish between 
potential core oscillator components that may be part of an intrin-
sic oscillator driving rhythmic gene expression and those which 
may be driven by external cues not present ex vivo. Excitingly, 
gene regulatory network inference tools may be able to elucidate 
interactions between host molecular circadian cues and parasite 
IEC to suggest mechanisms of population synchrony and/or par-
asite–host phase alignment.

Our #nding that the parasite IEC appears to be aligned to the 
host circadian cycle raises important questions. First, what is the 
selective advantage of this alignment? Although there is evidence 
for increased parasite #tness when parasite IEC and host circadian 
cycles are aligned in mouse systems (17), the mechanism of the 
advantage is not yet well established. We expect that parasite #tness 
is also aided in human systems.

A second critical question is by what mechanism is the intrinsic 
oscillator of the parasite and the circadian clock of the host cou-
pled? One possibility is that there are chemical or physiological 
signals that can be read by either or both the host and pathogen 
that enable them to phase align. While it is tempting to speculate 
that the parasite oscillator is simply entraining to host signals, it 
is also possible that the parasite is perturbing the host circadian 
clock to achieve phase alignment.

It has been suggested by studies involving the mouse- infecting 
P. chabaudi parasite that host eating schedules may serve as a 
mechanism of parasite population synchronization and devel-
opmental stage timing (15, 16, 39–41). For example, ref. 
15 concludes that parasite proliferation occurs during host food 
intake and (16) suggests that food intake controls the timing 
of parasite di!erentiation and schizogony. Finally, by studying 
malaria synchrony in mouse mutants with disrupted circadian 
oscillators, ref. 39 concludes that malaria parasite replication is 
most likely coordinated to nutrient availability, and not coor-
dinated to the core clock proteins Per1 and Per2. However, 
recent #ndings in a mouse system suggest that host circadian 
clock components may be more important than feeding time 
for parasite synchrony (8).

We cannot con#rm nor rule out the role of eating as a popula-
tion synchronizer or as a phase entrainment signal for P. vivax in 
humans. Because the conclusions of this study are based on tran-
scription dynamics in whole blood, we cannot distinguish between 
the roles played by circadian signals in the blood within the ex vivo 
culture or other physiological signals that entrained the parasite 
cycle before blood was drawn. Although Per1 and Per2 are core 
clock components in many mammalian tissues, and have been 
seen to exhibit 24- h transcriptional rhythmicity in human D
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peripheral blood mononuclear cells (42), they are not seen to be 
robustly rhythmic in transcriptional pro#ling of whole blood sam-
ples. Moreover, other circadian signals, including nontranscrip-
tional 24- h oscillations such as peroxiredoxins redox cycles (43), 
are also present in human blood and may in$uence the transcrip-
tional circadian signal we observe in our whole blood samples. 
While the peroxiredoxin cycle in humans does not appear to in$u-
ence the rhythmicity of the malaria IEC (9), it is possible that it 
could in$uence the phasing of the IEC in whole blood samples.

"e discovery of the molecular signals that coordinate the 
phases of the P. vivax IEC and the host circadian rhythm will likely 
have important implications for new antimalarial therapies. If this 
coordination between parasite and host rhythms increases the 
#tness of the parasite in humans as it does in mouse systems, then 
disruption of these signals could reduce parasite #tness and poten-
tially reduce the severity of disease.

Materials and Methods
Further Materials and Methods details can be found in SI Appendix.

Study Design.This was a minimal risk study enrolling Thai adults diagnosed 
with P. vivax by rapid diagnostic test or microscopy at various medical facilities 
in Na Chaluai and Buntharik Districts in Ubon Ratchathani Province, Thailand, 
between September and November 2016. Those meeting initial inclusion criteria 
(age >18 y) and exclusion criteria (no signs/symptoms of severe malaria, no 
antimalarial use in the past 4 wk and not pregnant), underwent venipuncture for 
peripheral blood smear and complete blood count (CBC). Smears were read by 
two trained microscopists to verify parasite species, determine the intraerythro-
cyte development cycle (IEC) stage (e.g., percentage early and late trophozoites 
and schizonts), and, using CBC results, quantify asexual and sexual parasitemia. 
Participant details such as age and sex are available in the attached metadata 
(Dataset S1). All subjects provided written informed consent, and the study pro-
tocol was approved by the Walter Reed Army Institute of Research Institutional 
Review Board (IRB #00000794), the Ethical Committee for Human Subject 
Research Ministry of Public Health, Thailand (IRB #00001629), and the Duke 
University Institutional Review Board (IRB #00000125).

Sample Processing and Lab Procedures.Giemsa- stained thick and thin blood 
smears were prepared, and asexual and sexual parasitemia were independently 
determined by two microscopists using parasite counts per 200 white blood cells 
(thick smear) or per 5,000 RBCs (thin smear). Discordant readings were read by a 
third blinded microscopist and triggered if there was a difference between reader 
A and B in species, in category assignment for part A, and for difference greater 
than 50% for part A high parasitemia group (>0.19%) or for part B. The percentage 
of the parasites in each IEC stage (early and late trophozoites and schizonts) was 
determined from total parasite asexual counts obtained during readings.

Real- Time PCR Detection of Malaria.The whole blood samples (0.2 mL) col-
lected from part B participants and stored in EDTA tubes were kept frozen at −80 
°C. Parasite DNA was extracted using the EZ1 DNA blood kit with an automated 
EZ1 Advanced XL purification system (Qiagen, Hilden, Germany) to determine 
the infecting Plasmodium species. All participants were determined to have  
P. vivax monoinfection. PCR primers and probes are listed in SI Appendix, Table S1.

RNA Isolation and Sequencing.Frozen cell pellets were used for RNA extraction 
using the Agencourt RNAdvance Blood RNA purification kit and associated protocols. 
Samples were cleaned before sequencing with the Zymo Research OneStepTM PCR 
Inhibitor Removal Kit. Isolated RNA was sequenced at the Sequencing and Genomic 
Technologies Share Resource at Duke University. Libraries were constructed using 
a kit specific for blood that depleted both ribosomal and globin RNAs. Sequencing 
was performed on an Illumina HiSeq 4000.

Quantitating RNA Sequencing Data.Each participant's set of Fastq files were 
aligned to human and parasite genome reference files using STAR (version 2.7.5c) 
(44) and quantified using RSEM (version 1.3.3) (45). STAR and RSEM indices were 
first built using the Gencode v36 reference (reference sequence file GRCh38.pri-
mary_assembly.genome.fa and annotation file gencode.v36.primary_assembly.

annotation.gtf) for human genome alignment and the PlasmoDB v50 (refer-
ence sequence file PlasmoDB- 50_PvivaxP01_Genome.fasta and annotation 
file, PlasmoDB- 50_PvivaxP01.gff—which was first converted to a .gtf file using 
the new code scripts created for this study (SI Appendix, Table S3)—for parasite 
genome alignment. For exact STAR commands used, see SI Appendix and code 
repositories associated with this manuscript.

Removal of Unexpressed Genes.Genes which appear in the comprehensive 
gene annotation file but which were not expressed (i.e., 0 TPM units) at any 
timepoint by a participant or parasite population were removed.

Removal of Duplicated Pseudoautosomal Genes. Within the GENCODE compre-
hensive gene annotation file used for this study are 44 genes with duplicate copies in 
the pseudoautosomal regions on the X and Y chromosomes (SI Appendix, Table S2). 
Since each of these 44 pairs contained two copies of the same gene, quantification 
resulted in 44 pairs of duplicated expression profiles for each study participant. 
Because each participant is male, we added together the duplicate expression pro-
files in the 44 pairs and retained only a single copy of the duplicated genes. In this 
way, we ensured that pseudoautosomal genes could not have an outsized influence 
in downstream analyses (e.g., circadian phase estimates) if these genes were found 
to be highly periodic and sufficiently highly expressed.

Quantile Normalization.Species- specific quantile normalization (QN) was inde-
pendently applied to each participant’s samples and each participant’s parasite 
samples. For details on the QN procedure, see SI Appendix.

Interpolation of Time Series Expression Data.Participant 18’s h- 24 timepoint 
sample was accidentally destroyed prior to RNA sequencing. Expression levels for 
this timepoint were interpolated following QN using Piecewise Cubic Hermite 
Interpolating Polynomial (PCHIP) interpolation (46). PCHIP interpolation was 
also used to upsample the P. vivax microarray expression time series reported in 
ref. 20 from 6- h sampling to 3- h sampling prior to the timepoint correlation analysis 
presented in Fig. 2A. Missing timepoints in ref. 21 were also interpolated using PCHIP.

Transcript Periodicity and Phase Estimation.The phase and periodicity of 
each transcript at a specified period were quantified using the periodicity detec-
tion algorithm, JTK- CYCLE (JTK) (47). For all human and P. vivax samples, including 
those from earlier studies, periods were fixed at 24 or 48 h, respectively. Each 
transcript was also assigned the corresponding minimal Bonferroni- adjusted  
P value which was used throughout to quantify each transcript’s periodicity at the 
specified period. Only transcripts whose QN abundance level exceeded a speci-
fied threshold of activity at a minimum of one point during the time series were 
retained for further analyses, even if a transcript was highly oscillatory according 
to JTK. Ranges of periodicity and activity thresholds were analyzed to ensure that 
results were insensitive to these choices (Tables 1 and 2).

Circadian and IEC Phase Estimation.To estimate the transcriptional circadian 
phase, !k , of each participant and the transcriptional IEC phase, !k , of each para-
site sample ( k = 1, . . . , 10 ), we first identified transcripts that exceeded specified 
periodicity and activity thresholds for each of the 10 human samples and separately 
for each of the 10 P. vivax samples. The 45 pairwise intersections of the human tran-
script lists, and separately the P. vivax lists, were computed to determine the most 
oscillatory and most highly expressed human or P. vivax transcripts common to that 
pair. The circular difference between the JTK phase estimates was computed for each 
transcript in each of the pairwise intersections, and the sample circular mean (48) 
was computed for each pair of samples, separately for humans and parasites. The 
eigenvector method for solving the angular (phase) synchronization problem (24) 
was used to compute globally consistent transcriptional circadian phases (up to rota-
tion by a constant) for each of the 10 human samples. Likewise, using the pairwise 
IEC phase difference estimates, we computed globally consistent estimates of the 
transcriptional IEC phases for each of the 10 P. vivax samples.

Circadian, IEC, and Wall Phase Correlation Analysis.To quantify the degree 
of correlation between the estimated circadian and IEC phases, the sample circu-
lar correlations (25) between "̂ =

[

"̂1, . . . , "̂10

]

 and 2"̂ =

[

2"̂1, . . . , 2"̂10

]

 

were computed, where "̂k and "̂k are, respectively, the circadian phase and IEC 
phase estimates of participant k . The circular correlation between the estimated 
transcriptional circadian phases and the wall- time phases was also computed. We D
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further computed circular correlations between the circadian phases and the circular 
differences between each participant’s time series start time and their self- reported 
usual wake times. Finally, we computed correlations between the circadian phases 
and the circular differences between each participant’s self- reported recent wake 
time by adjusting the usual wake time by the self- reported recent changes in sleep 
habits (Table 2 and Dataset S1). To measure the significance of the sample circular 
correlations, we computed empirical P values through exhaustive permutations of 
the estimated transcriptional circadian phases.

Data, Materials, and Software Availability. RNA- Seq data; original code 
and processed data have been deposited in Gene Expression Omnibus and 
GitLab (GSE209877 (49); https://gitlab.com/biochron/2023-human-vivax- 
coupling) (50). Previously published data were used for this work. 1. Supporting 
 information datafiles SD1.xls, SD2.xls, and SD3.xls, reported in ref. 20, 10.1073/
pnas.0807404105. 2. Datafiles reported in ref. 21, GSE56931.
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