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Abstract. This paper concerns the computation and identification of the (homological) Conley index over the
integers, in the context of discrete dynamical systems generated by continuous maps. We discuss the
significance with respect to nonlinear dynamics of using integer as opposed to field coefficients. We
translate the problem into the language of commutative ring theory. More precisely, we relate shift
equivalence in the category of finitely generated abelian groups to the classification of Z[t]-modules
whose underlying abelian group is given. We provide tools to handle the classification problem but
also highlight the associated computational challenges.
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1. Introduction. This paper concerns the computation and identification of the (homo-
logical) Conley index in the context of a discrete dynamical system generated by a continuous
map f: X — X.

The Conley index [9, 30, 25, 33, 12, 24] is a powerful algebraic topological invariant
for the analysis of nonlinear dynamical systems for at least two reasons. First, it can be
computed using finite data and thus is applicable in the context of computational or data-
driven dynamics. Second, there are a variety of theorems in which knowledge of the Conley
index leads to information about the structure of the dynamics, e.g., existence of nontrivial
invariant sets [9], heteroclinic orbits [10], fixed points [31, 22|, periodic orbits [23], chaotic
dynamics [24, 33, 11], etc.

Let f: X — X be a continous function. The computation of the Conley index begins with
the identification of a pair of compact subsets Py C P; of X, called an index pair [30], where,
for the sake of simplicity, we assume that f(P;) C int(P;), ¢ = 0,1, and int denotes interior.
The (homological) Conley index of the index pair is the shift equivalence class of the index
map, i.e., the induced map on homology

*Received by the editors March 12, 2023; accepted for publication (in revised form) September 18, 2023; published
electronically December 7, 2023. The U.S. Government retains a nonexclusive, royalty-free license to publish or
reproduce the published form of this contribution, or allow others to do so, for U.S. Government purposes. Copyright
is owned by SIAM to the extent not limited by these rights.

https://doi.org/10.1137 /23M1558410

Funding: The first author was partially supported by the National Science Foundation (NSF) under award
DMS-1839294 and HDR TRIPODS award CCF-1934924, DARPA contract HR0011-16-2-0033, National Institutes
of Health award R01 GM126555, and Air Force Office of Scientific Research under award FA9550-23-1-0011. The
first author was also supported by a grant from the Simons Foundation. C. W. was supported by NSF grant 2001417.

TDepartment of Mathematics, Rutgers University, New Brunswick, NJ 08854 USA (mischaik@math.
rutgers.edu, weibel@math.rutgers.edu).

809

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/26/24 to 24.184.204.214 . Redistribution subject to STAM license or copyright; see https://epubs.siam.org/terms-privacy

810 KONSTANTIN MISCHAIKOW AND CHARLES WEIBEL

fe: Ho(Pr, Pyy k) = Hy(Pr, Pos k).

(See section 2 for the definition of shift equivalence.) The Conley index is important because,
if (P1,Py) and (P'y,P’y) are index pairs with the property that the maximal invariant sets
under f in P;\ Py and P’1\ P’y are the same, then the associated Conley indices are the same.
The converse need not hold.

Computational identification of index pairs is relatively easy [1, 7, 6] but highly dependent
upon the particular approximation used in the computation. An efficient algorithm for com-
puting f,. exists and has been implemented [14]. If k is a field, then shift equivalence reduces
to the computation of the rational canonical form of fp,, for which there exists an efficient
algorithm due to Storjohann [32]. This algorithm has been implemented in the context of
Conley index computations [6].

These computational tools allow one to study explicit families of dynamical systems, e.g.,
mathematical models of the form f: X x A — X, where f is a continuous function and both
the phase space X and the parameter space A are compact. Examples include population
dynamics [1, 7, 21], epidemiology [18], lattice dynamics [7], and the understanding of Newton’s
method [6]. These works are cited because they use a similar approach to extracting an
understanding of the global dynamics over large ranges of parameters. In each case, the
parameter space is divided into a finite but reasonably large set of regions (in the case of
(6], the four-dimensional parameter space is divided into 22* regions). For each region of
parameter space, numerical computations lead to the identification of numerous index pairs
associated with distinct dynamics. The associated Conley indices are then computed (using
coefficients Zs, Zs, or R). This provides a “database” of Conley indices, which, at a minimum,
provides information about the type of dynamics that the model can exhibit, e.g., fixed points,
periodic orbits, or chaotic dynamics. If the numerical computations are done with rigorous
bounds, then the resulting index information is provably correct. We do not know of an
alternative technique that is capable of providing such extensive rigorous information about
explicit families of dynamical systems.

Note that, for the above-mentioned index computations, k is chosen to be a field, for
the simple reason that we do not have efficient algorithms for computing shift equivalence
when k = Z. This raises the following question: Is essential information about dynamics lost
by working with field coefficients? The answer is yes, as is demonstrated by the following
example.

Ezxample 1.1. Consider two invariant sets for a one-dimensional map f: R — R. Let the
first invariant set consist of two unstable hyperbolic fixed points {zg,z1} such that f(xg) =z
and f'(x3) = (—1)*2for k =0, 1. Let the second invariant set consist of an unstable orientation-

preserving period two orbit {yo,y1}, where f(y0) = y1, f(y1) = yo, and (f?)(yr) = 2. Using
the simplest possible index pairs (see [24]), the associated index maps on Hp are

(1.1) <_01 2) and ((1) é)

respectively. Since the eigenvalues for both these matrices are +1, they are shift equivalent
over any field. However, a simple calculation shows that they are not shift equivalent over
Z (see Lemma 3.1 and Example 3.2 below for a more general analysis). This example shows
that the Conley index can distinguish between an invariant set consisting of two fixed points
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and a period two orbit—clearly a result of interest in dynamical systems—but requires the
use of integer coefficients.

Equation (1.1) leads to a more refined question: How much information concerning the
dynamics is lost by computing the Conley index with field coefficients? Clearly, field coefficient
information may not allow us to distinguish between fixed points and periodic orbits, but
Example 7.8 suggests that more dramatic potential failures are possible. A complete resolution
to this question appear to be extremely technical but fortunately appears to be beyond the
immediate needs of current applications. Thus, the focus of this paper is on providing the
reader with hopefully useful insights on how integer computations could be done and a sense
of the algebraic challenges that need to be addressed to perform these computations, with the
hope that further progress can be attained.

To perhaps further whet the reader’s appetite, in section 3, we will show that every 2 x 2
matrix with eigenvalues +1 is shift equivalent to either ({ %) or (9}), but not both. Here
is the significance of this result. Suppose that the induced map on homology of the index
map is identified as having characteristic polynomial 2 (x? — 1). In this case, (1.1) provides
a complete identification of the homology Conley indices. Unfortunately, as is made clear in
this paper, this kind of identification is difficult in general.

The major conceptual advance of this paper is to translate the problem of identification
of shift equivalence to the classification of Z[t] modules. Recall that k[t] denotes the ring of
formal polynomials with coefficients in & (see [2]). The starting point for our analysis is the
following observation: a k-module A with an endomorphism « may be regarded as a kt]-
module, M = (A, ). Indeed, given a k[t]-module M, multiplication by ¢ is an endomorphism
of the underlying k-module. Conversely, given an endomorphism « of a k-module A, we obtain
a k[t]-module structure on A by letting t act on x € A by t-x = a(x).

Here is our module-theoretic interpretation of shift equivalence; the proof is given in
section 2.

Proposition 1.2. Let a: A — A and B: B — B be endomorphisms of finitely generated
abelian groups, and let M = (A,«) and N = (B, ) be the associated Z[t]-modules. Then, «
and B are shift equivalent (denoted by o~ B) if and only if M [t = N [t7'] as Z [t,t71]-
modules.

As a consequence, the issue of whether two index pairs have the same homological Conley
index is decidable because it reduces to determining whether two Z[t,t~!]-modules are iso-
morphic; see [4]. Most of this paper is focused on discussions related to the determination of
these isomorphism classes.

Here is an outline of this paper. Section 2 provides a brief discussion of the Conley index
and explains why, for computational reasons, we restrict our attention to the homological
Conley index. The problem of shift equivalence is then translated into the realm of commu-
tative ring theory, and the proof of Proposition 1.2 is presented. In section 3, we provide an
elementary result in the setting that the endomorphisms are invertible and apply it to the
matrix algebra associated with Example 1.1.

The complexity of this result motivates our focus on the case M = (Z2,T). We use the
form of the characteristic polynomial x(¢) = det(t- I —T') to organize our presentation. In
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section 4, we consider the case where () factors into linear terms. If x(t) is irreducible, then
the problem of shift equivalence breaks up into two additional cases: Z[t]/(x) is a Dedekind
domain, which is dealt with in section 5, and Z[t]/(x) is not a Dedekind domain, which is
addressed in section 6. In each of these sections, we provide a fundamental algebraic technique
for identifying classes of shift equivalence, examples of how this technique can be employed,
and a brief remark highlighting the technical difficulty of considering higher-dimensional cases,
ie., M = (Z",T). Section 7 expands on the use of the results of section 6.

We conclude in section 8 with a brief discussion of shift equivalence in the setting of finite
abelian groups.

2. Translation into algebra. The goal of this section is the proof of Proposition 1.2, which
states that the problem of identifying the shift equivalence class of a Z[t]-module M (repre-
sented by an endomorphism « of the underlying abelian group) is equivalent to identifying
the isomorphism class of the related module M[t~!]. We begin by reviewing the necessary
concepts and notation.

Definition 2.1. In any fized category, endomorphisms a: A — A and B: B — B are shift
equivalent, written o ~4 B, if there exist morphisms r: A — B and s: B — A and a positive
integer m € Z such that

(2.1)
(i) roa=por, (i1) soB=aos, (7i1) sor=a™, and (tv) ros=pm.

Erample 2.2. In the category of free k-modules, such as vector spaces over a field k,
endomorphisms are represented by square matrices. Square matrices 17 and T, are shift
equivalent if there are matrices R and S over k such that RTy =T»R, STo, =115, SR=17",
and RS =1T3".

It is well known that shift equivalence over a field k, such as Q, is completely determined by
the rational canonical form of T', excluding nilpotent blocks, i.e., blocks with eigenvalue ¢t = 0.
In particular, the nonzero eigenvalues are an invariant; see [20, sections 7.3-7.5]. This reflects
the fact that finite-dimensional k[T]-modules are classified by their rational canonical forms.
Thus, if (M3,T1) and (M2, T5) are shift equivalent over k, their characteristic polynomials
x(t) = det(t - I — T;) differ only by powers of ¢, and the 7; values have the same rational
canonical form. An efficient rational canonical form algorithm is due to Storjohann [32].

Homotopy theory. The combined work of [33, 12] shows that the most general form of the
Conley index is shift equivalence in the homotopy category of maps on pointed topological
spaces. This implies that shift equivalence of homotopy groups (in the category of groups) is
an invariant of the Conley index. Thus, in this general setting, the issue of whether two index
pairs have the same Conley index requires the ability to decide if two finitely generated groups
are isomorphic. This is known to be impossible; see [2, section 7.10]. Therefore, from the
perspective of applications, working on the level of the homotopy Conley index is not a natural
starting point. With this in mind, we focus on the homological Conley index. Consequently,
we are interested in shift equivalence in the category of finitely generated abelian groups.

Stated more explicitly, let (P, Py) and (Q1, Qo) be index pairs for continuous maps f and
g (it is possible that f = g). We are interested in understanding whether f.: H.(Pi, Po; k) —
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H,(Py, Py;k) and g.: Hi(Q1,Q0: k) — H.(Q1,Qo; k) are shift equivalent or not. We leave it
to the reader to check that f. and g, are shift equivalent if and only if f,,: H,(P1, Po; k) —
H, (P, Po; k) and gy : Hy(Q1,Qo0; k) — Hp(Q1,Qo; k) are shift equivalent for each n.

We finish our discussion of the Conley index by citing a result of Bush [5, Corollary 4.7]
that every n x n matrix 1" with integer entries can be realized as a representative of a Conley
index. More precisely, given T, there exists a one-dimensional continuous function f and an
index pair (Pp, Py) such that T is shift equivalent over Z to f1: Hi(P1, Py) — Hi(Py, Pp).

Turning to the algebraic formulation of shift equivalence, recall [3] that the localization
Mt~ of a k[t]-module M is the set of equivalence classes of formal fractions z/t*, where
r€M,i>0,and z/t' =y/t’ if and only if t/T"x = t"+™y for some m > 0.

Proof of Proposition 1.2. Assume o ~5 8, and let r : A —» B, s : B— A and m be as
in Definition 2.1. Then, r is a k[t|-module homomorphism from M = (A,«) to N = (B, [3)
because, for all z € A,

r(t-z)=r(a(z)) =B(r(z)) =t r(x).

The same argument shows that s is a k[t]-module homomorphism. The conditions that sr =t
and rs =t translate into sr(z) = o™ (s(z)) =t"™ - x and rs(y) = f™(r(y)) =t™ - y. Passing
to M[t~!] and N[t this is equivalent to t ™ - s(r(x)) =z and r - (t~™ - s)y = y. Therefore,
t~™ . s is an inverse of 7 and ¢~ -7 is an inverse of s. Thus, M[t~1]= N[t~!].

Now, assume that there exists a k[t,t_l]fmodule isomorphism f: M [t_l} — N [t_l}.
Because M is finitely generated, say by z1,...,x,, there are d; > 0 and y; € N such that
f(z;) = y;i/t%. Let d = max{dy,...,d,}. Set r(x) = tf(x), and observe that r : M — N
is a group homomorphism and f(z) = r(z)/t?. Similarly, the isomorphism f~': N [t_l] —
M [t7'] has the form f~!(y) = s(z)/t¢ for some e > 0. Then, for all z € M, we have
= f7lf(x) = r(s(x))/t9e, ie., r(s(x)) = tTex; similarly, we have s(r(y)) = t?+¢y for all
y € N. Thus, o and S are shift equivalent. [ |

Remark 2.3. The Bowen—Franks group of M is M/(1 — t)M; see [20, Definition 7.4.15].
Since this is a quotient of M[t~!], this invariant is weaker than the invariant we consider.

As we pointed out in the introduction, most Conley index computations are done with k
chosen to be a field using rational canonical forms, for the sake of computational efficacy (see
[2, section 14.8]). Even though the worst bounds on computational complexity of homology
computations with integer coefficients are worse than those of fields, computations over the
integers are possible. Thus, for the remainder of this paper, we assume that k = Z, and M
is a Z[t]-module, finitely generated as an abelian group, with ¢ acting as an endomorphism of
the underlying abelian group.

Remark 2.4. For the sake of simplicity, we will talk about the shift equivalence class of a
Z[t]-module M, meaning the shift equivalence class of the map M — M, m — tm. We will
say that a Z[t]-module M is finitely generated if it is finitely generated as an abelian group
and that M is torsionfree if it is torsionfree as an abelian group.

We focus first on Z[t]-modules M, which are finitely generated and torsionfree as abelian
groups. That is, the underlying abelian group is Z™, and ¢ acts by an m X m integer matrix
T. As in Example 2.2, the characteristic polynomial xps(t) =det(¢-I —T') is an invariant in
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Z[t] up to powers of t. The following result allows us to assume that a torsionfree Z[t]-module
M has no t-torsion.
Set Mpy={x €M :t"z=0,n>>0}. Then, M /My is also a Z[t]-module.

Lemma 2.5. If M is a Z[t]-module, finitely generated and torsionfree as an abelian group,
then M /My is torsionfree and M[t=Y]=M/Myy[t—].

Remark 2.6. Proposition 1.2 and Lemma 2.5 imply that (M,t) is shift equivalent to
(M /My, t).

Proof. If x € M, and there exists a € Z such that ax € My, then t"(ax) = a(t"z) = 0.
Since M is torsionfree, this implies that t"x = 0, and hence, z € My;. This implies that, if
x € M /My, then ax # 0 for all a # 05 i.e., M /M,y is torsionfree as an abelian group.

Finally, since My; is finitely generated, there is an m such that ¢t - M,;; = 0, and hence,
the map s : M — M, s(x) = t™x factors through a map S : M/Myy — M with Soq=1t",
where ¢ is the quotient map q: M — M /My;. (See [2, Theorem 14.1.6].) Thus, ¢ and S form
a shift equivalence between M and M /M. [ ]

Remark 2.7. M,y is zero if and only if the determinant of the associated matrix T is
nonzero.

Remark 2.8. As with any finitely generated Z[t]-module, M has associated prime ideals
©; in Z[t] and submodules @; of M such that 0=QoN---NQy. See [3, Exercises 4.20-22]. In
this primary decomposition, the @); are associated to g; in the sense that

pi:{fEZ[t]:f"-MCQi for n>>0}.

Definition 2.9. Let M be a Z[t]-module whose underlying abelian group is Z"™. Throughout
this paper, we set R="7[t|/I, where I is the ideal {f € Z[t]: f(x)=0 on M} of Z[t].

Lemma 2.10. Let M and I be as in Definition 2.9. Then, M is an R-module, and I is a
principal ideal of Z[t], generated by a monic polynomial.

Proof. We adopt standard terminology; see [2, 3]. Since Z[t] is a unique factorization
domain, we can factor x(t) as a product of irreducible polynomials, and these must be monic.
Since I NZ =0, I contains the monic polynomial x(¢), and every height 2 prime ideal of Z]t]
contains a prime number, every associated prime of M has height 1 and is generated by a
monic polynomial.

Let h(t) denote the minimal polynomial in Q[t] of ¢ acting on M. Then, h(t) is monic
and divides x(t); clearing fractions, we may assume that h is a primitive polynomial in Z[t];
i.e., its coefficients are relatively prime integers. Since h divides x(¢) in Q[t], there is a g(¢) in
Z[t] and a constant ¢ such that h(t)g(t) = cx(t); ¢ must be the greatest common divisor of its
coefficients, i.e., the content of g. Replacing g by g/c, we have hg = x. This implies that h(t)
is a product of monics and hence is monic in Z[t]. [ ]

Conversely, any R-module may be considered as a Z[t]-module by letting f € Z[t] act as
its image in R = ZJ[t]/I acts; this change from R-modules to Z[t]-modules is called restriction
of scalars [3]. Thus, R-modules M and N are shift equivalent if and only if M[t71] = N[t7!]
as R[t~!]-modules.
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Remark 2.11. When x(t) is an irreducible polynomial f of degree 2, M is a module over
the one-dimensional domain R =Z[t]/I, and the field of fractions of R is a number field. This
case is discussed in sections 5 and 6.

3. Invertible matrices. It is well known that conjugate matrices are shift equivalent: T
is shift equivalent to RT'R™! via R and S = R™'. Here is a partial converse. Recall that a
matrix 7" over the integers is invertible if and only if det(7T") = £1.

Lemma 3.1. Suppose that T is shift equivalent to T (via R and S). If Ty is invertible and
det(Ty) #0, then Ty, R, and S are invertible and T = RTVR~ .

Proof. Because T7 is invertible, the axiom that SR = 77" implies that R: A — B is an
injection and S : B — A is a surjection. Therefore, B = R(A) @ ker(S) (see [15, Theorem
IV.1.18]). Because det(7%) # 0, the axiom that RS = 745" implies that ker(S) = 0. Hence,
R and S are invertible, and S = TlmR_l. The axiom that RT; = T5R implies that 1o =
RT'R™L. [ ]

We now present a sequence of examples that are consequences of Lemma 3.1; they are
indicative of the types of results obtained in the more challenging settings discussed in the
sections that follow.

The only simple general result that we are aware of is that the n x n matrices +1, are not
shift equivalent to any other m x n matrix because they are in the center of GL,(Z). (This
follows from Lemma 3.1.)

Ezample 3.2. Returning to Example 1.1, we claim that P = ({}) is shift equivalent to

the matrix (} %) if and only if z is odd. To see this, conjugate P with R = (2%) (where

det(R) ==1) to get
bd —ac a® — b? (10
2 -2 ac—0bd| |z —-1|°

Solving gives a = +b, a(c +d) = £1, a = +1, and = = 1 £ 2¢, so x is odd. P is also shift
equivalent to —P = (% ') via R= (' 9
A similar argument shows that Q = (

only if ¢ is even and that Q ~; —Q.

).
§ ) is shift equivalent to the matrix (1 %) if and

Ezample 3.3. Suppose that x(t) = t? + 1. Then, the rotation matrix 7' = ( % }) is shift
equivalent to every matrix of the form (. ii) via R = (1, %). In particular, T ~; —T.
Similarly, T" is shift equivalent to every matrix of the form (; . J_“i) and (9 lJ_rf ).
Proposition 3.4. Every integer matriz T with x(t) = t> — 1 is shift equivalent to either
P=(00) or@=(32).
An alternate proof is given by Example 6.3 below.

Proof. Let T(z,u,v) denote the matrix (Y “ ) with 2% +uv =1 and x(t) =¢* — 1.

We proceed by induction on |z|. When x =0, we get the matrices P and —P of Example
3.2. When |z| =1, we get the triangular matrices of Example 3.2, which are shift equivalent
to either P or Q.

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/26/24 to 24.184.204.214 . Redistribution subject to STAM license or copyright; see https://epubs.siam.org/terms-privacy

816 KONSTANTIN MISCHAIKOW AND CHARLES WEIBEL

Suppose that |z| > 2. Since 22 — 1 = —uw, either |u| or |v| is less than |z|, but not both,
and v and v have opposite signs. Conjugating with £ = (} (1)) and E~! yields

ETE™' =T(x —u,u,v —u+22); E'TE=T(x+u,uv—u—_2z).

If |u| < |z|, either |z —u| < |z| or |z 4+ u| < |z|, and we are done. Similarly, if |v| < |z,
conjugating 7' with ((1)_11) (resp., its inverse) yields T'(z — v,u — v + 2x,v), respectively,
T(z + v,u + v + 2z,v), and we are done in this case as well. |

A similar analysis using 7'(z,u,v) with uv = 1+ 2 shows that every integer matrix with
x(t) = t2 + 1 is shift equivalent to the rotation matrix T = (_01 (1)) A different proof is given
in Example 5.5(1) below.

Remark 3.5. Extending Example 1.1 to a periodic n orbit gives rise to an index map
whose associated characteristic polynomial has the form ¢ — 1. As is indicated in Example
7.8, identifying the associated shift equivalence classes over Z is nontrivial.

4. Shift equivalence when x(t) factors into linear terms. As indicated in the intro-
duction, we shall focus for simplicity on shift equivalence between 2 x 2 matrices over Z.
First, we handle the easy case, when the characteristic polynomial x(t) factors in Z[t]; i.e.,
X(t)=(t—A1)(t — A2), and T is a lower-triangular matrix.

For a € Z, we write M, for the Z[t]-module, which is the abelian group Z? with T' = ()(‘11 )?2 );
i.e., t acts by t(z,y) = (A7, A2y + ax). Note that M, is conjugate to both M_, and (Z*,T"),
with 77 = ()62 x.)- Therefore, T'is shift equivalent to (i; )(\)2) and T".

In general, a Z[t]-module map h: M, — M, may be represented as a map Z? — Z? given
by a lower triangular matrix R = ( 2) such that

)\1 0 r 0 o r 0 )\1 0 .
b X/ \u s/ \u s a M)’
ie.,

(4 1) )\17“ 0 . T’)\l 0
' br+Xu Aas/)  \as+ul; shy /)’

Recall from Proposition 1.2 that M, is shift equivalent to M, if and only if M,[t™!] is
isomorphic to Mj[t~!]. We spend the rest of this section identifying conditions under which
h[t=Y: M,[t~'] — My[t~!] provides such an isomorphism.

We first consider the case when A\; = Ao, i.e., when T has just one Jordan block.

Proposition 4.1. The shift equivalence classes of T, = (2‘?\), A#£0, are in 1-1 correspon-
dence with the infinite set of positive integers a such that a is relatively prime to A.

Proof. When A\ = A1 = A9, the condition that h be a module map is that as =br. Now, h
induces an isomorphism M, [t~!] =2 M,[t~!] if and only if det(h) =7s is a unit in Z[A\7!], i.e.,
if and only if r and s divide A" for some n. Therefore, M, and M, are shift equivalent if and
only if as = br, where r and s are integers that become units in Z[A71]. [ |
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Ezample 4.2. 1f b divides A", the map M; i)Mb, h(z,y) = (x,by) induces a shift equiv-
alence. More generally, if b = as and s divides A", the map h: M, — M, (z,y) — (z,sy) is
part of a shift equivalence.

Proposition 4.3. The Z[t]-modules M, and My are shift equivalent if and only if there are
integers r,s with the same prime factors as Ai\y such that as — br is divisible by (A1 — A2).
Taking r=s=1, M, and M, are shift equivalent whenever a =b modulo (A1 — \2).

Proof. From the matrix equality (4.1) before Proposition 4.1, we see that a necessary and
sufficient condition is that as — br = u(A2 — A1) and that det(h) = rs is a unit in Z[\;',
A5 |

Ezample 4.4. If |\1 — 2| = 1, then every M, is shift equivalent to My because the condition
in Proposition 4.3 is satisfied for all a with b= 0.

If |A1 — \o| =2, either both \; are even, in which case every M, is shift equivalent to Mp,
or else both A; are odd, in which case there are two shift equivalence classes: M, with a even
and M, with a odd.

Ezample 4.5. If |A\1 — A2| = p is an odd prime and A\; and Ay are prime to p, one issue is
whether the primes dividing A\ A2 generate the cyclic group of units of Z/p. In any event, M,
is shift equivalent to My if and only if p divides a because p does not divide A1 or \s.

For example, if p = 17, then the units of Z/17 are cyclic of order 16, generated by 6
with 62 = 2 (mod 17). If (A, X2) = (2,19), then there are 3 shift equivalence classes of M,
(a=0,6,2). If (A1, A2) is (1,18) or (3,20), then there are 2 shift equivalence classes of M, (for
a=0,1).

Ezample 4.6. If (A1,A2) = (1,p) with p prime, then M, ~s M, if and only if a = +b
mod (p — 1). Thus, if p is odd, there are (p — 1)/2 shift equivalence classes; if p =2, there is
only one shift equivalence class.

Similarly, if (A1, X2) = (1,p"), then M, ~, M, if and only if a = +p*b mod (p" — 1) for
some k < n.

If A1 is relatively prime to Ao, then the diagonal matrix My is not shift equivalent to M,
for any nonzero integer a. Indeed, as # 0 modulo A1 — As.

Remark 4.7. Proposition 4.3 can be generalized to any commutative ring R. In particular,
given A1, A9 € R, let Mf denote the R[t]-module, which is R? as an R-module, with t acting
by t(z,y) = (AMx, A2y + ax). Then, the proof of Proposition 4.3 goes through to show that
MFE and M[ are shift equivalent if and only if a and b differ by a unit of R[A;*, A\; '], modulo
(A1 — A2). This will be used with R=7/p™ and A\ = A2 in section 8.

When M =Z & Z/m, every T : M — M has the form (’\a1 )?2) for \y € Z and a, Ay € Z/m.
Passing to M ® Q and M/mM, we see that A\; and Ay are shift equivalence invariants. We
write M, for this Z[t]-module and A; for the image of A\; in Z/m. Note that r is a unit
in Z[)\l_l] if and only if € Z has the same prime factors as A;. Using (4.1), the proof of
Proposition 4.3 goes through to show the following.

Corollary 4.8. When M =Z & Z/m and A\ € Z, A2 € Z/m are nonzero, then the following
1s true:
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1. M, and My are shift equivalent if and only if there is an r € Z with the same prime
factors as A1 and an s € Z/m with the same prime factors as Ao so that as = br modulo
A1 — Ag.

2. If \a= X1 (mod m) and A is relatively prime to m, then the following is true:

M, and M, are shift equivalent if and only if a and b differ by a unit of Z[)\fl]/m.

3. In particular, if m is prime, then shift equivalence classes on M = Z & Z/m are

completely classified by \y € Z and Ao € Z/m.

Remark 4.9. Our discussion in this section has focused on shift equivalence between 2 x 2
matrices over Z, where the characteristic polynomial x(¢) factors into linear terms. Using
similar arguments, one could analyze the general case where two Jordan blocks are replaced
by n Jordan blocks. However, the complexity of determining the shift equivalence classes
grows rapidly. Determining h requires satisfying a system of n(n—1)/2 Diophantine equations
arising from the analogue of (4.1). For individual examples, these computations can be done,
but we do not know of a simple closed form expression for the number of shift equivalence
classes based on the eigenvalues of T

5. Integers in quadratic number fields. Still assuming that T is a 2 x 2 matrix, we now
examine the case where the characteristic polynomial x(7") is irreducible. This implies that
R =Z[t]/(x) is a one-dimensional integral domain, isomorphic to Z? as an abelian group [2,
Chapter 15]. Let & denote the image of ¢ in R. Then, F = Q(¢) is a quadratic number field,
i.e., a field with dimg(F) = 2. Since the minimal polynomial of £ is a quadratic polynomial,
(R,€) is a Z[t]-module with ¢ acting as multiplication by &.

For the remainder of this section, we assume that R = Z[{] is the ring of integers in
F = Q(¢) and hence that R is a Dedekind domain. We treat the non-Dedekind case in the
next section.

Recall that an ideal I of R is invertible if there is an ideal J such that IJ = R as modules.

Definition 5.1. The Picard group Pic(R) of a domain R is the set of isomorphism classes
of invertible ideals in R. In this group, the product of [I] and [J] is the class of [1.J].

If R is a Dedekind domain, every nonzero ideal is invertible, and Pic(R) is the set of
isomorphism classes of nonzero ideals in R. We refer the reader to [34, section 1.3] for basic
facts about Dedekind domains, such as the fact that torsionfree R-modules are completely
classified by their rank and their class in Pic(R). In particular, R-modules isomorphic to Z?
as an abelian group have rank 1. We refer the reader to [19, section 5] and [8, Chapter 5| for
discussions on algorithms for computing Pic(R).

The group Pic(R[¢]) is the quotient of Pic(R) by the subgroup generated by the prime
ideals of R dividing &; see [34, Example 1.3.8]. If all these prime ideals are principal, Pic(R) =
Pic(Rl¢1]).

Since every nonzero ideal I of R has Z? as its underlying abelian group, each (I,&) has
the same minimal polynomial as (R, ). This proves the following.

Theorem 5.2. Let R =7Z[£] be the ring of integers in a quadratic number field Q(&), with
x(t) the minimal polynomial of £&. Then,
1. the elements of Pic(R) are in 1-1 correspondence with the isomorphism classes of Z]t]-
modules (Z2,T) with x(T) =0, with T acting as &. The Picard class of an ideal I of
R corresponds to (I,€);
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2. the elements of Pic(R[¢71]) are in 1-1 correspondence with the shift equivalence classes
of matrices T € My(Z) with x(T)=0.
In particular, if every prime ideal of R dividing & is principal, then shift equivalence is the
same as isomorphism for ideals of R.

Corollary 5.3. If d#1 (mod 4) and Pic(Z[V/d,1/v/d])) =0, then the shift equivalence class
of a matriz T € Mo(7Z) with x(T) =t> — d is determined by the rational canonical form of T.

Remark 5.4. In more concrete terms, two 2 x 2 matrices 11, T with the same characteristic
polynomial x(¢) determine ideals I, I in R = Z[t]/(x) that are well defined up to isomorphism.
Then, T} and T; are shift equivalent if and only if I; [t 1] and I5[t~!] are isomorphic as R[t]-
modules.

Suppose that d is a nonzero integer with |d| squarefree, and consider the ring of integers
in F'=Q(v/d). There are two cases:
Case 1: If d# 1 (mod 4), the ring of integers in Q(v/d) is R =Z[V/d]. Letting t act as & = /d,
we see from Theorem 5.2 that shift equivalence classes (Z2,T) with characteristic
polynomial t?> — d are in 1-1 correspondence with elements of Pic(R[1/+/d]).

Example 5.5. 1.) If x(t) = t> —d for d = 2,3,6,7,11,14,19 or d = —1,—2,—7, then
R =7Z[V/d] and Pic(R) =0 [29]." For these values of d, there is only one shift equivalence class
on (Z2,T) with x(t) =t — d, namely, the class of T'= (? g); (Z2,T) is (R,V/d).

2.) If x(t) = t? + 5, then Pic(R) = Z/2 = {R,I}, where R = Z[\/—5] and I = (2,1 +
V—=5)R. Since /=5 & I, it follows that Pic(R[(v/—5)7!]) = Z/2 as well. Thus, there are two
nonisomorphic shift equivalence classes on Z? with characteristic polynomial t*+5: R and I.
The matrices for T' corresponding to the bases {1,v/—5} and {2,1/=5} are

0 -5 -1 -3
(1 0 > and ( 9 1 ) .
3.) If d = —6 or d = —10, Pic(Z[Vd]) = Z/2, but Pic(Z[vd,1/v/d]) = 0. (See [29, page

636].) In this case, the ideal I = (2,+/d) is not isomorphic to R, but the modules R and I are
shift equivalent. The corresponding shift equivalent matrices are

0 d 0 d/2
<1 0> and <2 é)

Case 2: If d = 1 (mod 4), the ring of integers in Q(v/d) is not Z[vd] but R = Z[w], where
w= 1+72\/&' We let ¢ act as &€ = w. The minimal polynomial of w is t? —t — ¢, where
c=(d—1)/4.

By Theorem 5.2, the isomorphism and shift equivalence classes (Z2,T) with characteristic

polynomial #2 — ¢ — ¢ are in 1-1 correspondence with elements of Pic(R) and Pic(R[1/w]),
respectively.

Ezample 5.6. 1f d is 5,13,17,21,29 or —3,—7,—11,—19 then R = Z[w] has Pic(R) = 0,
and hence, Pic(R[1/w]) = 0, so there is only one shift equivalence class with characteristic

polynomial t> — ¢t — ¢, that of R; i.e., T = ((1) 7°), where ¢ = (d —1) /4.

!Alternatively, the reader may determine the order of the Picard group using the command
NumberFieldClassNumber[v/d] in Mathematica [27].
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Remark 5.7. For irreducible polynomials of degree > 3, much less is known. For example,
little is known about R = Z][t]/(x) when x(t) is t" + 5t + 10 (a polynomial that is irreducible
by Eisenstein’s criterion). In general, the computation of Pic(R) becomes unwieldy when n
gets bigger.

6. Non-Dedekind subrings of number fields. When T is a 2 x 2 matrix, and its charac-
teristic polynomial x(t) is irreducible, the ring R = Z[t]/(x) is usually not integrally closed;
it is the integral closure R of R that is Dedekind [3]. Recall [3] that an R-module N is in-
vertible if there exists an R-module N’ such that N @ g N’ = R. If R/(x) is not integrally

closed, not every R-module isomorphic to Z? is invertible. (For example, R is not an invertible
R-module.)

In this case, we need to supplement the Picard group Pic(R) in Theorem 5.2 with another
invariant: the conductor ideal. It is defined as ¢ = anng(R/R) = {r € R|rR C R} and is the
largest ideal of R contained in R.

Let M and M’ be R-submodules of R. Since R is Z? as an abelian group, M and M’ are
also Z? as abelian groups. We want invariants to decide whether (M,t) and (M’,t) are shift
equivalent.

One invariant is the shift equivalence class of (M ®g R,t). Since M ®r R is a rank 1
R-module, it is isomorphic to an ideal I of R; the isomorphism ¢: M @ RST is well defined
up to multiplication by a unit of R. Hence, one invariant of (M,t) is the shift equivalence
class of (I,t) over R. Given I, and an isomorphism ¢ : M ®p R3T , we now show that the
class of M = M/cI yields another invariant. Since we can reconstruct M from this data, we
get a classification of the R-modules isomorphic to Z2.

Theorem 6.1. If M is an R-module isomorphic to Z* as an abelian group and ¢ : M ®p
RST is given, there are canonical R-module inclusions ¢I C M C I. Hence, the R-modules
isomorphic to Z* are classified up to isomorphism by

1. the elements [I] of Pic(R) and,
2. for each [I], the equivalence classes of nonzero R-submodules M = M /cI of I/cI = R/c,
where M ~ N if rM =N or rN =M for some element r of R.

Proof. Consider the short exact sequence 0 -+ R — R — R/R — 0. Tensoring with M
yields the exact sequence
Torf (M, R) — To (M, R/R) -5 M @r R— M @ R — M @5 (R/R) — 0.

There is a canonical isomorphism M = M ®r R, and the term M ®pz R is isomorphic to I by
¢. Since M is a torsionfree abelian group and the Tor-module is torsion, the map 9 is zero.
This gives the inclusion M C I.

Similarly, beginning with the short exact sequence 0 — ¢ — R — R/¢ — 0 and tensoring
with M, the same argument yields the assertion ¢/ C M since

M®pc2Mop(Ropc)=(MagR)@gc= I @pc—cl.

This construction depends on the choice of isomorphism ¢ : M ®§§>I . If N=rM for nonzero
r € R, then N = M, but ¢(N) =r¢(M). Since Homp(I,I) = R, the choices of ¢ determine
the R/c-module up to multiplication by an element of R. |
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Remark 6.2. Theorem 6.1 provides us with a simple count of an upper bound on the
number of shift equivalence classes, namely, the product of the order of Pic(R), which is readily
computable [27], times the number of isomorphism classes of R-modules M with ¢ C M C R,

which, by Proposition 6.5, is at most four. Corollary 6.6 indicates that it is at least two.

Our next family of examples concerns T with T? = dI, i.e., modules over R = Z[t]/(t* — d)
with T acting as V/d.

Example 6.3. (t* = 1). If R = Z[t]/(t> — 1), then R = Z x Z and the conductor is
2R. Theorem 6.1 applies and says that the equivalence classes correspond to the equivalence
classes of the four subgroups of R/2 = Z/2 x Z/2, with R/2 corresponding to R and the
subgroup generated by (1,1) corresponding to R. The subgroups generated by (0,1) and
(1,0) correspond to the R-modules Z x 27 and to 27Z x Z of R, both isomorphic to R =7 x Z.
Hence, there are only two shift equivalence classes, corresponding to R and R. This provides

an alternate calculation to Example 3.2.

Example 6.4 (t* = —4). In this case, |d| is not squarefree, so this does not fall under case
1 of section 5. Here, R = Z[2i] and £ = 2i; R=Z][i], Pic(R) =0, c=2R, and R/c = 7Z/2 x Z/2.
Because there are four nonzero subgroups of R/c, there are three isomorphism classes of R-
modules with M ®g R = R, namely, R = iR, J; = (2,1 +i)R and R. (See below for why
R and J; are not isomorphic.) Relative to the Z-bases {1,2i}, {2,1+ i}, and {1,7} of these
R-modules, t = 27 is represented by the matrices

(Lo (323) = (50)

As R[t~1]=7Z[1/2,i] = R[t"!], these matrices are all shift equivalent.
In contrast, t =1+ 2i is represented on R, Ji, and R by the respective matrices

1 1 -1 2 1 2
(—4 1> ’ <—2 3) , and <—2 1) ‘
These three matrices are in distinct shift equivalent classes, even though they have the
same canonical form and characteristic polynomial 2 — 2t + 5.
To see why R 2 Jj, suppose that f: R — J; has f(1) = 2z + (1 4+ 4)y so that f(2i) =
—2(2x 4+ 2y) + (1 +4)(4x + 2y). The map f is represented by the matrix

A | —(2z + 2y)
|y dx+2y |7

and det A = 42? + 4xy + 2y?> # £1. Hence, f cannot be an isomorphism.

When d=1 (mod 4), d # 1, then the integral closure of R=Z[Vd] is R =Z[w], w = L
It is convenient to use the parameter ¢ = (d —1)/4 as w? —w — c=0.

Proposition 6.5 (1> =d). When d =1 (mod 4), d # 1, there are up to four isomorphism
classes of R-modules M with ¢ C M C R, namely, R, Jo= (2,w)R, J; = (2,1 +w)R, and R.
(Modulo ¢, these are the nonzero linear subspaces of R/c.) Relative to the Z-bases {1,v/d},

S
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{2,w}, {2,1+w}, and {1,w} of R, Jy, J1, and R, multiplication by t =/d is represented by

the matrices
01 —-14 —-3c—2 d —-12
d0) \e1) \a 3 )0 " o)

Since t = \/d is relatively prime to ¢ in R, the nonisomorphic R-modules among them
remain nonisomorphic modules over R[t~'| = R[1/+/d]. That is, they are not shift equivalent.

Proof. The conductor ideal is ¢ = 2R = (2,1 4+ v/d) and |R/c| = 4. (If ¢ is even, R/c =
Fy x Fy, where Fy is the field of order 2; if ¢ is odd, then R/c is the field F4 of order 4.)

By Theorem 6.1, there are up to four isomorphism classes of R-modules M with ¢ C M C R,
namely, R, Jo, J1, and R. Modulo ¢, these are the nonzero linear subspaces of R/c. (If c is
even, R/c = Fy x Fa, where [y is the field of order 2; if ¢ is odd, then R/c is the field Fy of
order 4.) [ ]

Corollary 6.6. Ifd=1 (mod 4), d # 1, then R is not isomorphic to R, Jo, or J1. Therefore,
there are at least two shift equivalence classes.

Proof. R/c has 4 elements, while R/c, Jy/c, and Ji /¢ have only 2 elements. Therefore, R
cannot be isomorphic to R, Jy, or J;. The conclusion follows from Proposition 6.5. |

Here is a simple example showing how to apply Proposition 6.5. In the next section, we
develop tools to apply Proposition 6.5 more generally.

Ezample 6.7. (t> =5,c=1). The ring of integers in Q(v/5) is R = Z[w], w = % is the
fundamental unit, and Pic(R) = 0. In this case, R, wR = Jy and w?R = J; are all isomorphic
as R-modules. By Theorem 6.1 and Proposition 6.5, there are exactly two shift equivalence
classes with characteristic polynomial t2 — 5. They are represented by the matrices ((5) (1]) and
(;1 2) (for the R-modules R and R); the matrices (El le) and (f’ ;1) are both shift equivalent

to (21).

7. Finding isomorphisms. The first step towards exploiting Proposition 6.5 and Corollary
6.6 is to identify whether or not R, Jy, and J; are isomorphic R-modules, as a function of the
nonzero integer c.
1. Given the Z-bases of Proposition 6.5, any R-module map f: R — Jy is determined by
f(1) =2z 4 wy because f(Vd)=+vd- f(1)=2(—z +yc)+w(4z +7) in Jy. The map f
is represented by A € My(Z), where

A— r —Tr+cy ’
y dx+y

which is an isomorphism if and only if the quadratic form
(7.1) det(A) = Q(z,y) = 4% + 2zy — cy® = +1

has a solution over Z. That is, R and Jy are isomorphic R-modules if and only if
Q(x,y) = =1 has a solution over Z.
2. Similarly, a map f: R — J; is determined by f(1) =2z + (1 + w)y and

F(Vd) =Vdf(1)=[(c—2)y — 32]2 + (42 + 3y) (1 + w).
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Thus, it is represented by A € My(Z), where

A |® -3z 4+ (c—2)y
y 4x + 3y ’

Thus, f is an isomorphism if and only if (z,y) is a solution to the quadratic form
(7.2) det(A) = Q(z,y) = 4a* + 6ay + (2 — c)y* = +1.

Remark 7.1. R is isomorphic to Jy if and only if R is isomorphic to Ji. Indeed, a map
fo: R— Jy with fo(1) =2z + wy is an isomorphism if and only if the map f; : R — Jj is an
isomorphism, where fi(1) =2z + (1 —w)y.

3. We can use a similar computational scheme to compare Jy and J;, using the given
bases of these R-modules. Set

f2)=z-2+y(1+w),
fo(w)=u-2+v(l+w).
Then, regarding J; as a subgroup of R, we have

fow)=wfi(2) =2 2w+ y(l +w)w

:2xw+yw+%(1+2x/&+d)

= 20w+ yw+ L+ SV + e+ 1)
=2(z+y)w+cy

=2x+y)(14+w)+cy—2(x+vy)

:(<§_1)y—x)-2—1—2(1’+y)'(1+w)'

Therefore,
V=2 +Y,
du=(c—2)y — 2.
The My(Z) representation of fy is
p=[p e D20
Observe that u must be an integer that is equivalent to (¢ — 2)y — 2z = 4k for some

integer k. For fs to be an isomorphism, it must be the case that

3 -2
det(4z) = Q(a,y) = + Soy — — 9’ =1,
which is equivalent to solving
422 + 6xy — (c — 2)y* = +4.

Using the constraint that 2z = (¢ — 2)y — 4k, we conclude that fs is an isomorphism if
and only there exist integers k and y that solve

(7.3) c(e — 2)y? — 4(2¢ — 1)ky + 16k = +4.
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Lemma 7.2. If ¢ is even or ¢ < —3, then R is not isomorphic to Jy or J1. If c < =5, then
Jo is not isomorphic to Ji.

If c=—4, then Jy and J1 are isomorphic. It follows from Proposition 6.5 that there are 3
isomorphism classes of R-modules M with M @r R= R.

Proof. The parity of (7.1) and (7.2) shows that if ¢ is even, then there cannot be any
solutions. Applying Mathematica’s FindInstance [28] shows that, if ¢ < —3, then there are
no solutions; in fact, the appropriate ) are positive definite in these ranges.

When ¢=—4, (z,y) = (1,1) and k=2, f5 defines an isomorphism Jy = J;. [ |

Remark 7.3. Using Mathematica again, we discover that, if ¢ > 9, then Jy 2 J; because
there are no solutions to (7.3), and @ is positive definite in this range. We also see that there
appear to be infinitely many values of ¢ for which Jy = J; and infinitely many values of ¢ < 0
for which Jg 2 J;.

Ezample 7.4 (1> = —15, ¢c= —4). The ring R = Z[w] of integers in Q(v/—15) has Pic(R) =
7./2 on the class of I = (2,w)R, where w = @ By Theorem 6.1, Proposition 6.5, Remark
7.1, and Lemma 7.2, R % Jy and Jy 22 J1. Thus, there are 6 nonisomorphic R-modules M
with underlying group Z?: 3 with M ® R~ R and 3 more with M ® R=1.

Since I[1/w] 2 R[1/w], we have Pic(R[1/w]) =0. As in Proposition 6.5, they represent the
4 distinct shift equivalence classes with y(t) = t% + 15.

Remark 7.5. When d < —3, Q[v/d] is an imaginary number field, and the only units of Z[w]
are £1. When d > 0, there is a “fundamental unit” 7 of infinite order, and every unit of Z[w]
is £n™ for an integer n. Fundamental units can be found using the Mathematica command
NumberFieldFundamentalUnits.

Ezample 7.6 (t> = 101,¢ = 25). The ring of integers in Q(v/101) is R = Z[w], where
w= HT\/W and w? —w—25=0. Now, Pic(R) =0, and the fundamental unit is 7 = 10++/101.
Set R = 7Z[v/101], and note that n € R. By Theorem 6.1, Corollary 6.6, and Remark 7.3,
there are 4 isomorphism classes of R-modules with underlying group Z2. Hence, there are 4
shift equivalence classes of R-modules with ¢t =+/101. For the Z-bases of Proposition 6.5, the

matrices are
0 1 -1 4 -3 23 q -1 2
101 0/> \25 1)> \4 3)> 50 1)

For every monic irreducible quadratic polynomial f with roots r,7 € R, there are 4 iso-
morphism classes of matrices T acting as r. If r is prime to ¢ = (2, V101)R, these matrices
will have 4 distinct shift equivalence classes. For example, 7= 10+ 1+/101 is a root of the poly-
nomial f(t) =t*—20t— 1. Hence, there are 4 distinct shift equivalence classes of Z[t]-modules
72 with t = 1.

We can now recover a well-known result; see [26, page 81]. Set Jy= (2,w)R.

Lemma 7.7. The matriz T = (149 ?) is not shift equivalent to its transpose T" = (159 ‘11)

Proof. The matrix T represents ¢ =7 acting on the basis {5, —9 +/101} of Jy, and T is
the matrix of £ =7 acting on the basis {2, —2+1+/101} of R. By Theorem 6.1 and Example 7.6,
there are 4 shift equivalent classes of R-modules with ¢t =7. Since R % Jy, the Z[t]-modules
Jo and R are not shift equivalent. [ ]
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When x(¢) is a polynomial of degree more than 2, the computational difficulty explodes.
We give a simple example, with 3 Jordan blocks over C, to illustrate some of the techniques
involved.

Ezample 7.8. Consider the case x(t) = t3 — 1, which is the characteristic polynomial of
both T' (the rotation matrix), as well as T» and T5:

0 01 1 0 O 1 1 0
T=11 00 and Th=(0 0 -1 and Tz3=|1 -2 =2
010 01 -1 0 -2 1

The integral closure of the ring R =Z[t]/(x) is R=7Z x Z|w], where w = v/1; the map R — R
sends ¢ to (1,w). Note that ¢ = (3,w—1)R. Since R/c =F3 and R/c 2 F3 x F3, the R-modules
isomorphic to Z? correspond to the 5 nonzero Fs-subspaces of V =F3 x F3.

There are 3 shift equivalence classes with x(t) = t3 — 1. In more detail, Theorem 6.1
implies that V = F3 x [F3 corresponds to R, with matrix T (for the basis {(3,0), (0,1), (0,w)}),
and the diagonal subspace on (1,1) corresponds to R, with matrix T (for the basis {1,t,¢2}).
The 2 one-dimensional subspaces of V', F3(1,0) and F3(0,1), correspond to the R-modules
Z x (w —1)Z[w] and 3Z x Z[w], both isomorphic to R. The final one-dimensional subspace
F5(1,2) of V corresponds to the R-submodule M with basis {(2,1),(0,w — 1),(1,2)}; the
associated matrix is Tj5.

8. Shift equivalence over Z/p™. We briefly consider shift equivalence of (M, T') when M
is a finite p-group, i.e., shift equivalence over R = Z/p". The classification of finite Artinian
modules over Z/p™[t] for all n is equivalent to the classification of finite (p-primary) Artinian
modules over Zy[t], where Z, is the p-adic integers [3]. The associated primes over these
modules contain p and are in 1-1 correspondence with the prime ideals in Z/p[t], such as
(p,t — X). We can ignore the subgroup M,; on which ¢ acts nilpotently, as My; is shift
equivalent to 0 and M is shift equivalent to M /Myy; see Lemma 2.5. We therefore restrict
ourselves to the case when t is an automorphism of M.

We do not know of a complete set of invariants for shift equivalence in this setting. A
partial list can be obtained by observing that M determines MJ’ := M/p’ M, so that shift
equivalence of M; for j=1,...,n gives a family of invariants. To give a sense of the relevant
calculations, we note that M1 = M /pM so that the rational canonical form of T mod p is an
invariant of the shift equivalence class of M.

Suppose that M is (Z/p™)? so that T is a 2 x 2 matrix over Z/p", with characteristic
polynomial x(t). Thus, there is either one block (and M/pM = TF,2) or 2 one-dimensional
blocks (and M /pM = Fg) The analysis is governed by the considerations in section 4.

Example 8.1. Suppose M, is (Z/p")? with T = (2‘2) for some a € Z/p™, and X is not
nilpotent (i.e., not divisible by p). Since every element of Z/p™ is either a unit or nilpotent,
A must be a unit of Z/p™. As in Proposition 4.1, we see from (4.1) that M, and M, are shift
equivalent if and only if as = br for units r, s; i.e., a and b differ by a unit of Z/p".

Since each nonzero a € Z/p" is up” for a unit v and a unique k, 0 <k <n — 1, every M,
is shift equivalent to exactly one of My, My, My, M, ..., Myn-1.

Arguments similar to those employed in Example 8.1 apply to the general case when x(t)
factors as (t — A\1)(t — A2), where A\; # A2 are elements of Z/p™. As in Proposition 4.3, the
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classification of shift equivalence classes is more complicated, as it depends on A1 — A\o. Again,
returning to (4.1), we see that M, and M, are shift equivalent if and only if br —as = u(A — A2)
for units r, s € Z/p™. Thus, for example, if (\; —\2) = 1, then there is a unique shift equivalence
class since one is free to choose u=br — as.

We conclude our cautionary tale with a peek into the jungle of modules over Z/p®. Con-
sider the following quotient ring of Z,|t]:

Ry =Z[t)/(1°, (t = \)%, p*(t = N)).

By [16, Example 6.1] and [17, Remark 4.2 and Theorem 4.3], Ry is “finite-length wild”: any
description of finite Ry-modules would have to contain a description of all finite-dimensional
modules over finite Z/p-algebras. This is generally considered to be hopeless, in the sense
that it is an impractically complicated computational task. This notion of wildness goes back
to [13].

Ezample 8.2. Consider M = (Z/p3) ® (Z/p?) with t(x,y) = (A +up?)z, \y +px); M = M,
does not recover u. In fact, M is a module over the ring R).

Appendix A. Simple Mathematica code. As supplemental material (supplement.zip
[local/web 35.5KB]), we provide Mathematica code that computes the existence or nonexis-
tence of isomorphisms between R, Jy, and J; as discussed in section 7 for 100 < ¢ < 100.

Acknowledgments. We would like to thank A. Kontorovich for his assistance with solving
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