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Attosecond photoionization delays in the vicinity of

molecular Feshbach resonances

Vicent J. Borras', Jestis Gonzalez-Vazquez'?, Luca Argenti?, Fernando Martin

Temporal delays extracted from photoionization phases are currently determined with attosecond resolution by
using interferometric methods. Such methods require special care when photoionization occurs near Feshbach
resonances due to the interference between direct ionization and autoionization. Although theory can accurate-
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ly handle these interferences in atoms, in molecules, it has to face an additional, so far insurmountable problem:
Autoionization is slow, and nuclei move substantially while it happens, i.e., electronic and nuclear motions are
coupled. Here, we present a theoretical framework to account for this effect and apply it to evaluate time-re-
solved and vibrationally resolved photoelectron spectra and photoionization phases of N, irradiated by a com-
bination of an extreme ultraviolet (XUV) attosecond pulse train and an infrared pulse. We show that Feshbach
resonances lead to unusual non-Franck-Condon vibrational progressions and to ionization phases that strongly
vary with photoelectron energy irrespective of the vibrational state of the remaining molecular cation.

INTRODUCTION
Since its inception at the dawn of the 21st century, one of the goals
of attosecond science has been to access the natural time scale of
electronic motion, in the hope of being able to image in real time
and eventually manipulate the early stages of electron-driven pro-
cesses, as, e.g., charge transfer and electron transport (I1-3), photo-
induced radiation damage (4-6), or photo-induced electron trans-
port reactions (7, 8), to name a few. Among other things, attosecond
techniques have opened the way to determine the time an electron
takes to escape from atoms after absorption of a photon with large
enough energy to overcome the binding potential (9-14), the so-
called attosecond photoionization delay (15, 16). Recent experimen-
tal and theoretical work (17-25) suggests that photoionization
delays may also be obtained for molecules and solids by extending
the tools already developed for atoms, but how this should be done
in practice or how the results of the measurements should be inter-
preted are questions that are still under close scrutiny.
Photoionization delays are mostly determined from interfero-
metric methods, such as the reconstruction of attosecond beatings
by interference of two-photon transitions (RABBIT) (26, 27). In this
method, a harmonic comb, associated with an XUV attosecond
pulse train (APT), is combined with an ultrashort femtosecond in-
frared (IR) pulse to induce two-photon two-path interferences from
which relative phases, hence relative photoionization delays, can be
obtained by varying the time delay between the APT and the IR.
This technique has been successfully used to obtain photoionization
delays in atoms in a wide range of photoelectron energies (9, 12, 14,
28, 29) and to accurately determine the abrupt phase variations oc-
curring in the vicinity of resonances lying in the electronic contin-
uum of atoms (14, 28, 29). In many cases, the analysis and
interpretation of the experimental results required the help and
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guidance from accurate theoretical calculations (14, 28, 29),
which, in the case of atoms, are available to describe not only
one-photon ionization but also the two-photon ionization process-
es at play. The latter is not a trivial matter, since the second photon
is absorbed when the electron is already in the continuum, so that
continuum-continuum transitions must be evaluated. In contrast,
applications to molecules are much scarcer, mainly due to the ad-
ditional complication introduced by the nuclear degrees of freedom.
By using RABBIT, photoionization phases and/or delays have
already been measured for simple molecules such as CO, N,,
N,O, H,0, and CF, (17, 23-25, 30). They have also been measured
for the ethyl iodide molecule using attosecond streaking techniques
(21). These experiments considered regions of the photoelectron
spectra where resonances are absent or barely populated [CO,
H,0, CF,, and ethyl iodide (17, 21, 30)] or where broad, short-
lived shape resonances show up [N,O, N,, and CF, (23-25, 30)].
In these cases, the experimental results were successfully interpreted
by either assuming that the nuclei remain fixed during the ioniza-
tion process or by making use of the Born-Oppenheimer approxi-
mation. Both approaches are justified by the fact that, in the photon
energy ranges that were considered, the nuclei move much more
slowly than the escaping electron. However, molecules, as atoms,
are plagued with Feshbach resonances, especially at low photoelec-
tron energies. Many of these resonances have long autoionization
lifetimes, so that the nuclei have enough time to move substantially
from their initial positions before the electron is emitted (31-33). As
a consequence, the fixed-nuclei and Born-Oppenheimer approxi-
mations do not work anymore, and one has to account for the cou-
pling between electronic and nuclear motions.

The presence of Feshbach resonances has been shown to have
marked consequences in the determination of photoionization
phases in the context of RABBIT and streaking experiments per-
formed in the N, and H, molecules (22, 34, 35), where not only
the energy (and eventually the ejection direction) of the electron
must be measured (as in atoms), but also the vibrational state of
the remaining molecular cation (nondissociative ionization) or
the kinetic energy of the ionic fragments (dissociative ionization),
as well as the molecular orientation with respect to the light
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polarization direction, must be determined. For a correct interpre-
tation of these interferometric measurements, theoretical calcula-
tions that account for both the electronic and nuclear motions,
the coupling between them, and electron correlation responsible
for the autoionizing decay and the bound-continuum and continu-
um-continuum transitions induced by the XUV and IR pulses are
mandatory. So far, this has only been achieved for the H, molecule
(22, 35).

This is likely the reason why RABBIT experiments performed in
molecules have ignored the region of Feshbach resonances. The
only exception is the pioneering experimental work of Haessler
et al. (34), reported in 2009, where the observation of unusual vibra-
tional progressions in the RABBIT spectrum of N, was tentatively
attributed to the presence of a Feshbach resonance. This prediction
was supported by simulations based on a simple one-dimensional
square-well potential model. Thus, to further advance in our under-
standing of photoionization delays in molecules containing many
electrons, advanced theories capable of describing molecular auto-
ionization while the nuclei move (as those available for H,) are
needed. Here, we present an accurate theoretical approach that ful-
fills these requirements, and we apply it to study RABBIT in the vi-
cinity of the N, Feshbach resonances by using a combination of
pulses as in the experiment of Haessler et al. (34).

We show that Feshbach resonances are responsible for unusual
non-Franck-Condon vibrational progressions and abrupt phase
variations, modulated by the nuclear motion, in the RABBIT
spectra of N,. The presence of a forest of long-lived Feshbach reso-
nances favors the production of molecular cations in higher vibra-
tional states than in regions where Feshbach resonances are absent
and leads to an apparent jump in the photoionization delays of up to
600 as. This is the result of the superposition of different autoioni-
zation channels in the low-energy region of the spectrum. On the
other hand, wider Feshbach resonances, as the lowest ones in the so-
called Hopfield series (36), leave a clear signature in the measured
photoionization delays. We show that information about such res-
onances can be better retrieved from angularly resolved RABBIT
spectra for a fixed molecular orientation (i.e., in the molecular
frame). Current experimental efforts are pursuing this goal by com-
bining RABBIT setups with multicoincidence detection methods
(22, 23, 25, 35) or by aligning the molecule with an auxiliary laser
[see, e.g., (37)].

RESULTS AND DISCUSSION

Figure 1 shows the calculated potential energy curves for the three
lowest ionization channels, X2}, A’II,, and B?Z;, and the Fes-
hbach resonances converging to the latter two channels (notice
that some of these resonances become true bound states when
they cross the lowest ionization threshold XZZ;). These resonances

have been observed in synchrotron radiation (38—41) and attosec-
ond (42) experiments. In these experiments, resonances converging
to the B*E.! threshold, the so-called Hopfield series (36), exhibit the
usual Fano-like profiles resulting from the interference between
direct one-photon ionization and autoionization (43). The corre-
sponding one-photon ionization spectrum associated with these
resonances (38—42, 44) is displayed on the right of the figure. An
accurate theoretical description of the Hopfield series has only
been recently achieved (44, 45) by means of the XCHEM method
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(46, 47), which correctly accounts for electron correlation in the
molecular continuum responsible for the autoionizing decay.
Figure 1 also shows the positions of the HI11 and H13 harmonic
bands produced in the experiment of Haessler et al. (34) and the
two interfering paths leading to the SBI12 sideband lying in
between. In the first path, an H11 XUV photon and an IR photon
are absorbed, while in the second path, an H13 XUV photon is ab-
sorbed, and IR photon is emitted. Both paths lead to electrons with
the same energy and are therefore indistinguishable. Within the
Franck-Condon region, H11 can populate both the higher Feshbach
resonances converging to the A’TI,, threshold, and the lowest Fes-
hbach resonances of the Hopfield series lying just above that thresh-
old (i.e., converging to the B’Z! threshold). All these resonances
will leave their imprint in the SB12 sideband and consequently
will affect the interference between the two paths, hence the photo-
ionization phases.

A sketch of the different ionization paths that are accessible when
an H11 photon populates a Hopfield resonance is shown in Fig. 2.
When such a resonance (green horizontal line) is resonantly popu-
lated at a given internuclear distance Ry, in addition to paths I + II
and VI + VII contributing to SB12 after absorption of an IR photon
in the nonresonant continuum (one path per ionization channel),
four additional paths are also possible: III + I, + II, III + I'; + VII,
I + 1V, and IT + V. In the first two, the IR photon is absorbed by the
electron that results from autoionization of the resonance, while in
the second two, the IR photon is absorbed from the resonance
before autoionization, i.e., it is absorbed by the neutral molecule.
All these six paths plus the two paths corresponding to absorption
of an H13 photon and stimulated emission of an IR photon lead to
ionization states with the same total energy and, therefore, interfere
with each other. The total energy available in the system after ion-
ization can be shared between the emitted photoelectron and the
remaining molecular cation in different ways, leading to vibrational
progressions of peaks in each ionization channel instead of to a
single peak in the photoelectron spectrum. As the nuclei move
and the internuclear distance changes to R, it may be that the Hop-
field state is no longer resonantly excited because of a variation of its
energy position with respect to that of the ground state, so that only
paths I + IT and VI + VII and the corresponding ones associated
with the higher H13 harmonic survive. In a dynamical situation
where the nuclei move during the interaction with the APT and
the IR pulse, both scenarios coexist.

In this work, we have extended the XCHEM methodology to
solve the time-dependent Schrodinger equation (TDSE) in the pres-
ence of the APT and the IR pulse by accounting for the nuclear
motion in a full quantum mechanical way (see Methods), so that
all of the above processes are correctly described. Adiabatic poten-
tial energy curves and electronic wave functions for bound, contin-
uum, and Feshbach resonances were evaluated in a dense grid of
internuclear distances and then transformed into the corresponding
diabatic counterparts to account for nonadiabatic effects in a nu-
merically stable way. All bound-bound, bound-continuum, and
continuum-continuum involving these diabatic states were explic-
itly evaluated. We have used a duration of 25 fs [full width at half
maximum (FWHM)] for the IR pulse and 300 as (FWHM) for each
pulse contained in the APT. The corresponding intensities are 5 x
10" W/em? and 3.5 x 10'* W/cm?, respectively. More details are
given in Methods.
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Fig. 1. The electronic continuum of N,. Potential energy curves of the xzz;
(thick red line), A2Hu (thick blue line), and Bzzj (thick pale blue line) states of
N5 and the corresponding Feshbach resonances of N, converging to the former
three states (thin lines). The horizontal lines contained within the potential energy
curves of the XZX;, Azl‘lu, and BZZj states indicate the position of the lowest vi-
brational levels in each state. The Gaussian-like curve (orange) at the bottom of the
figure represents the v = 0 vibrational state in the ground electronic state of N,. The
vertical dashed lines in orange represent the boundaries of the Franck-Condon
region. The horizontal blue peaks on the left-hand side of the figure show the har-
monics H11 and H13 associated with the APT used in the calculations, and the
dashed horizontal lines in blue show the the energy region where one expects
that Feshbach resonances are populated by these harmonics. The semitransparent
gray shaded circle highlights the region where resonances are expected to be pop-
ulated by absorption of an H11 photon. The two red arrows indicate the emission
and absorption of an IR photon, from H11 and H13, respectively. The dashed red
line indicates the position of the sideband SB12 that results from the two interfer-
ing processes mentioned above. The small panel on the right-hand side of the
figure shows the one-photon ionization spectra, adapted from figure 3 of (44),
as measured at synchrotron facilities (38—41) and calculated by Klinker et al. (44).

Figure 3A shows the calculated and experimental photoelectron
spectra resulting from the APT only. As can be seen, the overall
agreement between theory and experiment is very good. The
figure also shows the individual contributions of the different ion-
ization channels. The harmonic bands associated with the A°II,,
channel are well separated from those associated with the XZZ;
and B°Z; channels, which overlap in the same spectral region, es-
pecially at the lowest photoelectron energies. The H13 and H15
bands associated with the AII, channel, hereafter called
H13(A?I1,,) and H15(AI1,,) for short, exhibit a well-defined and ex-
tended vibrational progression, from v = 0 to v' = 6, with relative
peak intensities that closely follow the Franck-Condon overlaps
between the initial vibrational state and the final vibrational states
in the AII,, state of the cation. The vibrational progressions for the
harmonic bands associated with the X22;r and B’Z channels are
much narrower, with a very dominant peak for v' = 0 and a tiny one
for v' = 1, as dictated by the corresponding Franck-Condon over-
laps. In contrast, as pointed out in (34), the H11 (XZZ;) band exhib-

its what seems to be a wider vibrational progression, with a much
more pronounced v' = 1 peak and the appearance of at least two
additional peaks where one would expect to find peaks associated
with the v' = 2 and v' = 3 vibrational states of the XZZEr electronic
state. This is the energy region where Feshbach resonances are pop-
ulated by the H11 harmonic (see Fig. 1). To facilitate the
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identification of the Feshbach resonances that contribute in this
energy region, Fig. 3A includes short vertical lines in the top hori-
zontal axis, indicating the positions where these resonances are ex-
pected to appear according to our calculations. As can be seen, a
forest of Feshbach resonances converging to the A’II, ionization
threshold is potentially responsible for the unusually high intensi-
ties of the v' = 1, v' = 2, and v' = 3 peaks. The spectrum of Fig. 3A
also shows that the H11(AI1,) band does not follow the Franck-
Condon behavior observed in the H13(A%II,) and H15(A%I1,,)
bands [experiments of Haessler et al. (34) did not have access to
this energy region]. Of course, the vibrational progression is trun-
cated at v' = 2, i.e., at almost zero photoelectron energy, because
there is not enough energy available for the escaping electron
when the cation is left in higher vibrational states. However, inde-
pendently of this, one can see a substantial increase in intensity and
a notorious widening of the v' = 2 peak compared to the corre-
sponding peak in the H13(A’II,) and H15(AIL,) bands. Both
effects are the consequence of populating the lowest three Feshbach
resonances of the Hopfield series, which lie just above the A*IT,, ion-
ization threshold. As can be seen in the photoionization spectrum
shown in Fig. 1, these Feshbach resonances are nearly degenerate
with the v' = 2 state of the A’IT,, channel, which explains why this
is the vibrational peak that is more seriously affected by their decay
into the A°II,, state. Furthermore, the first and the third resonances
in the Hopfield series, nso, and ndo,, have the largest autoionization
widths [~0.06 and ~0.1 eV, respectively, corresponding to lifetimes
of ~10 and ~7 fs, see (45)], so that their decay occurs, while the
nuclei are moving. These resonances overlap with each other and
with the second resonance of the Hopfield series, ndm,, leading to
a structure with an apparent width of ~0.2 eV (see the photoioni-
zation spectrum on the right panel of Fig. 1), hence the widening of
the v' = 2 peak in the H11(AII,) band. The lowest Hopfield reso-
nances can also decay into the XZZ‘;r state, producing faster elec-

trons that contribute to the signal around the v' = 0 peak in the
Hll(XZZ;) band. This is indicated in the figure with the corre-

sponding short vertical line on the top horizontal axis. However,
this is barely seen in the spectrum of Fig. 3A due to the large inten-
sity of the nonresonant process leading to v' = 0 in the XZZ; state

and to the fact that autoionization decay into the XZZ; state is less

likely than into the AII, state (44), which is closer in energy. In
contrast, as we will see below, this same resonant decays into v' =
0 of the XZZZ;,r state and has an enormous effect on the photoioni-

zation phases.

Figure 3B shows the photoelectron spectrum obtained by com-
bining the APT and the IR pulse at zero delay. As discussed above,
the presence of the IR field leads to the appearance of sidebands in
between the harmonic bands. For the chosen pulses, the sidebands
associated with a given ionization channel completely overlap with
the harmonic bands of the other channels. For example,
SB12(X?%;) and SB12(B’X)) overlap with H13(A%TI,), and
SB12(A°I1,) overlaps with Hll(Xzzg). Spectral overlap between
harmonic bands and/or sidebands associated with different ioniza-
tion channels is the common rule in all molecules due to the vibra-
tional broadening of these bands and the relatively small energy
differences between electronic states of the molecular cation. Both
effects are obviously absent in atomic systems. For photoelectron
energies larger than 4 eV, the observed vibrational progressions
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Fig. 2. Sketch of the ionization paths involving a Hopfield resonance of N,. (A) On-resonance scenario at R = R. (B) Off-resonance scenario at R = R;. Horizontal green
line: energy position of the resonance. Blue shaded area: ionization continuum associated with the A’II,, state of N . Red shaded area: ionization continuum associated
with the XZZ; state of Nj . Blue arrows represent absorption of a single XUV photon from the ground state, and red arrows represent absorption of an IR photon. Blue

dotted arrows represent autoionization of the resonance into the A%II, and XZZg+ channels through the 'y and T, paths, respectively. Vertical double arrows indicate the

accessible photoelectron energies when the cation is left in the different vibrational states with quantum numbers 0, 1, 2, etc., and for the total energy indicated by the
black horizontal dashed line. Roman numbers indicate steps of the ionization paths in which a photon is either absorbed or emitted.

resulting from the overlap between harmonic bands and sidebands
associated with different channels are nearly identical to those re-
ported at higher energies (24). At these higher energies, the relative
intensities of the different peaks can be perfectly explained in the
framework of the Born-Oppenheimer approximation, as shown in
(24). However, this is not the case below 4 eV. Once again, this is
due to the presence of the Feshbach resonances, whose signature not
only shows up in the lower harmonic bands but also can be trans-
ferred to the neighboring sidebands. To better identify the contri-
bution of the sidebands, experimentalists usually subtract the
photoelectron spectra obtained with the APT only from that ob-
tained with both the APT and the IR. This is shown in Fig. 3C,
where the calculated spectrum is compared with the measured
onein (34). As can be seen, the general agreement is good, although,
in this case, the experimental spectrum is more noisy and does not
display the smallest features so clearly.

We note that, in contrast with the photoionization spectrum of
atoms or the spectrum shown in the right-hand side of Fig. 1 for N,
the presence of autoionizing resonances in this region does not lead
to peaks with Fano profiles. There are several reasons for this. The
first one is the convolution of the calculated spectra to account for
the limited energy resolution in the experiment, which is 80 meV.
The largest resonance width, 98 meV [see (44)], corresponds to the
lowest state of the Hopfield series. All of the other resonances have
much smaller widths, so that, after convolution, their contribution
spreads out over the 80 meV interval. The second reason is that Fes-
hbach resonances do not necessarily lead to standard Fano profiles
in vibrationally resolved photoelectron spectra due to the coupling
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with nuclear motion [see, e.g., (32, 33)]. This coupling can spread
out the signature of the resonances over an interval of photoelectron
energies, which can be wider than that associated with the actual
autoionization width, due to the decay of the resonances over a
range of internuclear distances. The third reason is the spectral
width of the harmonics. In the experiment of Haessler et al. (34),
this spectral width is comparable to or larger than the autoioniza-
tion width of most resonances, so that Fano-like profiles, as those
arising from ionization with perfectly monochromatic light, can
be notably distorted. In contrast, the spectrum shown in the right
inset in Fig. 1 was measured by using monochromatic synchrotron
radiation, and the energy resolution was much higher. We also note
that the inset shows the ionization cross section as a function of
photon energy, not photoelectron energy (as it is the case for the
RABBIT spectrum shown in Fig. 3B). At a given photon energy,
the photoionization spectrum of Fig. 1 contains contributions
from all final vibrational levels, so that the effect of the nuclear
degrees of freedom is less visible.

To make the above points clearer, fig. S1 shows the photoelec-
tron spectra plus the population remaining in the Feshbach reso-
nances when the TDSE is integrated up to 50 fs, and no
convolution is performed. In this short time interval, the accessible
resonances converging to the A*IT,, threshold (blue curves in Fig. 1)
appear as narrow spikes because they have not had enough time to
decay by autoionization (their lifetimes are much longer than the
integration time), while those lying just above the AII,, threshold
(Hopfield resonances, pale blue curves in Fig. 1) have completely
decayed. As can be seen, between 0.5 and 1.5 eV photoelectron
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Fig. 3. N, photoelectron spectra. Using (A) the APT only and (B) the APT and the IR with zero delay between them. (C) Difference between (A) and (B). Black curves: total
spectrum. Dashed colored curves: contribution of the different ionization channels (Xzig*, red;Azl'Iu, blue; BZZU*, pale blue). Orange curves: experimental results from (34).
The small number on top of the different peaks indicates the vibrational state in which the molecular cation is left in each ionization channel. The small vertical lines on
top of (A) and (B) indicate the position of the Feshbach resonances lying below (blue) and above (pale blue) the A1, threshold. Theoretical spectra have been convoluted
with a Gaussian of 80 meV FWHM to account for the experimental resolution of (34). a.u., atomic units.

energy, many sharp peaks are observed. They correspond to the
many resonances converging to the AT, threshold that can be ac-
cessed by the 11th harmonic in the Franck-Condon region and can
therefore decay to the X* Z; continuum (see Fig. 1). After they auto-
ionize, their contribution spreads over wider energy intervals,
which, in combination with the convolution performed to
account for the limited energy resolution of the experiment, pre-
vents one from resolving them individually. However, in any case,
they are collectively responsible for the unusual vibrational progres-
sions observed at those low energies. Thus, at variance with the in-
terpretation given in (34), the non—Franck-Condon behavior in the
HI11 (XZZ;) band is not due to a single Feshbach resonance but to a

collection of them. Only two resonances lying above the A°TI,,
threshold (the lowest members of the Hopfield series) are energet-
ically accessible and leave their signature in both the XZZ; (at ~1.7
eV) and A°I1,, (at ~0.1 eV) continua. In the presence of the IR, some
of these resonances (Hopfield and non-Hopfield ones) may be pro-
moted to the sidebands. The most prominent cases are the blue peak
appearing at around 1.8 eV (contributing to SB12 A*IT,,) and the red
peak at 3.2 eV (contributing to SB12 XZZ;).

The calculated RABBIT spectra obtained by varying the delay
between the APT and the IR pulse is shown in Fig. 4, for each indi-
vidual ionization channels and for the sum over all channels. As in
Fig. 3C, the spectra have been referred to those obtained with the
APT only, so that one can better identify the contribution of the
sidebands. As expected, all sideband peaks oscillate with a frequency
that is approximately twice the frequency of the IR pulse, but the
relative phases are different for different types of peaks. The vertical

Borras et al., Sci. Adv. 9, eade3855 (2023) 12 April 2023

lines across the whole figure indicate the expected position within
the sidebands of the different vibrational peaks associated with the
Xng+ and AI1, channels after absorption (or emission) of an IR
photon. In particular, the peaks with v > 3 associated with the
SB12(X22;) + H13(A’1,) band contain information about the
narrow Feshbach resonances lying just below the A°II, threshold,
which come from the Hll(XZZ;) band after absorption of an IR

photon. In addition, the v' = 1 and v' = 2 peaks carry information
about the lowest two Hopfield resonances lying just above the ATI,,
threshold. Because of the rather long lifetime of all these resonances,
specially those lying just below the A°II, threshold, absorption of
the IR photon mostly occurs before the resonances have effectively
decayed by autoionization, so that the dominant effect of the IR
pulse is to promote population into the electronic continuum
where the SBIZ(XZZ;) + H13(AI1,) band appears. As a conse-
quence, the relative intensities of the different v' peaks in the
SBI2(X°2)) + H13(A%1,) band looks different from that in the
SB14(X22;) + H15(AI1,,) band. This information is also imprint-
ed in the sideband phases. Similar effects reflect on the v' = 0 and v'
= 1 peaks associated with the SB12(AI1,) + H11(X’%.") band, al-
though, in this case, the information is basically restricted to the
lowest two Hopfield resonances lying just above the A*TI,, threshold.
All these features are somewhat diluted when one looks at the total
RABBIT spectrum, which is what was actually measured in (34).
To compare with the latter experimental work, we have fitted the
regions of the total spectrum corresponding to the positions of the
vibrational peaks indicated in Fig. 4 to the usual cosine function
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Fig. 4. Channel resolved N, RABBIT spectra. (A) XZZg+ channel. (B) AIL, channel. (C) BZZu+ channel. (D) Total RABBIT spectrum. The vertical thin black lines indicate the
position of the vibrational states associated with the different ionization channels. The spectra have been convoluted with a Gaussian of 80 meV FWHM to account for the

experimental resolution of (34).

with frequency 2wz and extracted the relative phases. The results
are shown in Fig. 5. The corresponding absolute phases are
shown in fig. S2. The bars in the calculated values of the phases in-
dicate the statistical errors resulting from the fit. As can be seen, the
agreement between theory and experiment is remarkable. In partic-
ular, the abrupt change of the phase when going from SB14(X2§1;)
to SBIZ(XZZZ;) is well described by the calculations. This phase
change amounts to ~600 as when converted to units of time
(~300 as in the experiment). The discrepancy in the absolute
value for SBIZ(XZZ;) can be due to the chosen range of photoelec-

tron energies to perform the fit, which may be different from that

used in the experiment, or due to small errors in the relative posi-
tions of the many spectral features that overlap in this region. None
of these have a substantial effect in the phases that vary smoothly
with photoelectron energy. In the case of the SB12(A°II,) band, a
substantial phase change is only visible for v' = 2 (~140 as), al-
though, in this case, there are no experimental results to
compare with.

Since it is nowadays possible to extract phase variations across
sidebands due to the improved energy resolution of the experiments
(the so-called rainbow RABBIT), Fig. 6 shows the actual variation of
the phase within SB12 XZZ;. As can be seen, the phase varies by
about m around 2.9 eV and by about 0.1m around 3.2 eV in

0.5
SBn (X25;) : SBn (A%My)
1 _/r"% _______________ T BRI é

5 00 . 3
3 P
5 —0.51 %;F w1 — Vg (Theo.)
% ..... P Vo — Vg (Theo.)
T ¢~ v2 —vg (Exp.)

—-1.01 o ~g-— v1 — Vg (EXp.)

e 12 14 12 14 16

Sideband order

Sideband order

Fig. 5. Vibrationally resolved photoionization phases. Full symbols: phases resulting from fitting the sidebands appearing in the total RABBIT spectrum shown in
Fig. 4D to a cosine function of frequency 2w in an energy interval of 10 meV around the expected position of vibrational peaks associated with the XZZg+ and A1,
channels (vertical lines in Fig. 4). Experimental results of Haessler et al. (34, 56) are shown by open symbols with their corresponding error bars. The dashed and dotted
lines are plotted to guide the eye. All phases are referred to the phase of the v = 0 peak in the corresponding ionization channel and the corresponding SB. The right
vertical axis shows the correspondence between calculated phases and photoionization delays.
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Fig. 6. Energy-resolved photoionization phases. Absolute phases resulting
from fitting the SB12 xzz; sideband appearing in the total RABBIT spectrum
shown in Fig. 4D to a cosine function of frequency 2wz in energy intervals of 10
meV. Numbers 0, 1, and 2 indicate the energy regions associated with the different
vibrational states v of the remaining N cation.

narrow energy intervals. These variations are partly due to the sig-
nature of the lowest Hopfield resonance in SB12 XZZg+ [the red peak
in fig. S1 (B and C)] as well as to the contribution of the other ion-
ization channels, A*I1, and BZZJ, in the same energy region. There-
fore, to extract the phase variation associated with the lowest
Hopfield resonance in the XZZ(; channel, one must design experi-
mental strategies to remove the contribution from the latter chan-
nels. As we will see below, this can be achieved by performing
angularly resolved measurements. The results shown in Fig. 6 also

Degrees (rad)

show that the discrepancy between experiment and theory for SB12
XZZlg+ (see Fig. 5) can be due to the energy averaging of the phase

over different spectral ranges. Similar plots for other sidebands can
be found in the Supplementary Materials.

It is important to stress here that in energy regions where the
overlap of harmonic bands and sidebands cannot be completely
removed, or several ionization channels and many resonances con-
tribute, one cannot always relate the measured phase variations to
actual photoionization delays. As shown above, it is clearly the case
for SB12 Xng+ at around 2.9 and 3.2 eV (associated with apparent
final vibrational states v = 1 and v = 0 of the X22; state,

respectively).

All previous results show that the complexity of RABBIT spectra
in the vicinity of molecular Feshbach resonances can be accurately
described by correctly accounting for electron correlation, nuclear
motion, and the coupling between nuclear and electronic degrees of
freedom, beyond the Born-Oppenheimer approximation. However,
this complexity, which reflects in the many overlapping spectral fea-
tures, may prevent one from extracting photoionization delays from
real experiments. To solve this problem, current experimental
efforts are pursuing to combine the RABBIT technique with align-
ment (37) or multicoincidence detection techniques (22, 23, 25, 35)
that can provide photoelectron spectra for a given molecular orien-
tation, thus reducing the number of accessible channels. In addi-
tion, if one has access to the photoelectron angular distributions,
which is now the state of the art in atomic RABBIT, the number
of accessible channels can be further decreased, thus allowing for
a more clear isolation of the spectral features of interest. Having
this in mind, we have calculated photoelectron spectra resolved in
both electron emission angle and molecular orientation. As an illus-
tration, Fig. 7 shows the photoelectron angular distributions for N,

Photoelectron energy (eV)

Fig. 7. Angularly resolved spectra for molecules oriented along the polarization direction. Photoelectron angular distributions for N, molecules parallel to the
polarization direction (z axis) for no delay between the APT and the IR pulse. The angular distributions are shown in the plane that contains the molecular axis (z) and the x
axis, and the observation angle is 6, as defined in the inset. (A) Xzig+ channel. (B) A%I1, channel. (C) BZZJ channel. (D) Total. The spectra have been convoluted with a

Gaussian of 80-meV FWHM to account for the experimental resolution of (34).
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molecules parallel to the polarization direction (z axis) for no delay
between the APT and the IR pulse. The upper three panels show the
results for the individual ionization channels, and the bottom panel
shows their sum. As can be seen, the lines associated with the Fes-
hbach resonances contributing to the SBlZ(XZZ‘;) band at around
3.2 eV are perfectly isolated from any other feature in the X22‘;r

channel and reaches its maximum intensity at an electron emission
angle of 90°. This feature is nearly invisible in the integrated spec-
trum shown in Figs. 3B and 4A, but here, it is quite apparent, even
without resolving the final state of the cation, since the vibrational
progression associated with the SB12(A*I1,) band, which is domi-
nant in the integrated spectrum, is nearly invisible at 90° (see second
topmost panel in Fig. 7). Also, the signature of the lowest Hopfield
resonance contributing to the SB12(AI1,) band at around 1.8 eV
can be clearly seen, both in the spectra associated with the A°TI,,
channel and at 90° in the spectra in which the individual channels
are not resolved.

In conclusion, we have implemented a theoretical tool to de-
scribe ionization of many-electron molecules irradiated by a com-
bination of XUV and IR ultrashort pulses in the vicinity of Feshbach
resonances. A correct description of this process requires account-
ing for electron correlation in the electronic continuum, the cou-
pling between nuclear and electronic motions, and the evaluation
of bound-bound, bound-continuum, and continuum-continuum
transition matrix elements between fully correlated states, all of
the above in the time domain. The methodology has been used to
calculate time-resolved and vibrationally resolved photoelectron
spectra of N, by varying the delay between an APT and an IR
pulse following the premises of the RABBIT technique. Our
results, in very good agreement with those of an early and unique
experiment reported in 2009 (34), show that Feshbach resonances
are responsible for unusual non—Franck-Condon vibrational pro-
gressions and abrupt phase variations in the sideband phases. The
presence of a forest of long-lived Feshbach resonances lying just
below one of the ionization thresholds leads to an increase of the
peak intensities in the energy regions where the remaining molec-
ular cation is in higher vibrational states. It also leads to an apparent
jump in the photoionization delays that can be as large as 600 as.
This should not be interpreted, however, as a true photoionization
delay, as it results from the superposition of different autoionization
channels in the low-energy region of the spectrum, but as a clue of
the effective population of Feshbach resonances by the incoming
light. Hence, theoretical input on at least the potential energy
curves and autoionization lifetimes of potentially accessible Fes-
hbach resonances is almost mandatory to achieve a complete under-
standing of the experimental measurements. Such information can
be provided by accurate electronic structure methods such as
XCHEM (47), which is at the heart of the methodology presented
in this work. Our results also show that, to isolate some of the mul-
tiple overlapping features appearing in the spectra and obtain tem-
poral information from them, one would rather perform angularly
resolved RABBIT measurements for a fixed molecular orientation.
Current experimental efforts are pursuing this goal by combining
RABBIT setups with multicoincidence detection methods or by
aligning the molecule with an auxiliary laser [see, e.g., (22, 23, 25,
35, 37)].

Borras et al., Sci. Adv. 9, eade3855 (2023) 12 April 2023

METHODS
We have solved the time-dependent Schrodinger equation (atomic
units will be used from now on)

R w7 R 1

1
5 (1)
where 7 and R refer to the electronic and nuclear coordinates, re-
spectively, ¢ represents the time, ¥( 7, R, t) is the time-dependent
wave function, and Z(t) is the time-dependent Hamiltonian given
by

H(1) zjf0+T+f(t) 'E>+VCAP (2)

where # o is the field free electronic Hamiltonian, T is the nuclear
— —
kinetic energy operator, E (t) - d is the laser-molecule interaction

potential in length gauge with f(t) being the electric field and
7 = Zi7i’ and Vcup is a complex absorbing potential that

avoids nonphysical electronic reflections at the box boundary.
The W(7, R, t) wave function is written as an expansion over prod-
ucts of diabatic electronic states W (7", R), which depend paramet-
rically on the internuclear distance, and nuclear wave functions
Xi(R, t) that carry the time dependence:

\P(?v R t) = ZW?(?7R)Xi(R7 t) (3)

The use of a basis of diabatic electronic states instead of adiabatic
ones is numerically convenient to guarantee that dipole transition
matrix elements vary smoothly with R and that nonadiabatic effects
are taken into account without including nonadiabatic couplings
that may vary very rapidly with R. The price to pay is that one
has to include Hamiltonian couplings, since diabatic electronic
states are not eigenfunctions of the electronic Hamiltonian, but
these are, in general, easy to calculate and do not change abruptly
with R. In our calculations, we have neglected molecular rotation,
which is justified because they are more than three orders of mag-
nitude slower than the investigated electron dynamics. Thus, in the
center of mass of the molecule, the set of nuclear coordinates R
reduces to one dimension: the internuclear distance.

The TDSE is solved by using the split-operator method (48-50),
in combination with fast-Fourier techniques (51). In brief, the evo-
lution operator is written as

Cirar iE(t)-dat

U(t+At)=e 2e 2 e

i _iE@dnt s
1(%11+VCAP)Ate S iTAL2

(4)
where we use a time step At = 10 as. The nuclear wave packets are
discretized on a grid of equidistant Ry points separated by AR

N
X(Rt) = > 8(R — ROx,(Re, H)AR (5)
k
and their equivalent forms in momentum space to evaluate the
kinetic energy terms. Propagation of the wave packets is performed
on a set of coupled electronic states calculated on the same grid.
The ionization probability for a given electron energy € and a
given final vibrational state of the molecular cation can be obtained
by projecting W( 7", R, t) onto a product of an electronic continuum
state fulfilling the exact multichannel incoming boundary
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conditions W, (7", R)(i.e., a scattering state) and the vibrational
wave function of the remaining cation ¢, (R). Here, a represents
the electronic state of the remaining molecular cation, / denotes a
given partial wave, and o indicates the spin of the ejected electron.
As we are interested in obtaining photoelectron spectra irrespective
of the final vibrational state of the remaining cation, which is what is
measured in most RABBIT experiments, as, e.g., in (34), one has to
sum over all possible final vibrational states, including dissociative
states

Pato =3 JdR J dr Yo (7 R, (R¥(7 R ) (6)
where t;is the integration time. After some trivial algebra, this ion-
ization probability is given by

Poers = Z AR|A(Rk7 tf)lz (7)
k

where AR is the difference between two consecutive grid points, and

AR 1) = 3 xRest) [0, (7 RVP(F R (9

Notice that, in Eq. 7, the explicit form of the ¢,_functions is not
needed. The ionization probability in a given electron emission di-
rection in the molecular frame is obtained as described in (52).

We performed TDSE calculations for molecules oriented parallel
and perpendicular to the polarization direction of the applied fields.
Photoelectron spectra for randomly oriented molecules were ap-
proximately evaluated by weighting the results for the parallel and
the perpendicular orientations with factors 1/3 and 2/3, respectively.
In Eq. 3, we have included all electronic states, bound and contin-
uum ones, that can be reached up to a photon energy of 63 eV,
which amounts to 21,039 electronic states for the perpendicular ori-
entation and 21,000 for the parallel orientation.

Electronic states and couplings

Adiabatic electronic states and the corresponding dipole couplings
between them were calculated with the XCHEM code (46, 47, 52),
which makes use of a hybrid Gaussian/B-spline basis and a close-
coupling approach to describe the ionization continuum. In this
work, we have included the X, A’I1,, and BZ ionization chan-
nels. We used a set of polycentric orbitals obtained from state-
average restricted active space self-consistent field (SA-RASSCF)
calculations with a cc-pVQZ basis (53) by using MOLPRO (54),
in which the 1o, and 1o, orbitals are doubly occupied; the 20,
20, 304 30, 1m,, and 1m, orbitals can have an arbitrary number
of electrons; and the 40, 40,, 50, 50,, 604, 60,, 27g, 27, 3T,
3m,, 184 and 18, orbitals can have a maximum of two electrons.
These orbitals were optimized with respect to the X'Z,, A'Il,,
B'Y,, and C'3, states of the neutral molecule and transformed to
the MOLCAS format (55). In addition, a basis of monocentric basis
functions was placed at the center of mass of the molecule. This
basis consists of a set of even-tempered Gaussian functions
GM(r) oc PHemom  where a; = agp’ (0o = 0.01, B =1.46, i=0,l,
..21), with I < 3 and k < 2, and a set of 3488 B-splines of order 7
located in between ry;, = 7 a.u. and 7, = 1800 a.u. The CAP,
defined as —i10™*(r — 1750)?, was placed at 1750 a.u.

Borras et al., Sci. Adv. 9, eade3855 (2023) 12 April 2023

Diabatization

We transformed the set of adiabatic states obtained with XCHEM
into a set of diabatic states belonging to different subspaces, each
one defined by a parent ion state, and added an additional subspace
containing all adiabatic bound states. In this diabatic representation,
the Hamiltonian is diagonal in each subspace, and all states have a
well-defined character. All Hamiltonian couplings between diabatic
states belonging to different subspaces, as well as dipole couplings
between them, appear as off-diagonal terms. In this way, both Ham-
iltonian and dipole couplings vary smoothly with R, because (i) the
many avoided crossings between the potential energy curves (PECs)
of the resonances appearing at small R are transformed into real
crossings, and (ii) the interchannel couplings between the different
states of the molecular cation is turned off. The effect of these cou-
plings is thus introduced through the solution of the TDSE. In the
Franck-Condon region, where most of the ionization takes place,
the variation of these couplings with R is small. Thus, to reduce
the computational effort without compromising the accuracy, we
assumed that these couplings are constant. Of course, the variation
with R of the diagonal terms of the Hamiltonian, i.e., the PECs, was
kept. In more detail, off-diagonal terms were obtained with
XCHEM at the equilibrium geometry (1.1 A), and the PECs were
evaluated in a grid of 30 internuclear distances in the interval
[0.85 to 1.38] A by using MOLPRO (54) at the multireference con-
figuration interaction (MRCI) level after a complete active space
self-consistent field (CASSCF) calculation in which we considered
the 1o, and 1o, orbitals doubly occupied and the 20y, 20,, 30,4, 30,
Im,, and 1m, orbitals with an arbitrary number of electrons.

Supplementary Materials
This PDF file includes:
Figs. S1to S3
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