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ABSTRACT

Processing in-memory breaks von Neumann-based constructs to ac-
celerate data-intensive applications. Noteworthy efforts have been
devoted to executing Boolean logic using digital in-memory com-
puting. The limitation of state-of-the-art paradigms is that they
heavily rely on repeatedly switching the state of the non-volatile
resistive devices using expensive WRITE operations. In this paper,
we propose a new in-memory computing paradigm called path-
based computing for evaluating Boolean logic. Computation within
the paradigm is performed using a one-time expensive compile
phase and a fast and efficient evaluation phase. The key property
of the paradigm is that the execution phase only involves cheap
READ operations. Moreover, a synthesis tool called PATH is pro-
posed to automatically map computation to a single crossbar design.
The PATH tool also supports the synthesis of path-based comput-
ing systems where the total number of crossbars and the num-
ber of inter-crossbar connections are minimized. We evaluate the
proposed paradigm using 10 circuits from the RevLib benchmark
suite. Compared with state-of-the-art digital in-memory computing
paradigms, path-based computing improves energy and latency up
to 4.7X and 8.5X, respectively.

1 INTRODUCTION

The rapidly growing number of sensor devices in the Internet of
Things has increased the accessibility to digital data. The amount
of available digital data is expected to reach 175 ZB by 2025 [16].
This has powered the emergence of data-driven applications such
as decision-making [5], drug discovery [27], and deep neural net-
works [13]. Unfortunately, it is challenging to execute data-intensive
application on today’s high performance computing systems [14].
This is because the separation of memory and computing units
within the von Neumann architecture introduces bandwidth-limited
and power-hungry data transfer [3].

Processing in-memory using non-volatile memory has recently
attracted significant attention. Non-volatile memory technology
includes memristor, resistive random access memory (ReRAM) [2],
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Table 1: Comparison of in-memory logic styles in terms of
underlying operation and evaluated logic complexity.

Digital logic style | Representative | Operations in each phase
Studies Compile Execute
IMPLY [11, 18] WRITE | WRITE+READ
MAGIC [4, 10] WRITE | WRITE+READ
FLOW [22, 23] WRITE | WRITE+READ
| Path-based ~ | (thispaper) | WRITE | READ |

phase change memory (PCM) [7], spin-transfer torque magnetic
random access memory (STT-MRAM) [9]. By integrating the non-
volatile memory devices into dense crossbar arrays, mathematical
operations can be executed energy-efficiently with high speed. Ana-
log in-memory computing is energy-efficient but it is limited to
arithmetic operations [8]. In contrast, any Boolean function can be
accelerated using digital in-memory computing. Digital in-memory
computing can be performed using logic styles such as IMPLY [11],
MAGIC [10], and FLOW [23]. The logic style defines the input and
output of Boolean operations as analog voltages and states for the
non-volatile memory devices. The system performance is largely
dictated by the properties of the in-memory logic style.

Computation within in-memory paradigms can be divided into a
one-time compile phase and an execution phase that is performed
one-time for each function input. In Table 1, we show the READ and
WRITE operations performed in each phase for the different logic
styles. It can be observed that all previous paradigms use WRITE
operations in the execution phase. WRITE operations are orders of
magnitude more expensive than READ operations [26]. In contrast,
the proposed path-based paradigm evaluates Boolean logic using
cheap READ operations in the execution phase.

In this paper, we propose a new computing paradigm called path-
based in-memory computing. The paradigm is capable of evaluating
arbitrary Boolean functions using one-transistor one-memristor
(1T1M) crossbar arrays. We also propose a framework called PATH
to automatically map computation to 1T1M crossbars or path-based
computing systems with multiple crossbars. The main innovations
of the paper are summarized, as follows:

e A new computing paradigm called path-based in-memory com-
puting. The paradigm executes Boolean functions fast and effi-
ciently using only READ operations.

e The PATH framework exploits an analogy between Boolean de-
cision diagrams (BDDs) and 1T1M crossbars to map Boolean
functions into crossbar designs. A BDD with n nodes and m
edges can be mapped to a crossbar of dimensions (n)x(m).

o The PATH framework maps larger Boolean functions to multiple
connected crossbars (with constraints on the dimensions). The
framework minimizes a weighted sum of the number of crossbars
and the number of inter-crossbar connections.
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Figure 1: Flow for evaluating Boolean functions using path-based computing. (a) A program in Verilog code. (b) The abstract
crossbar design obtained through synthesis. (c) The physical crossbar with the non-volatile memory devices programmed and
Boolean variables assigned to the selector lines. (d) The state of the switches (open/closed) with respect to the state of the non-
volatile memory devices (on/off) and the instance (a,b,c)=(1,1,0) of the Boolean variables. (¢) The Boolean function f evaluates

to 1 because there is a path from the input to the output.

o The experimental evaluation is performed on 10 circuits from
the RevLib benchmark suite. Compared with the state-of-the-art
in-memory paradigm, PATH improves energy and latency with

at least 4.7X and 8.5X, respectively.

The remainder of the paper is organized, as follows: preliminaries
are provided in Section 2. The path-based paradigm is introduced
in Section 3. The problem formulation is given in Section 4. The
crossbar-level synthesis framework is detailed in Section 5. The
experimental evaluation is performed in Section 6. The paper is
concluded in Section 7.

2 PRELIMINARIES

2.1 Binary Decision Diagrams

A binary decision diagram (BDD) is a graph representation of a
Boolean function. The graph consist of internal decision nodes and
two leaf nodes. The terminal nodes represent the output ‘0’ and
‘1’, respectively. The internal decision nodes each have an assigned
Boolean variable and a positive and negative output edge. A BDD
is evaluated by traversing the graph from the root nodes to one
of the leaf nodes based on an instance of the Boolean variables.
BDDs commonly refer to reduced order binary decision diagrams
(ROBDDs) where nodes and edge have been eliminated to reduce
the size of the representation [6]. When a BDD is used to represent
a multi-output function, the BDD will have a separate root node
for each output of the Boolean function [12].

2.2 Memristor Crossbar Arrays

In this section, we will review one-transistor one-memristor (1T1M)
crossbars and one-diode one-memristor (1D1M) crossbars [24]. The
paradigm mainly relies on (1T1M) crossbars but (1ID1M) crossbars
are used to realize routers [15].

A 1T1M crossbar array consists of wordlines, bitlines, and selec-
tor lines. Each wordline is connected to each bitline using a series
connected memristor and access transistor. The vertically aligned
access transistor share a single selector line. Both the memristors
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and the access transistors act functionally as switches that can be
turned on and off. The switch corresponding to a memristor is on
(or off) based on if the memristor is programmed to have low (or
high) resistance. The switch corresponding to the access transistor
is turned on (or off) based on if the selector line is charged.

A 1D1M crossbar only has wordlines and bitlines. A crossbar
with dimension (N)x(M) can be used to connect the N inputs to any
of the M outputs by appropriately programming the the memristor
devices, i.e., a NxM router.

3 PATH-BASED COMPUTING

Path-based computing aims to evaluate Boolean functions using
in-memory computing. The flow is illustrated using an example in
Figure 1. The flow for path-based computing consists of one-time
slow and expensive compile phase and a fast and efficient execution
phase. The input to the compile phase is a Boolean function speci-
fied in a hardware descriptive language (Verilog, VHDL), which is
shown in Figure 1(a). The input is first synthesized into an abstract
crossbar design O, which is shown in Figure 1(b). The 1T1M cross-
bar design specifies the state of each non-volatile memory device
(0/1) and the Boolean variable assigned to each selector line. The in-
put and output assignment to the wordlines are also specified. Next,
the memory devices within a nanoscale crossbar are programmed
(off/on), which is shown in Figure 1(c).

In the execution phase, an instance of Boolean variables is pro-
vided to the selector lines. The selector lines control the switches
represented by the access transistors. The state of the switches
controlled by the memory devices are also shown in Figure 1(d).
Next, an input voltage is applied to the top-most wordline and
an output voltage is measured across a resistor connected to the
bottom-most wordline. If the output voltage is high, the Boolean
function evaluates to true. Otherwise, the function evaluates to
false. For the input instance (a,b,c)=(1,1,0), the function evaluates
to true because there exists a path from the input to the output, as
illustrated in Figure 1(e). In contrast, the function evaluates to false
for the input instance (1,0,0).
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The one-time compile phase is both slow and expensive. Mainly,
due to the expensive WRITE operations used to program the plat-
form. On the other hand, the cost is amortized across each execution
of the Boolean function. The execute phase is fast and efficient be-
cause it only involves charging/decharging the selector lines and
performing READ operations. The advantageous properties com-
pared with other in-memory paradigms comes from the novel use of
the access transistors. No previous paradigms have used the access
transistors to perform logic.

4 PROBLEM FORMULATION

Our overall objective is to synthesize a Boolean function ¢ into a
path-based computing system. We approach this larger problem by
solving two smaller problems, as follows:

e Problem I: Synthesize a Boolean function ¢ into a crossbar
design D. The objective is to minimize the dimensions of
the synthesized crossbar design.

e Problem II: Synthesize a Boolean function ¢ into a path-
based computing system consisting of multiple connected
crossbars with fixed dimensions. The objective is to minimize
a weighted sum of the number of crossbars and the number
of inter-crossbar connections.

We approach the first problem by converting ¢ into a BDD. Next,
we develop a one-to-one scheme of mapping a BDD into a crossbar
design . The limitation is that there are dimensional constraints
on 1T1M crossbars. To handle function ¢ that cannot fit into a single
crossbar, we solve the second problem by partitioning the BDD into
multiple parts such that each part can fit into a single crossbar. We
perform the partitioning while minimizing the number of crossbars
and the number of inter-crossbar connections.

5 THE PATH FRAMEWORK

In this section, we present the PATH framework that is capable
of automatically mapping Boolean functions to a path-based com-
puting platform with multiple connected crossbar designs D. The
framework consists of three main steps: graph pre-processing, cross-
bar partitioning, and crossbar synthesis. The flow of the framework
is shown in Figure 2. The framework is illustrated with examples
in Figure 3 and Figure 4.

Input: BDD for specification ¢

Section 5.1 Graph pre-processing
Section 5.3 Cr.os sbar LTI
into P partitions
for partition ] C . ‘
rossbar mappin,
pe(l..P} / RS
Section 5.2 Crossbar synthesis | | Router assignment ‘

Output: crossbar design D

Figure 2: Flow of crossbar synthesis.

The input to the framework is a BDD of the function ¢ obtained
using CUDD [19]. In the graph pre-processing step, the BDD is
converted into an undirected graph G. The details are provided in
Section 5.1. In the crossbar partitioning step, the graph is partitioned
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into P subgraphs such that each subgraph can fit into a crossbar with
specified dimensions. The details of the partitioning are provided in
Section 5.3. In the crossbar synthesis step, each subgraph partition
is mapped into a crossbar design using a crossbar mapping and
routing assignment step. The details are provided in Section 5.2.

We explain the crossbar synthesis step before the partitioning
step because it provides us the guidelines for how the graph should
be partitioned.

5.1 Graph pre-processing

The input to the graph pre-processing step is a BDD of ¢. The
graph pre-processing involves removing the zero output node and
all the edges connected to the zero terminal node. The zero terminal
node can be removed because it corresponds to ¢. The one terminal
node will be connected to the input, which we label in. The root
node is labeled with out. The edges in the BDD are labeled with
their respective decision variables. The positive (negative) edge
connected to node with the decision variable x; will be labeled x;
(—x;). Finally, the edges are made unidirectional and the nodes are
labeled from 1 to M. The resulting graph of the BDD in Figure 3(a)
is shown in Figure 3(b).

5.2 Crossbar Synthesis

The crossbar synthesis step consists of a crossbar mapping step and
a router assignment step. The crossbar mapping is used to convert
the undirected graph G into a crossbar design D in Section 5.2.1.
The router assignment is used to connect the primary inputs to the
crossbar design using a 1D1M routing crossbar in Section 5.2.2.

The outlined mapping algorithm is based on an analogy be-
tween graphs of BDDs and 1T1M crossbars. The nodes and
edges correspond to wordlines and bitline-selector line pairs. Each
node in the graph G is assigned to a wordline. Each edge in G is
realized using a bitline-selector line pair. The path-based paradigm
is based on creating paths by turning on and off connections in the
crossbar design. The connections correspond with the edges, which
are realized using the bitline-selector line pairs.

5.2.1 Crossbar mapping. The crossbar mapping step maps the
graph G in Figure 3(b) into a crossbar design O shown in Fig-
ure 3(c). The crossbar mapping consists of a node assignment step
and an edge assignment step. The node assignment involves assign-
ing the nodes (in order) to the first M wordlines of the crossbar.
Next, edge assignment is performed by appropriately assigning a
state to the memristors and Boolean variables to the selector lines.
Consider an edge ¢; € E connecting nodes i and j with label x;
(or —xg). The edge e; will be realized using bitline [ and selector
line I. The label x (or —xy) is assigned as the input to selector line
1. All memristors along bitline / are programmed to be off except
the memristors intersection with wordline i and j. The resulting
crossbar of the graph in Figure 3(b) is shown in Figure 3(c).

5.2.2  Router assignment. The input to the router configuration
step is the crossbar design 9. In this step, a 1D1M crossbar config-
ured for routing is connected to the crossbar design D. The key
observation is that many input variables (or complemented input
variables) are required to be provided to multiple selector lines.
The routing crossbar takes one instance of the primary inputs and
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Figure 3: (a) BDD of ¢. (c) Graph obtained from graph pre-
processing. (d) Crossbar design from crossbar synthesis. (d)
1T1M crossbar design with 1D1M crossbar for routing,.

routes the signals to the appropriate selector lines of the cross-
bar design D. In particular, each primary input x; is provided to
a buffer and an inverter to generate the inputs x; and —x;. The
literals are connected to two separate wordlines. The bitlines of
the 1D1M crossbar are connected to the selector lines of the 1T1IM
crossbar. The memristors in the 1D1M crossbar are programmed ap-
propriately to route the primary inputs to the appropriate selector
lines.

5.3 Crossbar partitioning

In this section, we propose a crossbar partitioning method to handle
constraints on the maximum crossbar dimension. We illustrate the
partitioning using an example below. In Section 5.3.1, we formulate
the partitioning problem. We provide a MIP based solution to the
problem in Section 5.3.2.

We illustrate the crossbar partitioning with an example in Fig-
ure 4. The crossbar dimensions are set to 4x4. The graph in fig-
ure 4(a) has 7 nodes and 8 edges, which would require a crossbar
with dimension of 7x8. In Figure 4(b), we label all the nodes with a
partition number (letter for clarity). Some nodes are labeled with
two partitioning numbers because they are required to be placed
in two crossbars. This stems from the fact that edges correspond
to connections that can only be realized within a graph. The three
crossbars and the inter-crossbar connections are shown in Fig-
ure 4(c). We show the nodes for each crossbar in the middle and
the replicated nodes on the edges between the crossbars.
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Figure 4: Example of a graph partitioning. (a) Graph G.
(b) Assignment of partition letters A, B, and C to each node.
(c) Three crossbar designs A, B, and C for each partition.

5.3.1 The Crossbar Partitioning Problem. The crossbar partition-
ing problem is a problem of assigning the nodes and edges in the
graph G to one or more crossbars (or partitions). The problem is
formulated as follows:

e Each node in G is required to be assigned to one or multiple
crossbars.
Each edge in G is required to be assigned to one crossbar.
The adjacent nodes are required to be assigned to the same
crossbar.
A crossbar can fit at most D nodes and D edges, where DxD
are the crossbar dimensions.
The objective of the partitioning is to minimize the total num-
ber of crossbars and the number or nodes that are assigned
to multiple partitions (inter-crossbar connections).

5.3.2 Partitioning using MIP formulation. In this section, we for-
mulate and solve a MIP to perform the crossbar partitioning. Let the
graph G have vertices V and edges E. Let K be an overestimate on
the number of required crossbars with dimension (D)x(D). Let Uf.‘
be a binary variable indicating if the corresponding node is assigned
to crossbar k. Let x; be a binary variable indicating if crossbar k is
utilized. Using the introduced notation, the crossbar partitioning
problem is formulated as follows:

min aN + (1 - a)l (1)
s.t. Z xp =N (2)
kekK
ok < x, VkeKVieV (3)
Z K —vi=1 (4)
keK, veV
Zele, VieV (5)
keK
2-¢f <o +op, ei=(p.g) €E (6)
EE VkeK (7)
ieV
Ze{FsD, VkeK (8)
i€E
Xg = Xgt1 Vke{1,....K-1} (9)

where « is a user-specified parameter for balancing the total number
of crossbars N and the number of inter-crossbar connections I. The
first constraint (on line 2) sets N to the number of crossbars being
utilized. The constraint on line 3 requires each crossbar k to be
used if a node is assigned to it. Line 4 defines the number of inter-
crossbar connections. Line 5 and line 6 ensure that each edge is
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placed in one partition and that the nodes adjacent to the edge are
placed in the same partition. The next two constraints on line 7 and
line 8 ensure that the crossbar dimension constraints are respected.
The last constraint ensures that crossbar (k + 1) is not used before
crossbar k. This eliminates a substantial amount of degenerate
solutions, which results in speed-ups.

6 EXPERIMENTAL EVALUATION

The experiments are conducted on a machine with 20 Intel Core i9-
9900X and 128GB RAM. The framework is implemented in Python
3.8 and the source code is publicly available on GitHub'. CPLEX [1]
is used as ILP solver for the graph partitioning and a timeout of 1h is
set. After that we simply query the best feasible solution (it is easy to
find a feasible solution due to the structure of the problem). Within
the ILP formulation, we have set « = 0.5 and K = 1.5 X w
as the overestimate for the number of crossbars. In Table 2, an
overview is provided of 10 benchmarks of the RevLib benchmark
suite [25].

Table 2: Overview of 10 input circuits from RevLib [25].

Benchmark | Inputs Outputs
in0 15 11
apex2 39 3
spla 16 46
pdc 16 40
misex3 14 14
tial 14 8
apex4 9 19
cps 24 109
apex5 117 88
seq 41 35

We evaluate the path-based computing systems by building a
complete architectural model with crossbars, peripheral circuitry,
and buses for inter-crossbar connections. Most properties of each
circuit component in terms of power, area, and latency are obtained
from [17, 22]. The power consumption for the bus, crossbar, buffers,
and inverters are 13mW, 0.3mW, 0.109uW, and 0.218uW. The area
for the respective components are 0.2ym?, 15.7mm?, 6mm?, and
12mm?. The latency for the respective components are 15ns, 100ns,
3.29ps, and 1.6425ps. The power and area are obtained from the
architecture level model. The latency for PATH is proportional to
the length of the critical path among the crossbar inter-connections.

We compare PATH with the state-of-the-art paradigms for FLOW
and MAGIC paradigms, i.e., COMPACT [22] and CONTRA [4]. The
results for the paradigms are obtained using the same circuit level
parameters using the models in [4, 22]. We have obtained both
tools from GitHub. For COMPACT and CONTRA, we use 0.39n]
and 50.88ns for the write energy and latency, respectively [20].

In Section 6.1, we evaluate the proposed path-based in-memory
computing paradigm and the effectiveness of the PATH framework.
In Section 6.2, we compare the PATH framework with state-of-the-
art in-memory computing paradigms.

6.1 Evaluation of the PATH framework

In this section, we evaluate the path-based paradigm and the effec-
tiveness of the PATH framework.

!https://github.com/sventhijssen/path
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Table 3: BDD, graph, and crossbar design properties without
dimensional constraints.

BDD Graph Crossbar design
Benchmark | Nodes Edges | Nodes Edges | Rows Columns

(hum) (num) | (num) (num) | (num) (num)
in0 385 766 384 680 384 680
apex2 567 1130 566 1042 566 1042
spla 594 1184 593 864 593 864
pdc 621 1238 620 887 620 887
misex3 674 1344 673 1094 673 1094
tial 897 1790 896 1717 896 1717
apex4 990 1976 989 1874 990 1874
cps 1080 2156 1079 1633 1080 1633
apex5 1259 2514 1258 2387 1259 2387
seq 1302 2600 1301 2041 1301 2041
Norm. 1.00 1.00 1.00 0.85 1.00 0.85

First, we evaluate mapping Boolean functions ¢ to crossbar de-
signs without constraints on the dimensions. In Table 3, the columns
are labeled with the number of nodes and edges in the BDD, the
number of nodes and edges in the pre-processed graph G, and
the number of rows and columns in the resulting crossbars. The
synthesis time is less than 3 seconds for all the circuits. It can be
observed that the graph has one less node and fewer edges than
the BDD. This is the result of removing the zero terminal node and
the adjacent edges. There is a one-to-one correlation between the
number of nodes and edges in the graph and the dimensions of
the crossbar design. A graph with |V| edges and |E| nodes results
in a crossbar with dimensions of |V |x|E|. This allows the crossbar
partitioning to easily handle the crossbar dimension constraints.
The crossbar partitioning is necessary as it is not expected that we
will be able to fabricate crossbars of dimension 1258x2387.

Table 4: Evaluation of PATH using crossbars with dimension
of DxD = 128x128.

Crossbars Inter- Critical Power Latency  Area

Benchmarks connections path
(num) (num) (num)  (mW) (us) (mm?)
in0 7 426 5 35.0 1.03 34.52
apex2 9 763 9 37.6 1.82 39.90
spla 9 732 9 37.6 1.82 39.90
pdc 9 728 9 37.6 1.82 39.90
misex3 10 785 10 38.9 2.02 42.58
tial 17 1335 15 47.9 3.02 61.40
apex4 18 1628 18 49.2 3.62 64.09
cps 16 1508 16 46.7 3.22 58.71
apex5 23 1805 22 55.7 4.42 77.53
seq 20 1884 20 51.8 4.02 69.47

Next, we evaluate the effectiveness of the PATH framework to
map the input Boolean functions ¢ to crossbars with dimensions of
128x128. In Table 4, we show the number of crossbars, the number
of inter-crossbar connections, the number of crossbars connected
in series. We also show the performance in terms of power, latency
and area. We observe that PATH is able to successfully meet the
hardware constraints for all of the designs. This demonstrates the
high fidelity of the PATH framework. The synthesis time is one
hour for all the circuits. The runtime is dominated by solving the
ILP formulation. Remember we query the best feasible solution
after one hour. The structure of the ILP formulation ensures that
a feasible solution of reasonable good quality always exists (less
than 10% duality gap).
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Now we evaluate the sensitivity of the crossbar dimensions on
the circuit seq in Figure 5. We observe that the total number of
crossbars and the number of inter-crossbar connections are reduced
when the crossbar dimensions are scaled up in (a) and (b) of Figure 5.
We evaluate the performance in terms of power consumption and
latency. As expected, the power and latency have improved due to
the fewer crossbars and fewer interconnections. For D = 1024, the
power consumption slightly increases due to underutilization.

25 ~ 2000
20 2
) 2, % S 1500
g E1s 5 &
2 3 2 & 1000
g 210 g =
3 o s 8
Z 8 g Z g 50
2
k|
0 0
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0.00 0.00
128 266 512 1024 128 256 512 1024

Crossbar dimension D

(d) Latency

Crossbar dimension D
(c) Power consumption

Figure 5: Number of crossbars, interconnections, power con-
sumption, and latency for increasing dimension D.

6.2 Comparison with state-of-the-art
in-memory computing paradigms

In this section, we compare PATH with CONTRA [4], the state-of-

the-art framework for MAGIC-based in-memory computing, and

with COMPACT [22], the state-of-the-art framework for FLOW-

based in-memory computing. No comparison has been made with

IMPLY [11], considering MAGIC outperforms IMPLY [21].

In Figure 6, the normalized energy consumption and latency are
given for PATH, COMPACT, and CONTRA. Compared with PATH,
COMPACT results in 4.7X higher energy and 8.5X longer latency.
The advantageous performance mainly stems from that COMPACT
is a flow-based computing framework where the devices are contin-
uously switched for each evaluation, resulting in many expensive
(in terms of energy and latency) WRITE operations. Compared with
PATH, we observe that CONTRA consumes 18.12X higher energy
and is 85.69X slower. Similarly to previous argument, CONTRA
is much less energy-efficient and slower than PATH due to the
large number of write operations. The path-based paradigm only
utilizes WRITE operations in the compile phase. The cost of these
operations is amortized across multiple evaluations.

7 SUMMARY AND FUTURE WORK

We have introduced a new READ-based in-memory computing
paradigm, called path-based computing by leveraging access tran-
sistors to perform logic. We have introduced the PATH framework
to automatically synthesize Boolean circuits into multiple crossbar
partitions for path-based computing. Finally, we have demonstrated
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that the paradigm is orders of magnitude faster and more energy-
efficient than state-of-the-art in-memory computing paradigms.

B PATH % COMPACT [22] B CONTRA [4]

100
o)
S
= 10
£
= 1
o
z 0

Energy

Latency

Figure 6: Comparison of the energy consumption and la-
tency for PATH, COMPACT, and CONTRA.
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