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Figure 1: uKnit is a scarf-like reconfigurable wearable which can recognize its current body location placement and perform a

variety of gesture recognition and sensing tasks.

ABSTRACT

A scarf is inherently reconfigurable: wearers often use it as a neck
wrap, a shawl, a headband, a wristband, and more. We developed
uKnit, a scarf-like soft sensor with scarf-like reconfigurability, built
with machine knitting and electrical impedance tomography sens-
ing. Soft wearable devices are comfortable and thus attractive for
many human-computer interaction scenarios. While prior work
has demonstrated various soft wearable capabilities, each capability
is device- and location-specific, being incapable of meeting users’
various needs with a single device. In contrast, uKnit explores the
possibility of one-soft-wearable-for-all. We describe the fabrication
and sensing principles behind uKnit, demonstrate several exam-
ple applications, and evaluate it with 10-participant user studies
and a washability test. uKnit achieves 88.0%/78.2% accuracy for 5-
class worn-location detection and 80.4%/75.4% accuracy for 7-class
gesture recognition with a per-user/universal model. Moreover, it
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identifies respiratory rate with an error rate of 1.25 bpm and detects
binary sitting postures with an average accuracy of 86.2%.
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1 INTRODUCTION

Our clothes are soft, comfortable, and familiar to us. Thus, textile-
based soft wearables also feel natural, seamless, and are widely
popular (e.g., [56]). This familiarity and seamlessness afford con-
tinuous, always-on interactions and, over the years, researchers
have proposed many different form factors (e.g., [23, 31, 35, 41, 76]).
These devices can sense gestures, postures, and health outcomes,
while remaining soft and comfortable. One challenge remains that
most soft wearables are rigid in their form-factor and utility. A
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Figure 2: The uKnit includes a machine-knitted sensor using resistive yarn, sensed via electrodes attached to the borders of the
resistive patches (gray) using EIT, and signal conditioning and modeling which run on a laptop that interprets the EIT data to
detect the sensor location, recognize gestures, and does passive sensing.

glove (e.g., [70]) can only be effectively used when worn on hands.
Similarly, a smart sock has limited utility when the user wears shoes.
Given the wearables’ potential, there is a need for soft wearables
that can deform and adapt to the user’s context and requirements.
A user should be able to customize their wearables and reconfigure
them to their exact use case. This idea of customizable wearables
is not new. Jarusariboonchai and Hékkila [21] studied the space
of commercial wearables that afford some form of customizability.
Similarly, Seyed et al. [59] and Khurana et al. [30] have explored
the reconfigurability of smartwatches. However, a reconfigurable
wearable that is soft, comfortable, and conforms to the user’s body
can be significantly more customizable than a watch, particularly
in terms of form factors, worn locations, and interaction modalities.
Thus, it can offer a wide range of capabilities.

We draw inspiration from a reconfigurable accessory: gaiter
scarves. Gaiter scarves are multi-functional tubular scarves that
can be wrapped, folded, and scrunched to put on different places
of human bodies. These scarves are popular for outdoor activities
where it is inconvenient or infeasible to carry many accessories,
such as a wristband, a headband, or a balaclava. Similar scenarios
could occur with smart accessories.

We present uKnit, a knitted wearable that can morph into differ-
ent functional forms and afford unique spatial awareness. uKnit is
position-aware and adapts its sensing capabilities as users wear it on
different parts of the body (Figure 1). It enables sensing active ges-
tures such as touch and deformations, as well as passive respiratory
rate and body posture monitoring. The sensor is machine-knitted
and thus can be manufactured at scale. Knitted fabric is also light-
weight, stretchable, and breathable and thus is comfortable to wear
for a long time.

To achieve such a device, we used electrical impedance tomog-
raphy (EIT) as the sensing approach to capture impedance changes
of the knitted fabric to open up the possibilities of a rich set of
gestures with a small number of rigid components. To design and
build models for diverse sensing tasks, we collected data from 10
participants for each study. Our machine-learning (ML) models
achieved 88.0 % and 78.2 % accuracy for 5-class location detection
for a per-user and universal model, respectively. For 7-class gesture
recognition, our models achieved 80.4 % and 75.4 % accuracy for a
per-user and universal model, respectively. Our signal conditioning
and modeling algorithms can also identify the user’s respiratory

rate with an error rate of 1.25 bpm and detect if the wearer is
slouched or sitting straight in a chair with an average accuracy of
86.2%. Furthermore, we performed a washability test to study the
durability of uKnit: although remained mechanically intact after 12
washes of increasing destructiveness, it lost its electrical functional-
ity after a single mild wash. Lastly, we showed example applications
to demonstrate uKnit’s potential as a reconfigurable wearable. The
main contributions of this paper are:

e aprocess to prototype a novel reconfigurable machine-knitted
soft wearable sensor with spatial awareness using off-the-
shelf yarns;

e validation of using electrical impedance tomography (EIT)
on anisotropic knitted resistive fabric;

e machine-learning (ML) models that show the feasibility of (a)
on-body localization, (b) gesture recognition, and (c) passive
sensing; and,

e example applications and demonstrations of uKnit’s utility
in a wearer’s daily life.

Though this paper focuses on using uKnit as a wearable device,
its strengths stem from a flexible, deformation- and stretch-sensitive
fabric. The fabric could be used to make other devices of different
sizes and purposes, and the techniques can be generalized to those.
For example, a smart swaddle for babies can track the baby’s move-
ments and breathing, as well as tell if their hands are out of the
swaddle or if the baby has rolled over. Removable accessories for
physical objects like smart water bottle sleeves or sofa covers can
track daily water consumption or augment furniture. We believe
our work paves the way for unlocking a wealth of such everyday
applications.

2 USER STORY AND DESIGN REQUIREMENTS

We present an example user story here to convey how a reconfig-
urable soft wearable can be multi-functional and can augment a
day in the user’s life. This example also highlights the design and
technical requirements for the wearable.

Kate wakes up on a winter morning with uKnit wrapped
around her waist. While she was sleeping, uKnit mon-
itored her sleep quality by tracking her belly move-
ment and respiration rate. She gets out of bed, and
uKnit detects her body posture, inferring Kate has
started her day. Afterward, she goes for a run while
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wearing uKnit as a headband. While running, she
changes songs and volumes on her wireless earphones
using presses and directional swipes on uKnit, with-
out taking out her smartphone. Later, as Kate prepares
her breakfast, she puts uKnit on her elbow so that
when her hands get dirty, she can press her elbow
against her torso to scroll the recipe on her smart
home hub. Then on her way to work, she wears it as
a scarf that keeps her warm and functions as a music
player. The input modalities could be switched to a
hands-free control or remain the same as touch and
swipes recognition. When she gets to work, she puts
it on her waist, and uKnit helps her maintain a good
sitting posture. After work, she goes to the gym, she
puts uKnit on different body parts to log each exercise.
Kate can also put uKnit around her waist to monitor
the respiratory rate while taking a rest between ex-
ercises. At the end of the day, she puts it back on her
waist before she goes to bed.

If Kate had one device for each application, she would need to carry
several distinct devices throughout the day, even when they are
not needed at the moment. In contrast, uKnit allows her to carry
only a single wearable that can be used just as an accessory but
functions as an alternative input and sensing channel on demand.
To enable this vision, uKnit has the following design requirements:

(1) maximize the resemblance to an ordinary accessory so
that the wearable remains familiar and affords reconfigura-
bility;

(2) ensure the wearable is optimally-sized, such that it is
large enough to be worn comfortably around the waist, but
not become bulky after multiple wraps on smaller body parts,
e.g., knee or elbow;

(3) minimize the number and sizes of hard components
so that the device remains flexible and easily reconfigurable;

(4) supports a wide range of sensing capabilities to enable
different applications in different configurations.

To satisfy these requirements, we chose machine knitting as
the fabrication technique. Knitting is a popular fabrication tech-
nique used in accessories, and thus meeting (1). Knitted fabrics are
stretchable, and thus satisfying (2). Furthermore, knitted fabrics are
breathable, and thus make the device comfortable while performing
different activities over a long time. To meet (3) and (4), we chose
electrical impedance tomography as the sensing technique to mini-
mize the number of wires and rigid components while enabling a
large interaction area with multiple sensing capabilities.

3 BACKGROUND AND RELATED WORK

Metallic threads have been used for decorating garments for cen-
turies. In 1883, an illuminated hair accessory was part of a ballet
costume [68]. Researchers started prototyping electronic textiles
in the 1990s [17, 55]. Conductive materials and electronic com-
ponents can be integrated into fabrics during the manufacturing
processes [1, 32, 38, 52, 56]. Industrial weaving [56] and knitting
machines [14, 38, 46] make E-textiles fabrication scalable. Textile
technologies opened up opportunities for soft robotics, autonomous
garments, and wearable devices [57]. Thanks to recent research
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efforts, smart textile can now be augmented with many capabilities,
including sensing, displaying [11, 13], mechanically actuating [2],
self-cleaning [8], wireless communicating [22], and energy harvest-
ing [26].

We divide relevant prior work into: (1) sensing with smart tex-
tiles; (2) reconfigurable interfaces; (3) Electrical Impedance Tomog-
raphy (EIT), which we used as a sensing principle for uKnit; (4)
knitted user interfaces; and (5) on-body localization.

3.1 Sensing with Smart Textiles

Researchers have experimented with various sensing techniques
on textiles [23, 66, 76]. Project Tasca combines inductive sensing,
capacitive sensing, resistive sensing, and NFC to create a smart
pocket that can take user inputs and recognize objects [75]. Capac-
itive sensing on e-textiles allows for gesture recognition [56, 74],
proximity sensing [50], nutrition monitoring [10], contact-based
object recognition [77], motion tracking [6], etc. ThreadSense em-
ploys impedance sensing to localize 1D touch input on a thread [34].
In this work, we use impedance sensing to enable a diverse set of
gestural interactions on the knit surface while also making the
system automatically adapt to different on-body locations for re-
configurability.

3.2 Reconfigurable Interfaces

Many everyday objects are reconfigurable and inspire reconfig-
urable user interfaces [31]. Many shape-configurable interfaces
are modular and involve disassembling: game controllers [49] ,
screens [16], haptic devices [69], smartwatches [30], soft wearable
prototyping kits [25, 35], etc. SensorNets is a soft multimodal elec-
tronic skin composed of distributed sensor networks [72]. It can
sense a multitude of gestures and can be easily customized to adapt
to its curvatures; however, the system requires fabricating sensors
for different applications. Another approach to implementing re-
configurable wearables is through miniaturized locomotion robots
that can move along users’ bodies on demand [12, 58]. Our work
achieves shape reconfiguration by deformation, an intrinsic prop-
erty of textiles. I/O braid is an interactive textile cord that can
augment everyday objects, e.g., touch-sensitive headphones and
interactive drawstrings in garments [50]. In contrast, uKnit pro-
vides larger interaction areas and affords frequent location changes.
Somewhat similar to uKnit, the smart handkerchief [61] is a de-
formable user interface that can recognize its physical form and
allow simple gestural interactions. It was designed to lay flat, folded
along a certain axis and/or held in hands to sense touch and strain
changes. With this regard, uKnit offers a greater degree of freedom
in deformation as it can be deformed into any irregular shape, just
like an ordinal scarf. This property allows uKnit to be a flexible and
pervasive wearable for different tubular body parts.

3.3 Electrical Impedance Tomography

Electrical impedance tomography (EIT), a non-invasive imaging
technique to infer internal conductivity characteristics, was first
proposed for medical imaging [20] and geophysical imaging [54].
In recent years, EIT gained traction in the human-computer inter-
action (HCI) community for, e.g., hand gesture recognition [82],
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paper-based interfaces [83], and touch localization on irregular ob-
jects [3, 84]. EIT is now an accessible and versatile sensing method
for a conductive surface thanks to open-sourced toolkits [86] and
projects [85], but applying EIT onto conductive textile remains
underexplored. In soft robotics research, EIT is used to create artifi-
cial skin that senses deformation and tactile distributions [29, 47].
MultiSoft uses a multi-layer soft and stretchable sensor with silicon
substrate for real-time contact localization and deformation clas-
sifications [78]. Though MultiSoft is a customizable soft sensing
approach, different sensors still need to be fabricated for differ-
ent applications. In contrast, uKnit uses a single reconfigurable
piece of fabric for all applications. In other words, it is the first to
enable reconfigurable touch and deformation sensing on knitted
wearables that automatically adapt to different physical placements,
thus enabling a plethora of applications with the same physical
device.

3.4 Knitted User Interfaces

Knitted fabric is lightweight, breathable, flexible, stretchable, and
conforming, making it a great fit for a reconfigurable soft wearable
interface. Machine knitting design tools [24, 28, 48, 79] facilitate
prototyping knitted interfaces, and we refer readers to McCann
et al. for a thorough overview of machine knitting [45]. Knitted
sensors have a variety of sensing approaches [51]. Earlier works
explored the loop structures for strain/stress sensing [81] and en-
abled respiratory rate monitoring [7, 19]. More recently, Knitted
Keyboard combines capacitive and piezoresistive sensing for a mul-
timodal interaction [73]. KnitUI employs resistive sensing to create
customizable interfaces [39]. uKnit can duplicate many of the in-
teractions mentioned above with a single reconfigurable knitted
sensor. Closer work was proposed by Alirezaei et al. who used
EIT on knitted fabric that has conductive paint sprayed as a post-
proccess [4]. In contrast, we embed conductive yarn using intarsia,
a knitting technique used to incorporate areas of colors, thereby
making our approach more scalable, and the final wearable more
comfortable than using conductive paint.

3.5 On-body Localization

Since we are creating a wearable device that can be put on different
body parts, two key factors to consider are placement and form
language [15, 80]. Such a reconfigurable wearable device needs to be
contextually aware of the physical configuration information [71]
and body placement locations [65]. In our case, the placement
decides the form because wrapping the same scarf around the
waist and the wrist results in a different number of wraps. From
the localization perspective, the form can predict the placement.
Prior work on on-body localization used IMU sensors [33, 67] or
vision sensors [5] to recognize the position passively. Our location
detection algorithms use the fact that the wrapped sensor responds
to the same gesture differently when it is located on different body
parts.

4 FABRICATION

Our reconfigurable sensing wearable prototype (shown in Figure 2)
consists of a machine-knitted structure connected to an EIT-based
data acquisition circuit. This section provides more detail on the knit
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Figure 3: A: a small (0.2x) version of the knitting program
for our scarf, visualized with [79]. Each color represents yarn
from a single carrier, showing the intarsia technique used
to knit the conductive-yarn patches. B: The beginning of
the machine knitting program once converted for use in
KnitPaint [60]. C: The resistive yarn (grey), non-conductive
acrylic yarn (green), and decorative rayon yarn (blue) used
in producing the wearable. D: The low-level knit structure
of our sensor- conductive yarn patches (a) are connected to
non-conductive patches (c) by columns of plated stitches (b);
and plating is also used in the border (d) for decorative effects.
The entire scarf is a 2x2 rib for stretchiness.

structure, the connection methodology, and the data acquisition
circuit.

4.1 Machine-knitted Structure

The structure of our sensing textile was knitted on an industrial
v-bed knitting machine (Shima Seiki SWG091N2, 15 gauge). We
chose machine knitting because it allowed for the repeatable fabri-
cation of large fabric structures under programmatic control. For
an introduction to v-bed knitting machines, we refer the interested
reader to [45]. The overall knitting program and the yarns used are
shown in Figure 3. We measured 17 cm and 14 cm in the course
and wale direction of each patch in an unstretched state. Resistance
measurements between opposite electrodes in the course and wale
direction of each patch are around 2.3M Q and 50K Q respectively.
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pins for patch 1
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pins for patch 2
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pins for patch 3
1
pins for patch 4

wire < sensor board connections

Figure 5: Attaching a wire to our sensor, left-to-right: a
washer from a ring terminal, wrapped with enameled wire,
soldered, and conductive-epoxied to the fabric.

For our conductive yarn, we used Baekert BK 90361291, a Bekinox-
polyester blend in 50/2 Nm with a specified resistance of 20 Q/cm.
For non-conductive yarn, we used Tamm Petit 2/30 in Lime (T4285),
a basic acrylic yarn. For decoration, we used a thin, blue rayon yarn
from Winning.

The scarf was knitted in courses along its long axis, using the
intarsia technique - a knitting technique used to incorporate areas
of colors by assigning one carrier to each block of same-type yarn,
for a total of nine carriers, five threaded with insulating yarn, and
four with conductive yarn - to fabricate the electrode patches.
Plating (running two yarn carriers over the same stitch) was used
for decoration in the border and to connect the conductive and
non-conductive patches together at course-wise edges. The overall
scarf structure is 2X2 rib — an alternating pattern of two front-
and two back-bed knit wales — for stretchability while keeping the
loops tight enough to reduce hysteresis in sensing. These structures
and techniques are shown in an up-close synthetic rendering in
Figure 3(D).

The knitting program uses two different stitch size settings? for
the majority of the scarf: 35 (with leading 25) for non-conductive

Though this is an old catalog number, with BK 9028098 being the substantially similar
current replacement.

2Numbers in machine-specific units that correspond to loop sizing on the machine,
with large numbers resulting in larger loops.
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] electrode ¢ fabric connections

/NN wire routing

Table 1: Estimated duration of uKnit’s fabrication steps.

Fabrication Step Time (hours)
automatic knitting machine operation | 4
electrode < wire connections 0.5
fabric < electrode connections 0.5
fabric < electrode curing 6
wire routing 6
wire <> sensing board connections 0.5
wire & sensing board curing 0.5
magnet attachment 0.5
magnet attachment curing 0.5
total 19

knits and 25 (with leading 20) for conductive knits. The stitch set-
tings are different because the yarn diameters are different, leading
to different overall loop sizes with the same stitch size setting. The
complete pattern is generated in the knitout language [44] by a
JavaScript program, which is included in the supplemental material.

4.2 Connectors

One of the challenges in working with any soft electronics project
is making hard-soft connections [64]. For our sensor, we settled on
the following strategy, as shown in Figure 4:

o Electrode < Wire connections: We first soldered thin enam-
eled wires (Remington PN155 28 AWG) to conductive wash-
ers harvested from ring terminals (Wirefy Heat Shrink Ring
Terminals #6),

o Fabric < Electrode connections: We then glued these elec-
trodes to the edges of the conductive fabric patches with
conductive epoxy (MG Chemicals 8331D) for a strong and
consistent connection. We placed eight electrodes on each
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Figure 6: Our conjecture as to why different gestures change the impedance. A: touches compress stitch-stitch contacts, lowering
contact impedance for a few stitches. B: in-plane stretching lowers contact impedance and also drags yarn between courses/wales,
modifying along-the-yarn impedances. C: grabs apply pressure to many stitch-stitch contacts, lowering contact impedance
over many stitches; D:pinch-and-pull stretches yarn along both courses and wales, modifying contact and along-the-yarn
impedances over a large area. Note that the relative changes to stitch-stitch contact impedance are much larger than along-the-

yarn impedance because contact impedance is initially much higher.

resistive patch, four on the corners and four in the midpoints
of the edges.>

e Wire Routing: We then routed the thin enameled wires
from the electrodes to the EIT sensing board connectors by
hand-stitching in serpentine traces.

e Wire < Sensing Board connections: Finally, to minimize
the noise introduced by changes in capacitance in the wires
between the EIT sensing board and the scarf, we used short
connection wires, held in place with silicone (GE Supreme
Silicone) for insulation and strain relief.

In addition, we used silicone to glue sewable hidden magnets
onto the prototype to allow the scarf to connect to itself mechani-
cally in various configurations when worn. The entire fabrication
of uKnit takes roughly 19 hours, and Table 1 details the estimated
time of each fabrication step. We further discuss the limitations in
Section 11.

4.3 Data Acquisition

We used an existing EIT sensing board design originally developed
by Zhang et al. for interactive paper interfaces [84]. This sensing
board uses a Voltage Controlled Current Source (VCCS) and Di-
rect Digital Synthesis (DDS) IC which produces 200 kHz sinusoidal
waves. These signals are injected into VCCS to produce a constant
AC current that can drive up to 6 Vpp while outputting 3.3V AVDD
with 1.65V bias between a pair of electrodes selected by two multi-
plexers. Then it measures the voltage differences between another
pair of electrodes selected by another two multiplexers. We set
up the sensing board to use a four-pole EIT measurement scheme
(Figure 7), injecting current into each pair of neighboring electrodes
(8 per patch) and measuring the impedance to all non-adjacent pairs
(5 per patch), for a total of 160 measurements (4 patches X 8 sources
X 5 measurements) per frame. We configured the device to wait for
80 microseconds for each reading to stabilize and to use 500 sam-
ples for its root-mean-square measurements; resulting in a 16 Hz
measurement frame rate. The board sends these measurements via
serial-over-USB to a host computer for further analysis.

3While conventional wisdom for EIT suggests avoiding corners [18], our prototype
seems to work well in its current configuration.

g@l ® o0 /\V/\’l
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Figure 7: Our sensor uses the four-pole EIT sensing scheme.
The EIT sensor board injects alternating current into every
adjacent pair of electrodes and measures the voltage differ-
ences on the five other pairs of adjacent electrodes in the
patch; this results in 160 pair-pair impedance measurements.

5 SENSING

In this section, we explain the uKnit’s theory of operation, interac-
tion space, and signal conditioning and modeling.

5.1 Theory of Operation

Though we do not model uKnit’s yarn-level circuit, we include an
overview of impedance and conjecture why impedance measure-
ment works on uKnit. Impedance, Z, is a complex number that
relates the current in a circuit to the applied AC voltage at a given
frequency, w, and phase ¢:

[V]ed(@t+dv) = 7|1|e (@t+dr) 1)

, where j = V=1 denotes the complex unit and V and I are voltage
and current phasors, respectively. The impedance of a passive RLC
circuit with resistance R, capacitance C, and inductance L is the
sum of the resistance, capacitive reactance, and inductive reactance:

1
Z =R+ ——+joL (2)
joC

Our system works by measuring changes in impedance. As shown
in Figure 6, we conjecture that these changes are primarily due to
changing resistance in yarn-yarn contacts [81], which have lower
resistance when force is applied. Preliminary observations with an
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Figure 8: Relative impedance change experiment with an oscilloscope. The top plots show the changes in the amplitude of
the AC signal for the “rest” gesture and other example gestures. The bottom plots are zoom-in views that show the phase
change comparisons. The peak moments shifts indicate phase shifts. The faded-colored vertical lines are references to the peak
moments of the “rest” gesture. Gestures induce significant amplitude changes and small phase changes. Note that the time axis

is in femtoseconds (1e-15 seconds).

along yarn: “W-Z,

“W\~Z5 at contact:

Figure 9: A circuit model of the fabric in our sensor.
Impedance along yarns (Z4, Zg) is generally much lower than
between yarns (Z¢), leading to lower impedance in the course
(horizontal) direction than in the wale (vertical) direction.
In use, local impedance changes are dominated by contact
forces (which lower Z¢), and deformation (which change the
length of yarn between contact points, altering Z4, Zp).

oscilloscope (SIGLENT SDS 1202X-E) using a single pair of injection
electrodes and two measurement electrodes (Figure 8) show visible
phase shift and suggest some capacitive* effects. However, gestures

4Both capacitors and inductors cause a phase shift as per (2); but the direction of the
shift we observed suggested that capacitance was the dominant effect.

induce significant amplitude changes and small phase shifts. As
explained in Section 4.3, uKnit measures the root-mean-square of
500 samples, so the changing amplitude is the major factor and the
biggest contributor to signal change that our algorithms model. The
small capacitive changes present in the signals make uKnit more
sensitive to light touches, with little deformation, compared with a
purely resistive tomography approach.

However, knit fabric is not a simple, uniform, resistive sheet.
Rather, it is an anisotropic resistor network (Figure 9), having rea-
sonably conductive paths along yarns in the course direction and
much higher resistance paths via yarn-yarn contacts in the wale
direction. Furthermore, the hysteresis effect in resistance caused
by friction and structural changes in the knitted fabric [62] makes
it difficult to study the absolute impedance values. Therefore, in-
stead of using the traditional inverse tomography algorithms that
attempt to reconstruct a distribution of impedance values, we use
ML algorithms with the measured voltage differences directly.

5.2 Interaction Space

The EIT signals measured by our system depend on where, how
much, and for how long the sensor is deformed. Accordingly, we
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Figure 10: The effects of spatial distribution, magnitude,
and duration on EIT signals (only 5 of the 40 signals with
the same injecting electrodes from one patch are shown for
clarity). (A) Spatial Distribution: events in different area im-
pacts signal differently. (B) Magnitude: larger strain creates
larger signals. (C) Duration: longer touches/gestures allow
the signals to settle. Combining the identified axis offers
more capabilities like directional awareness, shown in (D).
uKnit is more sensitive to changes in the wale direction ow-
ing to the higher starting resistance. Example applications
are mapped to the space spanned by the identified three axes.

look at interaction events from three axes: spatial distribution,
magnitude, and duration, which is illustrated in Figure 10.

Definition 5.1. Spatial Distribution. The location and size of the
area being impacted by the event. A pin-point press has a small
spatial distribution since only a tiny part of the scarf is impacted;
respiratory rate monitoring has a large spatial distribution because
the entire scarf is stretched. Localizing two pin-point presses far
away from each other is easier than localizing two larger presses
near each other.

Definition 5.2. Magnitude. How much deformation is induced by
the event. A slice of angel food cake resting on the sensor is a low-
magnitude event - the cake is airy and doesn’t press the sensor very
hard; a slab of cheesecake resting on the sensor is a high-magnitude
event — it applies a much greater deformation owing to its greater
load.

Definition 5.3. Duration. How long the event lasts. A quick tap
is a low duration; a dwell touch is a higher duration.

Generally, events that are further along one or more of these
axes are easier for uKnit to detect, and vice versa. For example,
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continuous touch location tracking is unlikely to work accurately
as the movement has a short duration, low magnitude, and small
spatial extent while requiring high spatial precision. Like this, the
introduced three axes provide a good framework for designing
interactions with uKnit.

5.3 Signal Conditioning and Modeling

Given that the captured impedance changes depend on the spatial
distribution, magnitude, and duration of the sensor deformation,
we perform signal conditioning and modeling for recognition and
monitoring purposes.

5.3.1  Worn Location and Gesture Recognition. To distinguish dif-
ferent classes of the measured signals (i.e., location and gesture),
we trained ML models. The location model and the gesture model
have the same architecture (Figure 11). We provide data in 3-second
windows of the continuously sampled 160 channels of signals trans-
formed into a matrix of size (the number of channels) X (the num-
ber of samples). For each row (i.e., time-series data per channel),
we calculate the following nine statistical features: mean, median,
standard deviation, skewness, kurtosis, max, min, argmax, and
argmin. Then all 160 X 9 = 1440 features are aggregated and input
into the respective Random Forest Classifier” for training/predicting.
For real-time predictions to enable the demonstrated applications,
we use the latest 3s of data as the input window to the model.
We do not perform any post-processing on the output of these
window-level results.

5.3.2  Passive Sensing. For sensing the wearer’s respiratory rate
and body posture, we condition and process the received signals
more than for gesture or location recognition (Figure 12). Addi-
tional signal conditioning helps us identify useful channels without
much training data. For example, respiratory rate sensing involves
no ML. We initially filter out the low- and high-frequency compo-
nents with detrending, demeaning using a Butterworth low-pass
filter (cut-off = 0.2 Hz, order = 2) and a median filter of size 11.
Given all 160 channels of uKnit would not react uniformly to the
expansion and contraction of the wearer’s torso, we then identify
the most sensitive signals. Here, we only use signals with a lower
than the 20th percentile number of zero crossings and higher than
the 80th percentile of the overall variance. This approach helps us
find signals that are not noisy (noisy signals will have higher zero
crossings due to noise and lower amplitude and, thereby, variance).
The selected signals are again median filtered (size = 25). We per-
form this additional and more aggressive filtering after identifying
signals of interest because otherwise the zero crossing estimates
became inaccurate. The signal conditioning process remains the
same for posture detection. The signals in Figure 12 show three
examples of original and conditioned signals.

For estimating respiratory rate, we identify peaks in all condi-
tioned and selected signals using SciPy’ findpeaks function® and
calculate the median estimate. For recognizing posture, we calculate
five features on a window of size 155 samples (9s of data, 50% over-
lap): (1) 5th percentile of the window, (2) sign of the mean value,
(3) slope, and (4) intercept of a line fitted to the window values, and

Default scikit-learn (v1.1.2) parameters: 1000 trees, 30 max depth
®ScipPy.Signal v1.9.1. Default parameters.
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(5) median of the values in the middle of the window (sub-window
of size 60 samples). These features aim to capture the amplitude,
direction of change, and any big signal shifts due to a change in
posture. We then use the first straight and slouched posture of each
trial as a training gesture for a kNN classifier with k = 1. Finally,
we do a majority vote on outputs among all selected signals.

6 STUDY 1: LOCATION DETECTION

First, we conducted a study to verify the reconfigurability of our
system, that is, whether the system can identify where on the
body it is attached. We collected data while the user wore uKnit
on different body parts and performed gestures with the device.
We plan to use these gestures as a calibration step where users
perform a quick action (e.g., a touch) to let the system know the
attached location on the body. We evaluated reconfigurability on
five different body parts: head, neck, waist, leg, and arm. The arm
label is an aggregation of the wrist, elbow, and upper arm. The leg
label is an aggregation of the knee and thigh. The set of locations

we chose is informed by the form factor of our scarf device as well
as prior work about on-body localization [37, 80].

6.1 Procedure

The experiment used an Apple MacBook Pro 15” (2019), and data
was transmitted from the sensor board using a USB serial connec-
tion. We recruited ten participants (five male and five female) via
online communication and word-of-mouth. They were all in their
20’s and right-handed. For each of the five body parts, there are
three sessions. Before each session, an experimenter helped the
participant put uKnit on because wiring makes it slightly unwieldy.
Between the sessions, the participant rewore the device to add natu-
ral variability. For each session, there are three trials for performing
different gestures. We chose a set of four gestures (Figure 13): touch,
swipe, grab, and pinch.

For each body part, we first showed a brief demonstration of each
gesture to the participants. We then generated a randomized order
of the gestures and the participants performed them in order. After
we repeated this process three times for one location, we asked
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Figure 13: Top: Bar chart shows the accuracy of the within-
/across-user models for the location detection by the four
different calibration gestures. Error bars indicate standard er-
ror. Bottom: Confusion matrices of location detection using
“touch” as the calibration gesture. Within-user cross valida-
tion (left) achieves 88.0 % and across-user cross validation
(right) achieves 78.2 %.

the participants to take off and attach the device to the next body
part. While performing gestures, the participants heard instructions
from the computer regarding when to start and end the gesture.
We recorded 3 seconds for each gesture and the instruction began
and ended at the 0.5- and 2.5-seconds points within the range.
Most of the data were collected while the participants were seated
except for some participants who felt easier to perform the gestures
standing when uKnit placed on their waists. All participants were
free to move between gesture trials. It took roughly 2 hours to
complete the three sessions. The participants were paid $15 for
their participation.

6.2 Results

For each calibration gesture, we trained and evaluated two mod-
els: within-user model and across-user model. For the within-user
model, we used a leave-one-session-out cross validation to simulate
a situation where users who have already completed the calibration
step put on the device to a body location later. For the across-user
model, we used a leave-one-participant-out cross validation to sim-
ulate a situation where new users who have not done the calibration
put on the device. Figure 13 presents the results. All four gestures
had similar performances. Since “touch” is the simplest gesture with
the potential to seamlessly integrate into the process of putting
on uKnit, we conclude that “touch” is the best calibration gesture.
“touch” has location detection accuracy of 88.0 % for the within-user
model and 78.2 % for the across-user model. The confusion matrices
can also be found in Figure 13.
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6.3 Discussion

When generating the across-user model for the location detection,
there is a consistent around 10% accuracy decrease. We suspect
the major reason is different body sizes. Shown in the confusion
matrix in Figure 13: within user, neck is never confused with head,
and head is confused 5.6% of the time with neck; but across users,
neck is confused with head 14.4% of the time, and head is confused
with neck 8.9% of the time. Similar results showed between legs
and arms as the body sizes vary across users. Another possible
contributing factor is different human body impedance [42], but
the high contact impedance makes this unlikely. Participants wore
a mix of long and short sleeve tops of different materials. There
was one participant who wore shorts, uKnit lying on the skin when
placed on the leg, and all others wore trousers. We found there
are no significant differences with respect to participants’ clothing.
Furthermore, given our universal model adapts well across users,
we believe the calibration gesture is the dominant factor for signal
differences.

7 STUDY 2: GESTURE RECOGNITION

Next, we conducted a study to examine the system’s ability to
recognize gestures. Here, we attached our device to the participants’
wrists and collected data while they performed different gestures.
We tested gesture recognition on the wrist because this is a common
location for varied on-body interactions. We included six gestures:
top touch, middle touch, bottom touch, swipe, pinch, and grab; as
well as a no-gesture case, which we call “rest” Top, middle, and
bottom touches are along the mid-line of the sensor, with the top
closest to the hand and the bottom furthest from the hand; grab and
pinch happen at the center of the sensing patch; and swipe runs
from the top touch area to the bottom touch area. These gestures
are shown in Figure 14.

7.1 Procedure

We recruited ten participants (five male and five female) in the
same manner as in Study 1. Two of them had also participated in
Study 1. They were all in their 20’s and right-handed. There were
three sessions in the data collection and each session consisted of
ten trials. We showed a brief demonstration of each gesture to the
participants before the first session started. Note that there were
no explicit visual indications on the device for the gesture locations
(e.g., dots) and the participants performed each gesture as they
thought matched the given instructions.

We used the same apparatus as we used in Study 1. Before start-
ing each session, the participants attached or re-attached the device
to their left wrist. Within a session, they performed randomly-
presented gestures in order until we obtained ten trials for each of
the seven gestures. In the same manner as Study 1, we recorded 3
seconds for each gesture and the participants were instructed to
begin and end a gesture at the 0.5- and 2.5-seconds points within
the range. Throughout the data collection, we let the participants
rest their left forearm on a flat plane. The study took roughly 30
minutes and the participants were paid $15 for their participation.
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7.2 Results

Similar to Study 1, we trained a within-user model and an across-
user model, and evaluated with leave-one-session-out and leave-
one-user-out cross validation, respectively. When training the model,
we used 40 channels instead of 160 channels to calculate features.
The sensor placement made all 4 patches overlap since one patch is
wide enough to wrap our wrists. The used 40 channels correspond
to a single patch. The accuracy of the two models was 80.4 % and
75.4 %, respectively. Confusion matrices are shown in Figure 14.

Additionally, the within-user within-session model was intro-
duced to see how much accuracy could be gained in a scenario
where a user is willing to provide calibration data after reconfig-
uring the sensor. We trained this model by using a few samples
from one session of the participant and all data outside of that
session, including the other participants’ data. Figure 14 presents
how the accuracy increases as we increase the number of trials for
the calibration.

7.3 Discussion

This study demonstrated gesture recognition feasibility at the wrist
location. Collecting data at all locations would have made data col-
lection uncomfortably long, so we decided to only test one location.
In our pilots, the signal changed predictably for each gesture at each
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location and there was no reason to believe that the recognition
would not work at any of the tested locations. In the confusion
matrices (Figure 14), we observe that “top touch” was often con-
fused with “rest”, but the symmetric “bottom touch” did not exhibit
similar behavior. We conjecture that the fabrication variation and
proximity to electrodes could be contributing factors. Figure 14
shows that within-session calibration samples effectively increase
the recognition accuracy as the sensor orientation highly affects
sensor readings.

8 STUDY 3: PASSIVE MONITORING

We conducted a study to validate the system’s capability for passive
sensing. While many useful applications could already be built on
the gestures from the studies, we also find it useful to think beyond
these tested gestures. The two tasks we investigated are respira-
tory rate monitoring and posture detection. uKnit is placed on the
waist for both tasks and the participants are seated. For respiratory
rate monitoring, participants performed guided breathing at two
different rates: 10 and 15 breaths per minute (bpm), given normal
adult resting number of respiration is between 12 and 20 bpm [43].
For posture detection, participants were instructed to sit straight
and slouched while using their phones to simulate a real-world
scenario.

8.1 Procedure

We recruited ten participants (five male and five female) in the same
manner as Study 1 & 2. Two of them had also participated in Study
1, and another participant participated in Study 2. They were all
in their 20’s. There were three sessions in the data collection, and
each session consisted of three trials for each task. Again, before
starting each session, the experimenter helped the participants to
attach or re-attach the device to their waist.

We used the same apparatus as used in the first two studies.
Within a session, the users performed randomly-presented tasks
until we obtained three trials each for two respiratory rate tasks
(10 bpm and 15 bpm) and the posture task. For respiratory rate
tasks, participants were instructed to breathe with their normal
patterns but listen to the audio cue for inhale/exhale. For 10 bpm,
participants breathed in/out for 3s each and repeated it five times.
For 15 bpm, participants breathed in/out for 2s each and repeated
it five times. For the sitting posture detection task, we instructed
participants to sit straight/slouched for 10s based on audio cues.
The study took roughly 30 minutes and the participants were paid
$15 for their participation.

8.2 Results

For detecting respiratory rate, uKnit does not use any ML model
and directly counts peaks on conditioned signals (Section 5.3.2).
uKnit’s algorithms recognized respiratory rate with an average
error of 1.25 bpm (SD = 0.75). There was no significant difference
in performance between the two breathing rates. uKnit detected
a user’s body posture while sitting (straight vs. slouched) with an
accuracy of 86.2%. Figure 15 shows the example signal of breathing
and changing postures.
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Figure 15: When worn on the waist, uKnit’s outputs (zoomed in on 40 channels on one patch) reflect respiration rate (left) and

correlates with posture (right).

8.3 Discussion

The study provides a preliminary feasibility of using uKnit for
measuring respiratory rate and sitting posture. We believe that
the sitting posture detection accuracy could have improved if the
data labels were more accurate. During our data collection process,
participants were instructed to react to audio cues to change their
posture or breathe in or out. The labels are aligned with the start
of the cues. We observed that many participants had inconsistent

reaction times and thus the data and labels had inconsistent offsets.

Though minor, we observed that the errors clustered around the
timestamps where the labeled posture changes. For the respiratory
rate data collection, we asked the participants to breathe at a fixed
rate for a short period of time, but for uKnit to further demonstrate
its ability as a passive sensor, we need to deploy it in everyday
settings for longer periods. Such studies will allow the evaluation
of uKnit against factors critical to practical uses: rain, dust, heat,
mud, stain, sweat, etc. It will be insightful to see how the signals
change when the wearer’s breathing is natural/irregular at very
different rates (e.g., when the user is on the move or exercising),
and how the signals shift over time. This remains an important
future work.

9 DURABILITY OF UKNIT

Textile sensors need to be durable if they are to be worn every
day. While a complete durability test would require longitudinal
deployment, we tested uKnit’s washability. Washability is integral
for daily uses and prolonged device lifetimes. Although it was not
a key design consideration for uKnit, we conducted a washing test
to observe the behaviors of the machine-knitted sensing textile and
connection mechanisms after washes.

9.1 Procedure

We used a newly fabricated machine-knitted sensing textile and
attached 8 connectors to a single patch as described in Section 4.
The only component that was left out of the washing test was the
detachable sensor board. uKnit was washed 12 times in the order
of 3 hand washes in clear water, 3 hand washes in soapy water’,
3 machine® washes (delicate mode, 45 minutes) with clear water,
and 3 machine washes with detergent®. After each wash, uKnit was
first press-dried with paper towels and then left to air-dry. Before
and after each wash, we measured (a) the resistance in the course
(horizontal) and wale (vertical) directions; and (b) the number of
intact connectors. These two measurements evaluated the sensing
capability of the textile and the connectors, respectively.

9.2 Results

The resistance measurements are plotted in Figure 16. We observed
similar trends between vertical and horizontal measurements. Dur-
ing the initial hand-wash cycles, regardless of whether the soap
was used, the resistance was not heavily affected. After machine-
washing with clear water, the resistance increased drastically, and it
stabilized after one wash. When we added detergent to the machine-
washes, the resistance slowly decreased. Note the vertical resistance
became so large that it was out of the measurement range for
the digital multimeter used after machine-washes with clear wa-
ter, so we were not able to observe the exact behavior. After two
machine-washes with detergent, the resistance decreased enough
to be back in the range. We are unsure of the source of this resis-
tance increase-then-decrease behavior; it certainly requires further
study if wearable textile sensors are to be widely deployed. Regard-
ing the connectors, they all remained mechanically intact after 12
Nécessaire The Body Bar

8a standard home washing machine, Samsung SuperSpeed Stream VRT
9Tide Pods
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Figure 16: Resistance measurements from the washing test:
vertical resistance (green) and horizontal resistance (blue).
Washing methods include (A) hand-washes with clear water,
(B) hand washes with soapy water, (C) machine-washes with
clear water and (D) machine washes with detergent.

washes. However, the conductive epoxy lost its conductivity at the
Fabric < Electrode connections. To further evaluate the sensing
performance, we applied additional conductive epoxy to reconnect
the connectors with the fabric electrically, collected preliminary
data for a single user, and trained a within-user gesture recognition
model as described in Section 5.3. The leave-one-session-out cross
validation was not comparable with the results in the user study.

9.3 Discussion

We selected a set of washing methods and conducted them in the or-
der of increasing destructiveness because knitted goods are typically
delicate and have a range of washing limitations for commercial
products. However, uKnit lost its functionality after the mildest
wash. The obvious shortcoming was the conductive epoxy’s loss
of conductivity, even though the product we used is supposed to
be water-resistant'?. The other issue lies in the resistance changes
in the sensing textile. The brochure!! of the conductive yarn used
in uKnit states that the performance maintains after 200 industrial
washes, but because the yarn is originally designed for anti-static
textile fabrication, the performance metrics vary. This highlights
the need for continuing work on robust materials and connectors
for sensing textiles.

10 EXAMPLE APPLICATIONS

We implemented real-time predictors using the ML model discussed
in Section 5.3 to demonstrate uKnit’s potential as a reconfigurable
wearable (Figure 17). The live predictor inputs the latest 3-second
of data to the ML model which takes a matrix of size 48 (the number
of samples in 3s)x 160 (the number of data channels) and continu-
ously predicts the gesture. Some of the demonstrated gestures (e.g.,
head-tilt, shoulder shrug) were not evaluated formally in the above
studies, which suggests extended use cases of uKnit. Gestures are
then mapped for controlling and logging. Since the mappings can be
conveniently modified, future work could develop a uKnit platform
with user-defined customizable scenarios and functionalities.
Ohttps://www.mgchemicals.com/products/adhesives/electrically-conductive-
adhesives/silver-conductive-epoxy

Uhttps://www.bekaert.com/-/media/Files/Download-Files/Basic-
Materials/Textile/Bekaert-anti-static-textiles-brochure.pdf
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Headband Music Player. uKnit can be wrapped around the head
as a headband. When running, it can be a music player to control
wireless headphones. The gestures we used are: right press —
play/pause, right back-to-front swipe — increase volume, right
front-to-back swipe — decrease volume, back right press — next
song, and back left press — previous song. Including the rest state,
the 6-class classifier classifies gestures that control the music player.

Neck-scarf Music Player. On a cold winter morning, uKnit can
be worn as a neck-scarf that not only keeps the user warm but also
function as a hands-free music player so that the user can keep
their hands warm. The gestures we used are: shoulder shrug —
play/pause, back head-tilt — increase volume, front head-tilt —
decrease volume, left head-tilt — next song, and right head-tilt
— previous song. As in the headband music player, the 6-class
classifier classifies gestures that control the music player.

Knee-band Squat Counter. When uKnit is placed at joints, it can
be used to log exercises. We demonstrate a knee-band squat counter.
The two gestures used here are rest and squat. When the user
returns to the rest condition after a squat, the logger increments
the counter.

Elbow-band Recipe Scroll Controller. uKnit can be placed at differ-
ent body parts when the hands are unavailable. The user’s hands get
wet and dirty from cutting vegetables. We demonstrate an elbow-
band recipe scroll controller, but modifying the mapping can easily
make the same setup and calibration suitable for other applications
(e.g., picking up a phone call). The two gestures used here are rest
and pressing the elbow against the body. When the user returns to
the rest condition after a press, the recipe is scrolled.

11 LIMITATIONS AND FUTURE WORK

The three formal studies and anecdotally-tested example applica-
tions highlight the broad sensing potential of uKnit. In the rest of
the section, we will discuss the limitations of the current implemen-
tation.

Knitted resistive sensor. We noticed that when the knitted fabric
is slightly stretched, the signals are the cleanest and most respon-
sive. By design choice, we wanted the fabric to be stretchable so that
a single scarf can fit on body parts of different sizes without being
too bulky. Shyr et al. discovered that a mock rib with less horizontal
stretch minimizes hysteresis in knitted sensors [62]. Thus, a system-
atic evaluation of different types of resistive yarn, knitted patterns,
and stitch sizes can potentially improve the system’s performance.

Knitted fabric with EIT. Silvera-Tawil et al. identified that EIT
is not suitable for high temporal frequencies and millimetric spa-
tial resolution, which are limitations for our system as well [63].
However, our system has lower temporal resolution and spatial
resolution compared with other EIT-based systems for a few rea-
sons. First, knitted sensors have a hysteresis effect, which could
be mitigated with elastic yarns for higher sensitivity [9]. Secondly,
knitted fabric is an anisotropic material so equal physical distance
does not correlate to equal impedance distribution; and our elec-
trode placement could be redesigned to address this anisotropic
structure. Another potential solution is to try anisotropic EIT [36].
We also plan to investigate the possibility of reducing the number


https://11https://www.bekaert.com/-/media/Files/Download-Files/Basic
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CHI 23, April 23-28, 2023, Hamburg, Germany

Yu, Arakawa, McCann and Goel

| rest | shoulder shrug back head-tilt

left head—tilt right head—tilt [ front head-tilt |

increase volume

recipe scroll controller

press elbow against body

scroll recipe

previous song decrease volume

squat counter squat increment counter

Figure 17: Example applications: neck-scarf and headband music players (the mapping between gestures and the instructions
can be conveniently customized), elbow-band hands-free recipe scroll controller, and a knee-band squat counter.

of wires by reducing the number of electrodes while maintaining
high accuracy [40].

EIT drive pattern. uKnit’s read-back scheme only measures EIT
within electrodes on the same patch. However, when the scarf is
wrapped or folded over, multiple patches can come into contact
(indeed, the resultant decrease in impedance likely enables uKnitto
detect sensor location so effectively). It might be interesting, in
these scenarios, to switch to a mode that measures between-patch
impedances (giving, potentially more useful signals for gesture
recognition).

Form factor. We only took advantage of wrapping and folding
in our test gestures but it is also natural to scrunch and twist the
scarf-like accessory. A study of further affordances might turn
up even more interesting use cases. As the shape configurations
diversify, a comparison among sensing performances of different
shape configurations will further inform future implementation
choices.

Beyond a wearable, uKnit can also be a removable accessory for
physical objects, like water bottles, table tops, etc. Future works can
expand uKnit’s context-awareness using different object impedance
and parasitic capacitance.

Connectors. Connecting soft materials with electronics remains
a difficult mechanical problem owing to the required stiffness gra-
dients and the propensity of metals to fatigue. We did encounter
wire fatigue and breakage in testing our prototype, especially at
the electrode«>wire connections with early prototypes using very
fine conductive wires that are compatible with sewing machines.
After we changed to thicker durable wires, the prototype fabricated

using the method detailed in Section 4 had all 32 connectors intact
after around 30 hours of testing, pilot studies, and user studies. Our
washing test further demonstrates the mechanical robustness of the
current connectors mechanisms. Future revisions will need to seek
out more durable and water-resistant connection designs [56, 64].

Sensing patches & electrodes. The number of resistive patches is
currently limited by the number of carriers on the knitting machine.
Increasing the number of patches can potentially improve uKnit’s
sensing performance. In this initial prototype, we chose four rectan-
gular patches with eight electrodes each. Using four instead of one
rectangular patch provides an initial coarse interaction localization
to improve sensing accuracy. Eight is conventionally the small-
est number of electrodes used in EIT systems, and smaller than
that relies on optimal driving patterns. With thirty-two electrodes,
EIT still is the most effective solution to minimize the number of
wires. With an effective resistive/capacitive matrix approach that
fully covers the interactive wearable, given uKnit’s size, ~ 952
cm?, and the number of electrodes, 32, the finest sensing unit area
is 952 + 16 + 16 =~ 4 cm?, too large for gestures like pinch and
short swipes. For reference, the resistive matrix-based sleeve for
gesture recognition by Parzer et al. has a sensing unit area of ~ 0.81
em? [53]. The dimension of our prototype was informed by average
adult body size measurements and roughly estimated in our design.
The evaluated prototype was able to fit all recruited participants.
Future works on customizing patch shapes, sizes, and the number of
electrodes within a patch need to consider the trade-off between the
sensing capability and wearability; an increasing number of elec-
trodes to the optimal electrode-number-to-area ratio could increase
accuracy but also increase the number of hard components.
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Adding actuators. One could add actuators to uKnit at (1) the
surface level: using uKnit as a substrate to attach actuators (e.g.,
LEDs, vibration motors, and EMS electrodes) similar to the mag-
nets on uKnit; and (2) fiber/yarn level: integrating other functional
fiber/yarn into (e.g., optical fibers, shape-changing fibers, and textile
EMS electrodes) similar to the conductive yarn in uKnit. Additional
sensing components such as temperature sensors and IMUs could
be integrated in a similar fashion. This would make uKnit a more
full-featured input/output system.

Manufacturability. One benefit of using machine knitting is that
it is an established manufacturing technique - so producing the knit-
ted portion of our design could readily be done at scale. However,
the connector fabrication remains manual. The overall estimated
fabrication time of a uKnit prototype is 19 hours (Table 1): 4 hours of
automatic machine knitting, 14 hours of connector fabrication (in-
cluding 6.5 hours of curing time), and 1 hour of magnets attachment
(including 0.5 hours of curing time).

The bottleneck of the fabrication effort is at the wire routing step
where we manually hand-sew enameled wires because machine-
sewing (e.g., [53]) or machine-embroidery of wires requires a denser
fabric to avoid tension problems. Wash-away stabilizer [27] might
be one solution to the problem. Furthermore, the couching embroi-
dery technique grants more freedom in routing pattern design and
wire choices compared with machine sewing: fastening wires us-
ing small stitches of normal embroidery threads instead of directly
machine-sewing with conductive yarn allows customizable zigzag
patterns and durable thick wire usages.

Aesthetic customizability. On-demand machine knitting enables
customizable patterns. We already demonstrated that uKnit’s aes-
thetics can be customized by using extra plating carriers in the
non-conductive area, but plating can also be used in the conductive
area to visually hide the gray conductive patches. In fact, Bozali et
al. demonstrated that plating conductive yarn with elastic yarn
reduces the hysteresis in knitted sensors [62]. This customization
could also be extended to the electrode layout, specializing a given
scarf for a given use-case (while still providing a general-purpose
sensing device).

Recycling and reuse. One of the exciting features of knitted items
is that they can be unraveled and re-knitted into different items
- allowing yarn-level reuse. This might allow uKnit to be re-knit
as fashion trends or personal preferences shift; though testing is
needed to see if the wear this process induces on the yarn would be
detrimental to uKnit’s sensing performance. At a higher level, the
form-factor of uKnit means that it retains utility as a comfy scarf
even if its electrical sensing properties are no longer working or
necessary.

12 CONCLUSION

We built uKnit, a reconfigurable soft wearable sensor with unique
spatial awareness, using a machine-knitted structure and electri-
cal impedance tomography sensing. The scarf-like prototype is a
proof of concept for a universal soft wearable: one wearable which
affords and enables various capabilities. Our series of user studies
confirmed uKnit’s ability to detect on-body location, recognize ges-
tures, monitor respiratory rates, and detect sitting postures. Our
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proposed fabrication and sensing techniques will pave the way for
smart garments that can be manufactured at scale and accepted for
everyday use.

ACKNOWLEDGMENTS

Thanks are owed to Prof. Chris Harrison and the FIGLAB (CMU)
for open-sourcing and providing the hardware, especially to Dae-
hwa Kim and Prof. Yang Zhang for their guidance. This research
was partially supported by the National Science Foundation grant
1955444.

REFERENCES

[1] Roland Aigner, Andreas Pointner, Thomas Preindl, Patrick Parzer, and Michael

Haller. 2020. Embroidered resistive pressure sensors: A novel approach for

textile interfaces. In Proceedings of the 2020 CHI Conference on Human Factors in

Computing Systems. ACM, New York, 1-13.

Lea Albaugh, James McCann, Scott E. Hudson, and Lining Yao. 2021. Engineering

Multifunctional Spacer Fabrics Through Machine Knitting. In Proceedings of the

2021 CHI Conference on Human Factors in Computing Systems. ACM, New York,

1-12. https://doi.org/10.1145/3411764.3445564

[3] Hassan Alirezaei, Akihiko Nagakubo, and Yasuo Kuniyoshi. 2007. A highly
stretchable tactile distribution sensor for smooth surfaced humanoids. In 2007 7th
IEEE-RAS International Conference on Humanoid Robots. IEEE, IEEE, New York,
167-173.

[4] Hassan Alirezaei, Akihiko Nagakubo, and Yasuo Kuniyoshi. 2009. A tactile
distribution sensor which enables stable measurement under high and dynamic
stretch. In 2009 IEEE Symposium on 3D User Interfaces. IEEE, New York, 87-93.
https://doi.org/10.1109/3DUL2009.4811210

[5] Riku Arakawa, Azumi Maekawa, Zendai Kashino, and Masahiko Inami. 2020.
Hand with Sensing Sphere: Body-Centered Spatial Interactions with a Hand-
Worn Spherical Camera. In SUI 20: Symposium on Spatial User Interaction, Virtual
Event, Canada, October 31 - November 1, 2020. ACM, New York, 1:1-1:10. https:
//doi.org/10.1145/3385959.3418450

[6] Asli Atalay, Vanessa Sanchez, Ozgur Atalay, Daniel M. Vogt, Florian Haufe,
Robert J. Wood, and Conor J. Walsh. 2017. Batch Fabrication of Customizable
Silicone-Textile Composite Capacitive Strain Sensors for Human Motion Tracking.
Advanced Materials Technologies 2, 9 (2017), 1700136. https://doi.org/10.1002/
admt.201700136

[7] Ozgur Atalay, William Richard Kennon, and Erhan Demirok. 2014. Weft-knitted
strain sensor for monitoring respiratory rate and its electro-mechanical modeling.
IEEE Sensors Journal 15, 1 (2014), 110-122.

[8] Fiona Bell, Alice Hong, Andreea Danielescu, Aditi Maheshwari, Ben Greenspan,

Hiroshi Ishii, Laura Devendorf, and Mirela Alistar. 2021. Self-DeStaining Textiles:

Designing Interactive Systems with Fabric, Stains and Light. In Proceedings of the

2021 CHI Conference on Human Factors in Computing Systems (Yokohama, Japan)

(CHI °21). Association for Computing Machinery, New York, NY, USA, Article

631, 12 pages. https://doi.org/10.1145/3411764.3445155

B. Bozali, J. J. F. van Dam, L. Plaude, and K. M. B. Jansen. 2021. Development of

hysteresis-free and linear knitted strain sensors for smart textile applications. In

2021 IEEE Sensors. IEEE, New York, 1-4. https://doi.org/10.1109/SENSORS47087.

2021.9639613

[10] Jingyuan Cheng, Bo Zhou, Kai Kunze, Carl Christian Rheinlédnder, Sebastian Wille,

Norbert Wehn, Jens Weppner, and Paul Lukowicz. 2013. Activity Recognition

and Nutrition Monitoring in Every Day Situations with a Textile Capacitive

Neckband. In Proceedings of the 2013 ACM Conference on Pervasive and Ubiquitous

Computing Adjunct Publication (Zurich, Switzerland) (UbiComp 13 Adjunct).

Association for Computing Machinery, New York, NY, USA, 155-158. https:

//doi.org/10.1145/2494091.2494143

Kunigunde Cherenack, Christoph Zysset, Thomas Kinkeldei, Niko Miinzenrieder,

and Gerhard Tréster. 2010. Wearable Electronics: Woven Electronic Fibers with

Sensing and Display Functions for Smart Textiles (Adv. Mater. 45/2010). Advanced

Materials 22, 45 (2010), 5071-5071. https://doi.org/10.1002/adma.201090145

[12] Artem Dementyev, Hsin-Liu (Cindy) Kao, Inrak Choi, Deborah Ajilo, Maggie

Xu, Joseph A. Paradiso, Chris Schmandt, and Sean Follmer. 2016. Rovables:

Miniature On-Body Robots as Mobile Wearables. In Proceedings of the 29th Annual

Symposium on User Interface Software and Technology (Tokyo, Japan) (UIST ’16).

Association for Computing Machinery, New York, NY, USA, 111-120. https:

//doi.org/10.1145/2984511.2984531

Laura Devendorf, Joanne Lo, Noura Howell, Jung Lin Lee, Nan-Wei Gong, M. Emre

Karagozler, Shiho Fukuhara, Ivan Poupyrev, Eric Paulos, and Kimiko Ryokai.

2016. "I Don’t Want to Wear a Screen": Probing Perceptions of and Possibilities

for Dynamic Displays on Clothing. In Proceedings of the 2016 CHI Conference

on Human Factors in Computing Systems (San Jose, California, USA) (CHI ’16).

—_
5,

—_
)

[11

[13


https://doi.org/10.1145/3411764.3445564
https://doi.org/10.1109/3DUI.2009.4811210
https://doi.org/10.1145/3385959.3418450
https://doi.org/10.1145/3385959.3418450
https://doi.org/10.1002/admt.201700136
https://doi.org/10.1002/admt.201700136
https://doi.org/10.1145/3411764.3445155
https://doi.org/10.1109/SENSORS47087.2021.9639613
https://doi.org/10.1109/SENSORS47087.2021.9639613
https://doi.org/10.1145/2494091.2494143
https://doi.org/10.1145/2494091.2494143
https://doi.org/10.1002/adma.201090145
https://doi.org/10.1145/2984511.2984531
https://doi.org/10.1145/2984511.2984531

CHI 23, April 23-28, 2023, Hamburg, Germany

Association for Computing Machinery, New York, NY, USA, 6028-6039. https:
//doi.org/10.1145/2858036.2858192

Wenjing Fan, Qiang He, Keyu Meng, Xulong Tan, Zhihao Zhou, Gaogiang Zhang,
Jin Yang, and Zhong Lin Wang. 2020. Machine-knitted washable sensor array
textile for precise epidermal physiological signal monitoring. Science Advances 6,
11 (2020), eaay2840. https://doi.org/10.1126/sciadv.aay2840

F. Gemperle, C. Kasabach, J. Stivoric, M. Bauer, and R. Martin. 1998. Design
for wearability. In Digest of Papers. Second International Symposium on Wearable
Computers (Cat. No.98EX215). IEEE Comput. Soc, New York, 116-122. https:
//doi.org/10.1109/ISWC.1998.729537

Alix Goguey, Cameron Steer, Andrés Lucero, Laurence Nigay, Deepak Ranjan
Sahoo, Céline Coutrix, Anne Roudaut, Sriram Subramanian, Yutaka Tokuda, Tim-
othy Neate, Jennifer Pearson, Simon Robinson, and Matt Jones. 2019. PickCells: A
Physically Reconfigurable Cell-composed Touchscreen. Association for Computing
Machinery, New York, 1-14. https://doi.org/10.1145/3290605.3300503
Chandramohan Gopalsamy, Sungmee Park, Rangaswamy Rajamanickam, and
Sundaresan Jayaraman. 1999. The Wearable Motherboard™: The first generation
of adaptive and responsive textile structures (ARTS) for medical applications.
Virtual Reality 4, 3 (1999), 152-168.

LJ Gray and E Lutz. 1990. On the treatment of corners in the boundary element
method. 7. Comput. Appl. Math. 32, 3 (1990), 369-386.

Li Guo, Joel Peterson, Waqas Qureshi, Adib Kalantar Mehrjerdi, Mikael Skrifvars,
and Lena Berglin. 2011. Knitted wearable stretch sensor for breathing monitoring
application. In Ambience’11, Boras, Sweden, 2011. MDPI, Basel, 5.

Ross P Henderson and John G Webster. 1978. An impedance camera for spatially
specific measurements of the thorax. IEEE Transactions on Biomedical Engineering
BME-25, 3 (1978), 250-254.

Pradthana Jarusriboonchai and Jonna Hakkila. 2019. Customisable wearables:
exploring the design space of wearable technology. In Proceedings of the 18th
International Conference on Mobile and Ubiquitous Multimedia. ACM, New York,
1-9.

Yutong Jiang, Lulu Xu, Kewen Pan, Ting Leng, Yi Li, Laith Danoon, and Zhirun Hu.
2019. e-Textile embroidered wearable near-field communication RFID antennas.
IET Microwaves, Antennas & Propagation 13, 1 (2019), 99-104.

Haojian Jin, Zhijian Yang, Swarun Kumar, and Jason I. Hong. 2018. Towards
Wearable Everyday Body-Frame Tracking using Passive RFIDs. Proceedings of
the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies 1, 4 (Jan
2018), 145:1-145:23. https://doi.org/10.1145/3161199

Benjamin Jones, Yuxuan Mei, Haisen Zhao, Taylor Gotfrid, Jennifer Mankoff,
and Adriana Schulz. 2021. Computational Design of Knit Templates. ACM
Transactions on Graphics (TOG) 41, 2 (2021), 1-16.

Lee Jones. 2019. A Co-Design Toolkit for Wearable e-Textiles. In Adjunct Pro-
ceedings of the 2019 ACM International Joint Conference on Pervasive and Ubiq-
uitous Computing and Proceedings of the 2019 ACM International Symposium
on Wearable Computers (London, United Kingdom) (UbiComp/ISWC ’19 Ad-
Jjunct). Association for Computing Machinery, New York, NY, USA, 363-366.
https://doi.org/10.1145/3341162.3349303

Kristy Jost, Genevieve Dion, and Yury Gogotsi. 2014. Textile energy storage in
perspective. Journal of Materials Chemistry A 2, 28 (2014), 10776-10787.
Hsin-Liu Cindy Kao, Abdelkareem Bedri, and Kent Lyons. 2018. SkinWire:
Fabricating a self-contained on-skin PCB for the hand. Proceedings of the ACM
on Interactive, Mobile, Wearable and Ubiquitous Technologies 2, 3 (2018), 1-23.
Alexandre Kaspar, Kui Wu, Yiyue Luo, Liane Makatura, and Wojciech Matusik.
2021. Knit sketching: from cut & sew patterns to machine-knit garments. ACM
Transactions on Graphics (TOG) 40, 4 (2021), 1-15.

Yo Kato, Toshiharu Mukai, Tomonori Hayakawa, and Tetsuyoshi Shibata. 2007.
Tactile Sensor without Wire and Sensing Element in the Tactile Region Based on
EIT Method. In 2007 IEEE SENSORS. IEEE, New York, 792-795. https://doi.org/
10.1109/ICSENS.2007.4388519

Rushil Khurana, Mayank Goel, and Kent Lyons. 2019. Detachable Smartwatch:
More Than A Wearable. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 3,
2, Article 50 (jun 2019), 14 pages. https://doi.org/10.1145/3328921

Hyunyoung Kim, Celine Coutrix, and Anne Roudaut. 2018. Morphees+: Studying
Everyday Reconfigurable Objects for the Design and Taxonomy of Reconfigurable
UIs. Association for Computing Machinery, New York, 1-14. https://doi.org/10.
1145/3173574.3174193

Konstantin Klamka, Raimund Dachselt, and Jiirgen Steimle. 2020. Rapid Iron-On
User Interfaces: Hands-on Fabrication of Interactive Textile Prototypes. Association
for Computing Machinery, New York, NY, USA, 1-14. https://doi.org/10.1145/
3313831.3376220

N. Kostikis, G. Rigas, N. Tachos, S. Konitsiotis, and D. I. Fotiadis. 2020. On-
Body Sensor Position Identification with a Simple, Robust and Accurate Method,
Validated in Patients with Parkinson’s Disease. In 2020 42nd Annual International
Conference of the IEEE Engineering in Medicine Biology Society (EMBC). IEEE, New
York, 4156-4159. https://doi.org/10.1109/EMBC44109.2020.9175913

Pin-Sung Ku, Qijia Shao, Te-Yen Wu, Jun Gong, Ziyan Zhu, Xia Zhou, and Xing-
Dong Yang. 2020. ThreadSense: Locating Touch on an Extremely Thin Interactive
Thread. Association for Computing Machinery, New York, NY, USA, 1-12. https:

(35]

[36

®
=

[38

[39

[40

N
fury

[42

[43

[44

[46

(47

(48

[50

[51

[52

[53

Yu, Arakawa, McCann and Goel

//doi.org/10.1145/3313831.3376779

Mannu Lambrichts, Jose Maria Tijerina, and Raf Ramakers. 2020. SoftMod: A Soft
Modular Plug-and-Play Kit for Prototyping Electronic Systems. In Proceedings
of the Fourteenth International Conference on Tangible, Embedded, and Embodied
Interaction (TEI "20). Association for Computing Machinery, New York, 287-298.
https://doi.org/10.1145/3374920.3374950

Hyosang Lee, Donguk Kwon, Haedo Cho, Inkyu Park, and Jung Kim. 2017. Soft
Nanocomposite Based Multi-point, Multi-directional Strain Mapping Sensor
Using Anisotropic Electrical Impedance Tomography. Scientific reports 7,1 (2017),
1-10.

Seol-Yee Lee, Md. Tahmidul Islam Molla, and Cindy Hsin-Liu Kao. 2021. A 10-
Year Review of the Methods and Purposes of On-Skin Interface Research in ACM
SIGCHI. Association for Computing Machinery, New York, NY, USA, 84-90.
https://doi.org/10.1145/3460421.3480424

Yiyue Luo, Yunzhu Li, Pratyusha Sharma, Wan Shou, Kui Wu, Michael Foshey,
Beichen Li, Tomas Palacios, Antonio Torralba, and Wojciech Matusik. 2021. Learn-
ing human-environment interactions using conformal tactile textiles. Nature
Electronics 4, 3 (2021), 193-201.

Yiyue Luo, Kui Wu, Tomas Palacios, and Wojciech Matusik. 2021. KnitUI: Fab-
ricating Interactive and Sensing Textiles with Machine Knitting. Association for
Computing Machinery, New York, 1-12. https://doi.org/10.1145/3411764.3445780
Gang Ma, Zhiliang Hao, Xuan Wu, and Xiaojie Wang. 2020. An optimal elec-
trical impedance tomography drive pattern for human-computer interaction
applications. IEEE transactions on biomedical circuits and systems 14, 3 (2020),
402-411.

Eric Markvicka, Guanyun Wang, Yi-Chin Lee, Gierad Laput, Carmel Majidi, and
Lining Yao. 2019. ElectroDermis: Fully Untethered, Stretchable, and Highly-
Customizable Electronic Bandages. In Proceedings of the 2019 CHI Conference
on Human Factors in Computing Systems (Glasgow, Scotland Uk) (CHI ’19).
Association for Computing Machinery, New York, NY, USA, 1-10. https:
//doi.org/10.1145/3290605.3300862

Ivan Martinovic, Kasper B. Rasmussen, Marc Roeschlin, and Gene Tsudik. 2017.
Pulse-Response: Exploring Human Body Impedance for Biometric Recognition.
ACM Trans. Priv. Secur. 20, 2, Article 6 (may 2017), 31 pages. https://doi.org/10.
1145/3064645

Kathryn L McCance and Sue E Huether. 2018. Pathophysiology-E-book: the biologic
basis for disease in adults and children. Elsevier Health Sciences, Amsterdam.
James McCann. 2017. The “Knitout” (k) File Format. [Online]. Available from:
https://textiles-lab.github.io/knitout/knitout.html.

James McCann, Lea Albaugh, Vidya Narayanan, April Grow, Wojciech Matusik,
Jennifer Mankoff, and Jessica Hodgins. 2016. A compiler for 3D machine knitting.
ACM Transactions on Graphics (TOG) 35, 4 (2016), 1-11.

Denisa Qori McDonald, Richard Vallett, Erin Solovey, Geneviéve Dion, and Ali
Shokoufandeh. 2020. Knitted Sensors: Designs and Novel Approaches for Real-
Time, Real-World Sensing. Proceedings of the ACM on Interactive, Mobile, Wearable
and Ubiquitous Technologies 4, 4 (Dec 2020), 145:1-145:25. https://doi.org/10.
1145/3432201

Akihiko Nagakubo, Hassan Alirezaei, and Yasuo Kuniyoshi. 2007. A deformable
and deformation sensitive tactile distribution sensor. In 2007 IEEE International
Conference on Robotics and Biomimetics (ROBIO). IEEE, New York, 1301-1308.
https://doi.org/10.1109/ROBIO.2007.4522352

Vidya Narayanan, Kui Wu, Cem Yuksel, and James McCann. 2019. Visual knitting
machine programming. ACM Transactions on Graphics (TOG) 38, 4 (2019), 1-13.
Nintendo. 2021. Nintendo Labo Toy-Con 04 VR Kit | Nintendo Switch | Nin-
tendo. [Online]. Available from: https://www.nintendo.com/my/switch/adfx/
index.html.

Alex Olwal, Jon Moeller, Greg Priest-Dorman, Thad Starner, and Ben Carroll.
2018. I/O Braid: Scalable touch-sensitive lighted cords using spiraling, repeating
sensing textiles and fiber optics. In Proceedings of the 31st Annual ACM Symposium
on User Interface Software and Technology. Association for Computing Machinery,
New York, 485-497.

Jifei Ou, Daniel Oran, Don Derek Haddad, Joseph Paradiso, and Hiroshi Ishii. 2019.
SensorKnit: Architecting Textile Sensors with Machine Knitting. 3D Printing and
Additive Manufacturing 6, 1 (Mar 2019), 1-11. https://doi.org/10.1089/3dp.2018.
0122

Patrick Parzer, Florian Perteneder, Kathrin Probst, Christian Rendl, Joanne
Leong, Sarah Schuetz, Anita Vogl, Reinhard Schwoediauer, Martin Kaltenbrunner,
Siegfried Bauer, and Michael Haller. 2018. RESi: A Highly Flexible, Pressure-
Sensitive, Imperceptible Textile Interface Based on Resistive Yarns. In Proceed-
ings of the 31st Annual ACM Symposium on User Interface Software and Tech-
nology (UIST ’18). Association for Computing Machinery, New York, 745-756.
https://doi.org/10.1145/3242587.3242664

Patrick Parzer, Adwait Sharma, Anita Vogl, Jiirgen Steimle, Alex Olwal, and
Michael Haller. 2017. SmartSleeve: Real-time Sensing of Surface and Deformation
Gestures on Flexible, Interactive Textiles, using a Hybrid Gesture Detection
Pipeline. In Proceedings of the 30th Annual ACM Symposium on User Interface
Software and Technology (UIST ’17). Association for Computing Machinery, New
York, 565-577. https://doi.org/10.1145/3126594.3126652


https://doi.org/10.1145/2858036.2858192
https://doi.org/10.1145/2858036.2858192
https://doi.org/10.1126/sciadv.aay2840
https://doi.org/10.1109/ISWC.1998.729537
https://doi.org/10.1109/ISWC.1998.729537
https://doi.org/10.1145/3290605.3300503
https://doi.org/10.1145/3161199
https://doi.org/10.1145/3341162.3349303
https://doi.org/10.1109/ICSENS.2007.4388519
https://doi.org/10.1109/ICSENS.2007.4388519
https://doi.org/10.1145/3328921
https://doi.org/10.1145/3173574.3174193
https://doi.org/10.1145/3173574.3174193
https://doi.org/10.1145/3313831.3376220
https://doi.org/10.1145/3313831.3376220
https://doi.org/10.1109/EMBC44109.2020.9175913
https://doi.org/10.1145/3313831.3376779
https://doi.org/10.1145/3313831.3376779
https://doi.org/10.1145/3374920.3374950
https://doi.org/10.1145/3460421.3480424
https://doi.org/10.1145/3411764.3445780
https://doi.org/10.1145/3290605.3300862
https://doi.org/10.1145/3290605.3300862
https://doi.org/10.1145/3064645
https://doi.org/10.1145/3064645
https://textiles-lab.github.io/knitout/knitout.html
https://doi.org/10.1145/3432201
https://doi.org/10.1145/3432201
https://doi.org/10.1109/ROBIO.2007.4522352
https://www.nintendo.com/my/switch/adfx/index.html
https://www.nintendo.com/my/switch/adfx/index.html
https://doi.org/10.1089/3dp.2018.0122
https://doi.org/10.1089/3dp.2018.0122
https://doi.org/10.1145/3242587.3242664
https://doi.org/10.1145/3126594.3126652

uKnit: A Position-Aware Reconfigurable Machine-Knitted Wearable ...

[54]

[55]

[56]

o
)

[58]

(59

[60

[61]

[62]

[63

[64]

o~
)

[71]

[72]

W Hallof Pelton, SH Ward, PG Hallof, WR Sill, and P Hi Nelson. 1978. Min-
eral discrimination and removal of inductive coupling with multifrequency IP.
Geophysics 43, 3 (1978), 588-609.

E.R. Post and M. Orth. 1997. Smart fabric, or “wearable clothing”. In Digest of
Papers. First International Symposium on Wearable Computers. IEEE Comput. Soc,
New York, 167-168. https://doi.org/10.1109/ISWC.1997.629937

Ivan Poupyrev, Nan-Wei Gong, Shiho Fukuhara, Mustafa Emre Karagozler,
Carsten Schwesig, and Karen E. Robinson. 2016. Project Jacquard: Interac-
tive Digital Textiles at Scale. In Proceedings of the 2016 CHI Conference on Hu-
man Factors in Computing Systems (San Jose, California, USA) (CHI ’16). As-
sociation for Computing Machinery, New York, NY, USA, 4216-4227. https:
//doi.org/10.1145/2858036.2858176

Vanessa Sanchez, Conor J. Walsh, and Robert J. Wood. 2021. Textile Technology
for Soft Robotic and Autonomous Garments. Advanced Functional Materials 31, 6
(2021), 2008278. https://doi.org/10.1002/adfm.202008278

Anup Sathya, Jiasheng Li, Tauhidur Rahman, Ge Gao, and Huaishu Peng. 2022.
Calico: Relocatable On-Cloth Wearables with Fast, Reliable, and Precise Locomo-
tion. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 6, 3, Article 136 (sep
2022), 32 pages. https://doi.org/10.1145/3550323

Teddy Seyed, Xing-Dong Yang, and Daniel Vogel. 2016. Doppio: A Reconfigurable
Dual-Face Smartwatch for Tangible Interaction. In Proceedings of the 2016 CHI
Conference on Human Factors in Computing Systems. ACM New York, NY, USA,
New York, 4675-4686.

Shima Seiki. 2011. SDS-ONE Apex3 Design System. [Online]. Available from:
http://www.shimaseiki.com/product/design/sdsone_apex/flat/.

Kazuhiro Shinoda, Wakako Yukida, Tomoyuki Yokota, Takao Someya, and Koji
Yatani. 2021. A Deformable Handkerchief Interface Using Conductive Yarn. SIG
(Special Interesting Group) Ubiquitous Computing System (UBI) in IPST 2021, 2
(2021), 1-8.

Tien-Wei Shyr, Jing-Wen Shie, and Yan-Er Jhuang. 2011. The effect of tensile
hysteresis and contact resistance on the performance of strain-resistant elastic-
conductive webbing. Sensors 11, 2 (2011), 1693-1705.

David Silvera-Tawil, David Rye, Manuchehr Soleimani, and Mari Velonaki. 2014.
Electrical impedance tomography for artificial sensitive robotic skin: A review.
IEEE Sensors Journal 15, 4 (2014), 2001-2016.

Jessica Stanley, John A. Hunt, Phil Kunovski, and Yang Wei. 2021. A review of
connectors and joining technologies for electronic textiles. Engineering Reports
4, 6 (Dec. 2021), 24. https://doi.org/10.1002/eng2.12491

Steven Strachan, Roderick Murray-Smith, and Sile O’Modhrain. 2007. BodySpace:
inferring body pose for natural control of a music player. In CHI *07 Extended
Abstracts on Human Factors in Computing Systems (CHI EA "07). Association for
Computing Machinery, New York, 2001-2006. https://doi.org/10.1145/1240866.
1240939

Yuta Sugiura, Masahiko Inami, and Takeo Igarashi. 2012. A thin stretchable
interface for tangential force measurement. Association for Computing Machinery,
New York, 529-536. https://doi.org/10.1145/2380116.2380182

Timo Sztyler and Heiner Stuckenschmidt. 2016. On-body localization of wearable
devices: An investigation of position-aware activity recognition. In 2016 IEEE
International Conference on Pervasive Computing and Communications (PerCom).
IEEE, New York, 1-9. https://doi.org/10.1109/PERCOM.2016.7456521

T.C. 1883. The Illustrated London News. Vol. 83. William Little, London. 607 pages.
Eric Whitmire, Hrvoje Benko, Christian Holz, Eyal Ofek, and Mike Sinclair. 2018.
Haptic Revolver: Touch, Shear, Texture, and Shape Rendering on a Reconfigurable
Virtual Reality Controller. Association for Computing Machinery, New York,
1-12. https://doi.org/10.1145/3173574.3173660

Eric Whitmire, Mobhit Jain, Divye Jain, Greg Nelson, Ravi Karkar, Shwetak Patel,
and Mayank Goel. 2017. Digitouch: Reconfigurable thumb-to-finger input and
text entry on head-mounted displays. Proceedings of the ACM on Interactive,
Mobile, Wearable and Ubiquitous Technologies 1, 3 (2017), 1-21.

Irmandy Wicaksono, Juliana Cherston, and Joseph A. Paradiso. 2021. Electronic
Textile Gaia: Ubiquitous Computational Substrates Across Geometric Scales. IEEE
Pervasive Computing 20, 3 (Jul 2021), 18-29. https://doi.org/10.1109/MPRV.2021.
3078107

Irmandy Wicaksono, Elena Kodama, Artem Dementyev, and Joseph A. Paradiso.
2020. SensorNets: Towards Reconfigurable Multifunctional Fine-grained Soft and
Stretchable Electronic Skins. In Extended Abstracts of the 2020 CHI Conference on
Human Factors in Computing Systems (CHI EA "20). Association for Computing
Machinery, New York, 1-8. https://doi.org/10.1145/3334480.3382866

(73

(74

[75

[76

[77

[79

(80

(82

[83

(84

[86

]

]

CHI 23, April 23-28, 2023, Hamburg, Germany

Irmandy Wicaksono and Joseph Paradiso. 2020. KnittedKeyboard: Digital Knitting
of Electronic Textile Musical Controllers. In Proceedings of the International
Conference on New Interfaces for Musical Expression, Romain Michon and Franziska
Schroeder (Eds.). Birmingham City University, Birmingham, UK, 323-326. https:
//doi.org/10.5281/zenodo.4813391

Tony Wu, Shiho Fukuhara, Nicholas Gillian, Kishore Sundara-Rajan, and Ivan
Poupyrev. 2020. ZebraSense: A double-sided textile touch sensor for smart
clothing. In Proceedings of the 33rd Annual ACM Symposium on User Interface
Software and Technology. Association for Computing Machinery, New York, 662-
674.

Te-Yen Wu, Zheer Xu, Xing-Dong Yang, Steve Hodges, and Teddy Seyed. 2021.
Project Tasca: Enabling Touch and Contextual Interactions with a Pocket-based
Textile Sensor. In CHI "21: CHI Conference on Human Factors in Computing Systems,
Virtual Event / Yokohama, Japan, May 8-13, 2021, Yoshifumi Kitamura, Aaron
Quigley, Katherine Isbister, Takeo Igarashi, Pernille Bjorn, and Steven Mark
Drucker (Eds.). ACM, New York, 4:1-4:13.  https://doi.org/10.1145/3411764.
3445712

Te-Yen Wu, Shutong Qi, Junchi Chen, MuJie Shang, Jun Gong, Teddy Seyed, and
Xing-Dong Yang. 2020. Fabriccio: Touchless Gestural Input on Interactive Fabrics.
Association for Computing Machinery, New York, 1-14. https://doi.org/10.1145/
3313831.3376681

Te-Yen Wu, Lu Tan, Yuji Zhang, Teddy Seyed, and Xing-Dong Yang. 2020. Ca-
pacitivo: Contact-Based Object Recognition on Interactive Fabrics Using Capacitive
Sensing. Association for Computing Machinery, New York, NY, USA, 649-661.
https://doi.org/10.1145/3379337.3415829

Sang Ho Yoon, Luis Paredes, Ke Huo, and Karthik Ramani. 2018. MultiSoft:
Soft Sensor Enabling Real-Time Multimodal Sensing with Contact Localization
and Deformation Classification. Proceedings of the ACM on Interactive, Mobile,
Wearable and Ubiquitous Technologies 2, 3 (Sep 2018), 145:1-145:21. https://doi.
org/10.1145/3264955

Tianhong Catherine Yu and James McCann. 2020. Coupling Programs and
Visualization for Machine Knitting. In SCF ’20: Symposium on Computational
Fabrication, Virtual Event, USA, November 5-6, 2020. ACM, New York, 7:1-7:10.
https://doi.org/10.1145/3424630.3425410 Available at https://textiles-lab.github.
io/knitout-live-visualizer/.

Clint Zeagler. 2017. Where to Wear It: Functional, Technical, and Social Consid-
erations in on-Body Location for Wearable Technology 20 Years of Designing for
Wearability. In Proceedings of the 2017 ACM International Symposium on Wearable
Computers (Maui, Hawaii) (ISWC ’17). Association for Computing Machinery,
New York, NY, USA, 150-157. https://doi.org/10.1145/3123021.3123042

Hui Zhang and Xiaoming Tao. 2012. From wearable to aware: Intrinsically
conductive electrotextiles for human strain/stress sensing. In Proceedings of 2012
IEEE-EMBS International Conference on Biomedical and Health Informatics, Hong
Kong, China, January 5-7, 2012. IEEE, New York, 468-471. https://doi.org/10.
1109/BHI.2012.6211618

Yang Zhang and Chris Harrison. 2015. Tomo: Wearable, Low-Cost Electrical
Impedance Tomography for Hand Gesture Recognition. In Proceedings of the
28th Annual ACM Symposium on User Interface Software & Technology (UIST °15).
Association for Computing Machinery, New York, 167-173. https://doi.org/10.
1145/2807442.2807480

Yang Zhang and Chris Harrison. 2018. Pulp Nonfiction: Low-Cost Touch Tracking
for Paper. Association for Computing Machinery, New York, NY, USA, 1-11.
https://doi.org/10.1145/3173574.3173691

Yang Zhang, Gierad Laput, and Chris Harrison. 2017. Electrick: Low-Cost Touch
Sensing Using Electric Field Tomography. Association for Computing Machinery,
New York, NY, USA, 1-14. https://doi.org/10.1145/3025453.3025842

Yang Zhang, Robert Xiao, and Chris Harrison. 2016. Advancing Hand Ges-
ture Recognition with High Resolution Electrical Impedance Tomography. In
Proceedings of the 29th Annual Symposium on User Interface Software and Tech-
nology (UIST ’16). Association for Computing Machinery, New York, 843-850.
https://doi.org/10.1145/2984511.2984574

Junyi Zhu, Jackson C Snowden, Joshua Verdejo, Emily Chen, Paul Zhang, Hamid
Ghaednia, Joseph H Schwab, and Stefanie Mueller. 2021. EIT-kit: An Electrical
Impedance Tomography Toolkit for Health and Motion Sensing. In The 34th
Annual ACM Symposium on User Interface Software and Technology (UIST 21).
Association for Computing Machinery, New York, 400-413. https://doi.org/10.
1145/3472749.3474758


https://doi.org/10.1109/ISWC.1997.629937
https://doi.org/10.1145/2858036.2858176
https://doi.org/10.1145/2858036.2858176
https://doi.org/10.1002/adfm.202008278
https://doi.org/10.1145/3550323
http://www.shimaseiki.com/product/design/sdsone_apex/flat/
https://doi.org/10.1002/eng2.12491
https://doi.org/10.1145/1240866.1240939
https://doi.org/10.1145/1240866.1240939
https://doi.org/10.1145/2380116.2380182
https://doi.org/10.1109/PERCOM.2016.7456521
https://doi.org/10.1145/3173574.3173660
https://doi.org/10.1109/MPRV.2021.3078107
https://doi.org/10.1109/MPRV.2021.3078107
https://doi.org/10.1145/3334480.3382866
https://doi.org/10.5281/zenodo.4813391
https://doi.org/10.5281/zenodo.4813391
https://doi.org/10.1145/3411764.3445712
https://doi.org/10.1145/3411764.3445712
https://doi.org/10.1145/3313831.3376681
https://doi.org/10.1145/3313831.3376681
https://doi.org/10.1145/3379337.3415829
https://doi.org/10.1145/3264955
https://doi.org/10.1145/3264955
https://doi.org/10.1145/3424630.3425410
https://textiles-lab.github.io/knitout-live-visualizer/
https://textiles-lab.github.io/knitout-live-visualizer/
https://doi.org/10.1145/3123021.3123042
https://doi.org/10.1109/BHI.2012.6211618
https://doi.org/10.1109/BHI.2012.6211618
https://doi.org/10.1145/2807442.2807480
https://doi.org/10.1145/2807442.2807480
https://doi.org/10.1145/3173574.3173691
https://doi.org/10.1145/3025453.3025842
https://doi.org/10.1145/2984511.2984574
https://doi.org/10.1145/3472749.3474758
https://doi.org/10.1145/3472749.3474758

	Abstract
	1 Introduction
	2 User Story and Design Requirements
	3 Background and Related Work
	3.1 Sensing with Smart Textiles
	3.2 Reconfigurable Interfaces
	3.3 Electrical Impedance Tomography
	3.4 Knitted User Interfaces
	3.5 On-body Localization

	4 Fabrication
	4.1 Machine-knitted Structure
	4.2 Connectors
	4.3 Data Acquisition

	5 Sensing
	5.1 Theory of Operation
	5.2 Interaction Space
	5.3 Signal Conditioning and Modeling

	6 Study 1: Location Detection
	6.1 Procedure
	6.2 Results
	6.3 Discussion

	7 Study 2: Gesture Recognition
	7.1 Procedure
	7.2 Results
	7.3 Discussion

	8 Study 3: Passive Monitoring
	8.1 Procedure
	8.2 Results
	8.3 Discussion

	9 Durability of uKnit
	9.1 Procedure
	9.2 Results
	9.3 Discussion

	10 Example Applications
	11 Limitations and Future Work
	12 Conclusion
	Acknowledgments
	References



