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ABSTRACT
Temporal heterogeneous networks (THNs) investigate the struc-

tural interactions and their evolution over time in graphs with

multiple types of nodes or edges. Existing THNs describe evolving

networks as a sequence of graph snapshots and adopt mechanisms

from static heterogeneous networks to capture the spatial-temporal

correlation. However, these works are confined to the discrete-

time setting and the implementation of stacked mechanisms often

introduces a high level of complexity, both conceptually and com-

putationally. Here, we conduct comprehensive examinations and

propose STHN, a simplifying THN for continuous-time link predic-

tion. Concretely, to integrate continuous dynamics, we maintain a

historical interaction memory for each node. A link encoder that

incorporates two components - type encoding and relative time

encoding - is introduced to encapsulate implicit heterogeneous char-

acteristics of interaction and extract the most informative temporal

information. We further propose to use a patching technique that

assists with Transformer feature extractor to support the interac-

tion sequence with long histories. Extensive experiments on three

real-world datasets empirically demonstrate that STHN outper-

forms state-of-the-art methods with competitive task accuracy and

predictive efficiency on both transductive and inductive settings.

CCS CONCEPTS
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1 INTRODUCTION
In many real-world applications – such as social networks [43, 44],

transportation [41], recommendation systems [42], citation net-

works [36], etc. – the data capturing the interplay of main entities

can be represented as an evolving network of heterogeneous struc-

tures. Given the diversity of the types of nodes and relationships,

the interaction of links with the nodes is extracted and heteroge-

neous network representation learning is often used to map nodes

to low-dimensional space, preserving the heterogeneities of both

node properties and structures, which is essential for enabling

graph-related services [5, 17, 28, 34].

Traditional learning paradigms for heterogeneous networks have

often focused on static settings – however, many heterogeneous

networks are time-dependent, i.e., the graph structure and features

are evolving over time [14, 30, 33]. Several recent studies have ac-

knowledged the necessity for adaptations for dynamic scenarios

and began to incorporate discrete dynamics into heterogeneous

graph learning to capture the evolution over time for dynamic

(GCN [15] and HGT [11, 29] necessitate specific adaptations for

dynamic scenarios). The prevalent approach employed in existing

dynamic heterogeneous graph learning methods is based on captur-

ing snapshots of the graph at different timestamps [5, 13, 14, 34]. As

shown in Figure 1(a), these snapshots refer to the state of the graph

at a specific time instant and are learned through a static hetero-

geneous graph encoder to obtain their representations. Typically,
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(a) Discrete-time Dynamic Model 
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<latexit sha1_base64="fDWhe9rrlVLYUrUfRZ8UETr3rfo=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEuimJFHVZcGGXFewF2hAm00k7dDIJMxOhDFm58VXcuFDErc/gzrdxmmahrT8MfPznHOacP0gYlcpxvq2V1bX1jc3SVnl7Z3dv3z447Mg4FZi0ccxi0QuQJIxy0lZUMdJLBEFRwEg3mNzM6t0HIiSN+b2aJsSL0IjTkGKkjOXbJ4MIqXEQ6mZW1TljxPRt5msny859u+LUnFxwGdwCKqBQy7e/BsMYpxHhCjMkZd91EuVpJBTFjGTlQSpJgvAEjUjfIEcRkZ7Oz8jgmXGGMIyFeVzB3P09oVEk5TQKTOdsUblYm5n/1fqpCq89TXmSKsLx/KMwZVDFcJYJHFJBsGJTAwgLanaFeIwEwsokVzYhuIsnL0PnouZe1up39UqjXsRRAsfgFFSBC65AAzRBC7QBBo/gGbyCN+vJerHerY9564pVzByBP7I+fwCAC5kb</latexit>

H(G0)

<latexit sha1_base64="bt0Wt0DtLIY2TcN6qoaMm8Tr0Bg=">AAACBnicbZDLSsNAFIYn9VbrLepShMEi1E1JpKjLggu7rNAbtCFMppN26GQSZiZCCVm58VXcuFDErc/gzrdxkmahrT8MfPznHOac34sYlcqyvo3S2vrG5lZ5u7Kzu7d/YB4e9WQYC0y6OGShGHhIEkY56SqqGBlEgqDAY6TvzW6zev+BCElD3lHziDgBmnDqU4yUtlzzdBQgNfX8pJXWkpwxYsld6iadNL1wzapVt3LBVbALqIJCbdf8Go1DHAeEK8yQlEPbipSTIKEoZiStjGJJIoRnaEKGGjkKiHSS/IwUnmtnDP1Q6McVzN3fEwkKpJwHnu7MFpXLtcz8rzaMlX/jJJRHsSIcLz7yYwZVCLNM4JgKghWba0BYUL0rxFMkEFY6uYoOwV4+eRV6l3X7qt64b1SbjSKOMjgBZ6AGbHANmqAF2qALMHgEz+AVvBlPxovxbnwsWktGMXMM/sj4/AG3B5k/</latexit>

H(GT )

<latexit sha1_base64="z+VMnO0+o0FuSOMcKNueL0OEkeg=">AAACB3icbZDLSsNAFIYnXmu9RV0KMliEuilJKeqy4MIuK/QGbQiT6aQdOpmEmYlQQnZufBU3LhRx6yu4822cpFlo6w8DH/85hznn9yJGpbKsb2NtfWNza7u0U97d2z84NI+OezKMBSZdHLJQDDwkCaOcdBVVjAwiQVDgMdL3ZrdZvf9AhKQh76h5RJwATTj1KUZKW655NgqQmnp+0kqrSc4YseQudZN6J00vXbNi1axccBXsAiqgUNs1v0bjEMcB4QozJOXQtiLlJEgoihlJy6NYkgjhGZqQoUaOAiKdJL8jhRfaGUM/FPpxBXP390SCAinngac7s03lci0z/6sNY+XfOAnlUawIx4uP/JhBFcIsFDimgmDF5hoQFlTvCvEUCYSVjq6sQ7CXT16FXr1mX9Ua941Ks1HEUQKn4BxUgQ2uQRO0QBt0AQaP4Bm8gjfjyXgx3o2PReuaUcycgD8yPn8AMuGZew==</latexit>

H(G2T )

<latexit sha1_base64="jVoTTmPWPEG6WlwpYnyyiQExR+Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOl7/XLFrboLkHXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgrNRLNSaUjekQu5ZKGqH2s8WpM3JhlQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtOyYbgrb68TlpXVe+6WnuoVeq1PI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAHXI2Z</latexit> v 1

<latexit sha1_base64="v6QN3jevaL5fQtOGOaTD1DBivRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKUY8FLx4r2lpoQ9lsN+3SzSbsTgol9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1J6CGS6F4CwVK3kk0p1Eg+VMwvp37TxOujYjVI04T7kd0qEQoGEUrPUz6tX654lbdBcg68XJSgRzNfvmrN4hZGnGFTFJjup6boJ9RjYJJPiv1UsMTysZ0yLuWKhpx42eLU2fkwioDEsbalkKyUH9PZDQyZhoFtjOiODKr3lz8z+umGN74mVBJilyx5aIwlQRjMv+bDITmDOXUEsq0sLcSNqKaMrTplGwI3urL66Rdq3pX1fp9vdKo53EU4QzO4RI8uIYG3EETWsBgCM/wCm+OdF6cd+dj2Vpw8plT+APn8wcI4I2a</latexit> v 2

<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit> v 3

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit> v 4

<latexit sha1_base64="XNRaEeyvtBrizupcMKReoVjLdxw=">AAAB+XicbVBNS8NAFHypX7V+RT16WSyCp5KUUj0WPOixQlsLbQib7aZdutmE3U2hhP4TLx4U8eo/8ea/cdPmoK0DC8PMe7zZCRLOlHacb6u0tb2zu1ferxwcHh2f2KdnPRWnktAuiXks+wFWlDNBu5ppTvuJpDgKOH0Kpne5/zSjUrFYdPQ8oV6Ex4KFjGBtJN+2hxHWE4J5dr/ws3pn4dtVp+YsgTaJW5AqFGj79tdwFJM0okITjpUauE6ivQxLzQini8owVTTBZIrHdGCowBFVXrZMvkBXRhmhMJbmCY2W6u+NDEdKzaPATOY51bqXi/95g1SHt17GRJJqKsjqUJhypGOU14BGTFKi+dwQTCQzWRGZYImJNmVVTAnu+pc3Sa9ec5u1xmOj2moWdZThAi7hGly4gRY8QBu6QGAGz/AKb1ZmvVjv1sdqtGQVO+fwB9bnD5ack5o=</latexit>G2T

<latexit sha1_base64="jVoTTmPWPEG6WlwpYnyyiQExR+Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOl7/XLFrboLkHXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgrNRLNSaUjekQu5ZKGqH2s8WpM3JhlQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtOyYbgrb68TlpXVe+6WnuoVeq1PI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAHXI2Z</latexit>v1
<latexit sha1_base64="v6QN3jevaL5fQtOGOaTD1DBivRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKUY8FLx4r2lpoQ9lsN+3SzSbsTgol9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1J6CGS6F4CwVK3kk0p1Eg+VMwvp37TxOujYjVI04T7kd0qEQoGEUrPUz6tX654lbdBcg68XJSgRzNfvmrN4hZGnGFTFJjup6boJ9RjYJJPiv1UsMTysZ0yLuWKhpx42eLU2fkwioDEsbalkKyUH9PZDQyZhoFtjOiODKr3lz8z+umGN74mVBJilyx5aIwlQRjMv+bDITmDOXUEsq0sLcSNqKaMrTplGwI3urL66Rdq3pX1fp9vdKo53EU4QzO4RI8uIYG3EETWsBgCM/wCm+OdF6cd+dj2Vpw8plT+APn8wcI4I2a</latexit>v2

<latexit sha1_base64="jVoTTmPWPEG6WlwpYnyyiQExR+Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOl7/XLFrboLkHXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgrNRLNSaUjekQu5ZKGqH2s8WpM3JhlQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtOyYbgrb68TlpXVe+6WnuoVeq1PI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAHXI2Z</latexit>v1

<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit>v3

<latexit sha1_base64="jVoTTmPWPEG6WlwpYnyyiQExR+Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOl7/XLFrboLkHXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgrNRLNSaUjekQu5ZKGqH2s8WpM3JhlQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtOyYbgrb68TlpXVe+6WnuoVeq1PI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAHXI2Z</latexit>v1
<latexit sha1_base64="v6QN3jevaL5fQtOGOaTD1DBivRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKUY8FLx4r2lpoQ9lsN+3SzSbsTgol9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1J6CGS6F4CwVK3kk0p1Eg+VMwvp37TxOujYjVI04T7kd0qEQoGEUrPUz6tX654lbdBcg68XJSgRzNfvmrN4hZGnGFTFJjup6boJ9RjYJJPiv1UsMTysZ0yLuWKhpx42eLU2fkwioDEsbalkKyUH9PZDQyZhoFtjOiODKr3lz8z+umGN74mVBJilyx5aIwlQRjMv+bDITmDOXUEsq0sLcSNqKaMrTplGwI3urL66Rdq3pX1fp9vdKo53EU4QzO4RI8uIYG3EETWsBgCM/wCm+OdF6cd+dj2Vpw8plT+APn8wcI4I2a</latexit>v2

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4
<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit>v3

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4
<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit>v3

<latexit sha1_base64="ersUoNCGWXBBH+AyeLV+weUYaTQ=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI9BLx4jmAckS5idzCZjZmeWeQhhyT948aCIV//Hm3/jJNmDJhY0FFXddHdFKWfa+P63V1hb39jcKm6Xdnb39g/Kh0ctLa0itEkkl6oTYU05E7RpmOG0kyqKk4jTdjS+nfntJ6o0k+LBTFIaJngoWMwINk5q9WTKre6XK37VnwOtkiAnFcjR6Je/egNJbEKFIRxr3Q381IQZVoYRTqelntU0xWSMh7TrqMAJ1WE2v3aKzpwyQLFUroRBc/X3RIYTrSdJ5DoTbEZ62ZuJ/3lda+LrMGMitYYKslgUW46MRLPX0YApSgyfOIKJYu5WREZYYWJcQCUXQrD88ippXVSDy2rtvlap3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOm9eO/ex6K14OUzx/AH3ucP0uyPTg==</latexit>� <latexit sha1_base64="z+VMnO0+o0FuSOMcKNueL0OEkeg=">AAACB3icbZDLSsNAFIYnXmu9RV0KMliEuilJKeqy4MIuK/QGbQiT6aQdOpmEmYlQQnZufBU3LhRx6yu4822cpFlo6w8DH/85hznn9yJGpbKsb2NtfWNza7u0U97d2z84NI+OezKMBSZdHLJQDDwkCaOcdBVVjAwiQVDgMdL3ZrdZvf9AhKQh76h5RJwATTj1KUZKW655NgqQmnp+0kqrSc4YseQudZN6J00vXbNi1axccBXsAiqgUNs1v0bjEMcB4QozJOXQtiLlJEgoihlJy6NYkgjhGZqQoUaOAiKdJL8jhRfaGUM/FPpxBXP390SCAinngac7s03lci0z/6sNY+XfOAnlUawIx4uP/JhBFcIsFDimgmDF5hoQFlTvCvEUCYSVjq6sQ7CXT16FXr1mX9Ua941Ks1HEUQKn4BxUgQ2uQRO0QBt0AQaP4Bm8gjfjyXgx3o2PReuaUcycgD8yPn8AMuGZew==</latexit>H(G2T )

<latexit sha1_base64="jVoTTmPWPEG6WlwpYnyyiQExR+Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqz0OOl7/XLFrboLkHXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgrNRLNSaUjekQu5ZKGqH2s8WpM3JhlQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtOyYbgrb68TlpXVe+6WnuoVeq1PI4inME5XIIHN1CHe2hAExgM4Rle4c0Rzovz7nwsWwtOPnMKf+B8/gAHXI2Z</latexit>v1

<latexit sha1_base64="v6QN3jevaL5fQtOGOaTD1DBivRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKUY8FLx4r2lpoQ9lsN+3SzSbsTgol9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1J6CGS6F4CwVK3kk0p1Eg+VMwvp37TxOujYjVI04T7kd0qEQoGEUrPUz6tX654lbdBcg68XJSgRzNfvmrN4hZGnGFTFJjup6boJ9RjYJJPiv1UsMTysZ0yLuWKhpx42eLU2fkwioDEsbalkKyUH9PZDQyZhoFtjOiODKr3lz8z+umGN74mVBJilyx5aIwlQRjMv+bDITmDOXUEsq0sLcSNqKaMrTplGwI3urL66Rdq3pX1fp9vdKo53EU4QzO4RI8uIYG3EETWsBgCM/wCm+OdF6cd+dj2Vpw8plT+APn8wcI4I2a</latexit>v2

<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit>v3

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4
<latexit sha1_base64="KJsuHKtG4jvRw++3NGtAQ/SfukM=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA8hV2Jj2PAi8eI5gHJEmYnvcmQ2dllZjYQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O2vrG5tb24Wd4u7e/sFh6ei4qeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR3cxvjVFpHssnM0nQj+hA8pAzaqz0OO5d9Uplt+LOQVaJl5My5Kj3Sl/dfszSCKVhgmrd8dzE+BlVhjOB02I31ZhQNqID7FgqaYTaz+anTsm5VfokjJUtachc/T2R0UjrSRTYzoiaoV72ZuJ/Xic14a2fcZmkBiVbLApTQUxMZn+TPlfIjJhYQpni9lbChlRRZmw6RRuCt/zyKmleVrzrSvWhWq5V8zgKcApncAEe3EAN7qEODWAwgGd4hTdHOC/Ou/OxaF1z8pkT+APn8wcNbI2d</latexit>v5

<latexit sha1_base64="3dzJLq4ySEtYO303sDDt7wFGUp0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KomU6rHgxWNF+wFtKJvtpF262YTdTaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bu63J6g0j+WTmSboR3QoecgZNVZ6nPRr/VLZrbgLkHXi5aQMORr90ldvELM0QmmYoFp3PTcxfkaV4UzgrNhLNSaUjekQu5ZKGqH2s8WpM3JplQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtO0Ybgrb68TlrXFa9WqT5Uy/VqHkcBzuECrsCDG6jDPTSgCQyG8Ayv8OYI58V5dz6WrRtOPnMGf+B8/gAO8I2e</latexit>v6

<latexit sha1_base64="ZUJy1ITAc0fHsso1Yt4EiqdHv80=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk/ZV1atXa/e1SqOWx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+1njYg=</latexit>e1

<latexit sha1_base64="0MnHJ1QfzDH7gpRGYENn9VQV3sY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKUY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u/rlUY9j6MIZ3AOl+DBNTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP+7rjYk=</latexit>e2

<latexit sha1_base64="IDOSpar9Yc8JO9r1l7zXg+r6dcE=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokE9Vjw4rGi/YA2lM120i7dbMLuRiihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLU8G1cd1vZ219Y3Nru7RT3t3bPzisHB23dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9YN/vV6puzZ2DrBKvIFUo0OhXvnqDhGUxSsME1brruakJcqoMZwKn5V6mMaVsTIfYtVTSGHWQz0+dknOrDEiUKFvSkLn6eyKnsdaTOLSdMTUjvezNxP+8bmaimyDnMs0MSrZYFGWCmITM/iYDrpAZMbGEMsXtrYSNqKLM2HTKNgRv+eVV0rqseVc1/96v1v0ijhKcwhlcgAfXUIc7aEATGAzhGV7hzRHOi/PufCxa15xi5gT+wPn8AfHzjYs=</latexit>e4

<latexit sha1_base64="KF7Xifqe8hNhBLImK6X+v/jJBTs=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP3LfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPEzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa2LqndVrd3XKvVaHkcRTuAUzsGDa6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwDwb42K</latexit>e3
<latexit sha1_base64="djSzKQbhyrSqUAgAubnQgMVUR38=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+2rqlev1u5rlUYtj6MIZ3AOl+DBNTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/T7jY0=</latexit>e6

<latexit sha1_base64="KBtG9CN1YbH/n9PGkebDmCUkh9g=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkWI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+2rqnddrd3XKo1aHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/Z/jY4=</latexit>e7
<latexit sha1_base64="KgXcPAtKc8BEBhmtWfWMpEf/0O0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkaI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmrPsZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk/ZV1buu1u5rlUYtj6MIZ3AOl+DBDTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/gDjY8=</latexit>e8

Timestamps
Edges Vertices

<latexit sha1_base64="QhJpiAz77Y6O/NYld2yjAnkjEXw=">AAAB8nicbVDLSsNAFL2pr1pfVZduBovgqiRS1GXBjcsK9gFtCJPppB06mYSZG6GEfoYbF4q49Wvc+TdO2yy09cDA4Zx7mXtOmEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnK/ZiOlIgEo2ilPg88MsCEYOAF1Zpbdxcg68QrSA0KtILq12CYsCzmCpmkxvQ9N0U/pxoFk3xWGWSGp5RN6Ij3LVU05sbPFyfPyIVVhiRKtH0KyUL9vZHT2JhpHNrJmOLYrHpz8T+vn2F06+dCpRlyxZYfRZkk85A2PxkKzRnKqSWUaWFvJWxMNWVoW6rYErzVyOukc1X3ruuNh0at2SjqKMMZnMMleHADTbiHFrSBQQLP8ApvDjovzrvzsRwtOcXOKfyB8/kD9A2QWw==</latexit>

e1 ! t1
<latexit sha1_base64="PC/2kxSnoIyD9nncWG4jKGQkZ58=">AAAB8nicbVBNS8NAFNzUr1q/qh69LBbBU0lKUY8FLx4r2FZoQ9hsX9qlm2zYfRFK6M/w4kERr/4ab/4bt20O2jqwMMy8x76ZMJXCoOt+O6WNza3tnfJuZW//4PCoenzSNSrTHDpcSaUfQ2ZAigQ6KFDCY6qBxaGEXji5nfu9J9BGqOQBpyn4MRslIhKcoZX6EDToABXFoBFUa27dXYCuE68gNVKgHVS/BkPFsxgS5JIZ0/fcFP2caRRcwqwyyAykjE/YCPqWJiwG4+eLk2f0wipDGiltX4J0of7eyFlszDQO7WTMcGxWvbn4n9fPMLrxc5GkGULClx9FmaTzkDY/HQoNHOXUEsa1sLdSPmaacbQtVWwJ3mrkddJt1L2revO+WWs1izrK5Iyck0vikWvSInekTTqEE0WeySt5c9B5cd6dj+VoySl2TskfOJ8/9x2QXQ==</latexit>

e2 ! t2
<latexit sha1_base64="b7Ro8xhQiA5FeFCK4Pq25KZhhJU=">AAAB8nicbVDLSgMxFM3UV62vqks3wSK4KjO2qMuCG5cV7AOmw5BJM21oJhmSO0IZ+hluXCji1q9x59+YtrPQ1gOBwzn3kntOlApuwHW/ndLG5tb2Tnm3srd/cHhUPT7pGpVpyjpUCaX7ETFMcMk6wEGwfqoZSSLBetHkbu73npg2XMlHmKYsSMhI8phTAlbyWdjAA1AYwkZYrbl1dwG8TryC1FCBdlj9GgwVzRImgQpijO+5KQQ50cCpYLPKIDMsJXRCRsy3VJKEmSBfnDzDF1YZ4lhp+yTghfp7IyeJMdMkspMJgbFZ9ebif56fQXwb5FymGTBJlx/FmcDzkDY/HnLNKIipJYRqbm/FdEw0oWBbqtgSvNXI66R7Vfeu682HZq3VLOooozN0ji6Rh25QC92jNuogihR6Rq/ozQHnxXl3PpajJafYOUV/4Hz+APotkF8=</latexit>

e3 ! t3
<latexit sha1_base64="AlpC76z3OIHnaR+b0aFhGpLXRns=">AAAB8nicbVDLSgMxFM3UV62vqks3wSK4KjMyqMuCG5cV7AOmw5BJM21oJhmSO0IZ+hluXCji1q9x59+YtrPQ1gOBwzn3kntOnAluwHW/ncrG5tb2TnW3trd/cHhUPz7pGpVryjpUCaX7MTFMcMk6wEGwfqYZSWPBevHkbu73npg2XMlHmGYsTMlI8oRTAlYKWOTjASgMkR/VG27TXQCvE68kDVSiHdW/BkNF85RJoIIYE3huBmFBNHAq2Kw2yA3LCJ2QEQsslSRlJiwWJ8/whVWGOFHaPgl4of7eKEhqzDSN7WRKYGxWvbn4nxfkkNyGBZdZDkzS5UdJLvA8pM2Ph1wzCmJqCaGa21sxHRNNKNiWarYEbzXyOuleNb3rpv/gN1p+WUcVnaFzdIk8dINa6B61UQdRpNAzekVvDjgvzrvzsRytOOXOKfoD5/MH/T2QYQ==</latexit>

e4 ! t4
<latexit sha1_base64="jcgvaUtrkJZ8u+qMA/h016wGgTc=">AAAB8nicbVDLSgMxFM3UV62vqks3wSK4KjPSqsuCG5cV7AOmw5BJM21oJhmSO0IZ+hluXCji1q9x59+YtrPQ1gOBwzn3kntOlApuwHW/ndLG5tb2Tnm3srd/cHhUPT7pGpVpyjpUCaX7ETFMcMk6wEGwfqoZSSLBetHkbu73npg2XMlHmKYsSMhI8phTAlbyWdjEA1AYwmZYrbl1dwG8TryC1FCBdlj9GgwVzRImgQpijO+5KQQ50cCpYLPKIDMsJXRCRsy3VJKEmSBfnDzDF1YZ4lhp+yTghfp7IyeJMdMkspMJgbFZ9ebif56fQXwb5FymGTBJlx/FmcDzkDY/HnLNKIipJYRqbm/FdEw0oWBbqtgSvNXI66R7Vfeu642HRq3VKOooozN0ji6Rh25QC92jNuogihR6Rq/ozQHnxXl3PpajJafYOUV/4Hz+AABckGM=</latexit>

e5 ! t5
<latexit sha1_base64="ECNArJ423RxaP+Z7LiScp05JGxY=">AAAB8nicbVDLSsNAFJ34rPVVdelmsAiuSiKluiy4cVnBPqANYTK9aYdOJmHmRiihn+HGhSJu/Rp3/o3TNgttPTBwOOde5p4TplIYdN1vZ2Nza3tnt7RX3j84PDqunJx2TJJpDm2eyET3QmZACgVtFCihl2pgcSihG07u5n73CbQRiXrEaQp+zEZKRIIztFIfggYdYEIxaASVqltzF6DrxCtIlRRoBZWvwTDhWQwKuWTG9D03RT9nGgWXMCsPMgMp4xM2gr6lisVg/Hxx8oxeWmVIo0Tbp5Au1N8bOYuNmcahnYwZjs2qNxf/8/oZRrd+LlSaISi+/CjKJJ2HtPnpUGjgKKeWMK6FvZXyMdOMo22pbEvwViOvk851zWvU6g/1arNe1FEi5+SCXBGP3JAmuSct0iacJOSZvJI3B50X5935WI5uOMXOGfkD5/MHA2yQZQ==</latexit>

e6 ! t6
<latexit sha1_base64="5GEiUlPmkBrZ1R68p5/RAFmwJ30=">AAAB8nicbVDLSsNAFJ34rPVVdelmsAiuSiJFuyy4cVnBPqANYTK9aYdOJmHmRiihn+HGhSJu/Rp3/o3TNgttPTBwOOde5p4TplIYdN1vZ2Nza3tnt7RX3j84PDqunJx2TJJpDm2eyET3QmZACgVtFCihl2pgcSihG07u5n73CbQRiXrEaQp+zEZKRIIztFIfggYdYEIxaASVqltzF6DrxCtIlRRoBZWvwTDhWQwKuWTG9D03RT9nGgWXMCsPMgMp4xM2gr6lisVg/Hxx8oxeWmVIo0Tbp5Au1N8bOYuNmcahnYwZjs2qNxf/8/oZRg0/FyrNEBRffhRlks5D2vx0KDRwlFNLGNfC3kr5mGnG0bZUtiV4q5HXSee65t3U6g/1arNe1FEi5+SCXBGP3JImuSct0iacJOSZvJI3B50X5935WI5uOMXOGfkD5/MHCYyQaQ==</latexit>

e8 ! t8

<latexit sha1_base64="HEWQPzS/+EbA5AsBYW8rnIwZkY4=">AAAB8nicbVDLSsNAFJ34rPVVdelmsAiuSiLFuiy4cVnBPqANYTK9aYdOJmHmRiihn+HGhSJu/Rp3/o3TNgttPTBwOOde5p4TplIYdN1vZ2Nza3tnt7RX3j84PDqunJx2TJJpDm2eyET3QmZACgVtFCihl2pgcSihG07u5n73CbQRiXrEaQp+zEZKRIIztFIfggYdYEIxaASVqltzF6DrxCtIlRRoBZWvwTDhWQwKuWTG9D03RT9nGgWXMCsPMgMp4xM2gr6lisVg/Hxx8oxeWmVIo0Tbp5Au1N8bOYuNmcahnYwZjs2qNxf/8/oZRrd+LlSaISi+/CjKJJ2HtPnpUGjgKKeWMK6FvZXyMdOMo22pbEvwViOvk851zbup1R/q1Wa9qKNEzskFuSIeaZAmuSct0iacJOSZvJI3B50X5935WI5uOMXOGfkD5/MHBnyQZw==</latexit>

e7 ! t7

<latexit sha1_base64="L+4X2d/31xxXQuAEP8Tyjgzc/uM=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBi2W3FPVY8OKxgv2QdlmyabYNTbJLki2Upb/CiwdFvPpzvPlvTNs9aOuDgcd7M8zMCxPOtHHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFaEtEvNYdUOsKWeStgwznHYTRbEIOe2E47u535lQpVksH800ob7AQ8kiRrCx0tMk8NAVmgS1oFxxq+4CaJ14OalAjmZQ/uoPYpIKKg3hWOue5ybGz7AyjHA6K/VTTRNMxnhIe5ZKLKj2s8XBM3RhlQGKYmVLGrRQf09kWGg9FaHtFNiM9Ko3F//zeqmJbv2MySQ1VJLloijlyMRo/j0aMEWJ4VNLMFHM3orICCtMjM2oZEPwVl9eJ+1a1buu1h/qlUY9j6MIZ3AOl+DBDTTgHprQAgICnuEV3hzlvDjvzseyteDkM6fwB87nDyIKj0k=</latexit>v1 � v2
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Figure 1: Visual illustration of dynamic heterogeneous graph
models. (a) Discrete-time dynamic model with the type-
specific graph encoder takes a two-step strategy (graph en-
coder followed by a sequence model) to capture spatial-
temporal correlations. (b) Continuous-time dynamic model
memorizes the historical interaction streams for each node.

the encoder splits the graph snapshot into multiple parts accord-

ing to the node or edge types [6, 32, 39], simplifying the graph

learning process from a heterogeneous network to multiple homo-

geneous subnetworks. These snapshots are subsequently encoded

to produce a series of heterogeneity-preserving embeddings, and

sequence-based models such as recurrent neural network (RNN)

[10] and Transformers [26] are used to aggregate node embeddings

at pre-specified timestamps as well as update their representations.

Challenges & Motivation: Despite the achieved improvements

(e.g., in effectiveness), most works remain limited to discrete-time

settings. However, representing dynamic graphs as a sequence of

heterogeneous graph snapshots over time forces the model to digest

discrete dynamics. This, in turn, may result in inefficient behavior

that may not be acceptable for real-world applications, especially

the ones where new edges can appear at any time [22]. Clearly, in

many such cases, it is preferable for THNs models to make immedi-

ate link predictions. From a complementary perspective, learning

graph dynamics with discrete snapshots is not scalable to large

networks due to the high space usage and redundancy inherent in

maintaining multiple snapshots. Another consideration is that cur-

rent THNs adopt many building blocks from static heterogeneous

networks, notably the explicit type-specific design and attention

mechanism, as shown in Figure 1(a). The effects of type-specific

designs have been investigated in static heterogeneous network

studies [18, 40] and it has been shown that type-specific embed-

dings only bring minor improvements. However, no studies have

examined the effects of these designs on dynamic heterogeneous

networks. Part of our motivation was to close this gap by con-

ducting comprehensive examinations of these building blocks and

designs carried over from static graph learning models. Towards

that, we got two significant findings: (1) splitting historical interac-

tions into disparate subnetworks breaks the order that originally

exists in the interaction sequences and hinders the model to cap-

ture the correlations between different but nearby relationships. (2)

self-attention mechanisms are critical feature extractors, but their

performance and effectiveness will be degraded when dealing with

long interaction sequence.

Approach and Contributions: Motivated by the aforementioned

observations and findings, we propose a novel temporal hetero-

geneous learning model STHN for link prediction, which studies

heterogeneous node representations in a simpler and continuous-

time manner. We maintain a historical interaction memory for each

node (cf. Figure 1(b)) to capture node interaction dynamics, en-

abling immediate link prediction for both seen and unseen nodes.

Moreover, we introduce a link encoder that incorporates two com-

ponents – type encoding and relative time encoding – to encapsulate

implicit heterogeneous characteristics of interaction and extract the

most informative temporal information. Inspired by the patching

technique [4], we decompose long interaction histories into patches

as input tokens for a Transformer-based feature extractor. Extensive

experiments on three real-world heterogeneous network datasets

demonstrate that the proposed STHN model can effectively predict

future links and outperform strong baselines. Our contributions

can be summarized as follows:

• We identify the challenges in predicting links on temporal het-

erogeneous networks and present a continuous dynamic graph

learning approach.

• We propose STHN, a novel method that does not use the common

type-specific design and simplifies neighborhood aggregation by

implicitly incorporating structural heterogeneity and temporal

information.

• To enhance STHN’s capability for learning long interaction se-

quences, we apply a patching technique that maintains local

semantic proximities while reducing computational costs.

• We provide extensive experimental evaluations comparing

STHN against seven baselines (from three different categories)

over three datasets, and empirically demonstrate that STHN con-

verges more rapidly and predicts links more accurately in both

transductive and inductive settings.

2 PRELIMINARIES
We now introduce the necessary background and formally define

the problem. Typically, a graph G = (V, E) is a pair consisting of
a set of vertices V and a set of edges E ⊆ V ×V . This definition

implicitly assumes a homogeneity among the (types of) nodes and

edges. In a heterogeneous setting, V is a union of disjoint sets –

i.e., V = 𝑉1 ∪𝑉2 ∪ . . . ∪𝑉𝐾 and every node from a given subset is

of the same type. More formally, we assume a collection of types

A = {𝐴1, 𝐴2, . . . , 𝐴𝑇𝐴 } to denote a set of node types. Each 𝑣𝑖 ∈ V
is associated with – equivalently, has properties that make it an

instance of – a particular 𝐴 𝑗 . A type (respectively, property) can

be either primitive (i.e., consisting of a single, atomic attribute) or

composite (i.e., consisting of structures, possibly nested). Thus, we
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assume that there exists a mapping 𝜙 : V → A. In the context of

Figure 1(a) this is shown by the different colors of the nodes (we

do not show the actual structures corresponding to the respective

properties). Furthermore, we assume that each edge 𝑒𝑖 ∈ E has a

distinct type which essentially means: (1) it connects a pair of nodes

of specific types; and (2) it has a particular structure describing its

properties (e.g., weight). We use R = {𝑅1, 𝑅2, . . . , 𝑅𝑇𝑅 } to denote the
collection of edge-types – and we have a corresponding mapping

𝜓 : E → R. In the context of Figure 1(a), edges with the same color

and shape belong to the same edge type (relation). For example, a

solid red edge links yellow nodes; solid blue edge links red nodes;

etc. With these in mind, we have the following definitions:

Definition 2.1. (Heterogeneous Graph) A heterogeneous graph

is a six-tuple G = (V, E,A,R, 𝜙,𝜓 ), where |A| + |R| > 2 (in the

case that |A| = |R | = 1, the graph is homogeneous).

Definition 2.1 formalized the concept of a graph with many

types of nodes and edges. However, it did not capture the notion of

evolution of respective entities over time. Following [32], we have:

Definition 2.2. Temporal Heterogeneous Network. A tempo-

ral heterogeneous network is a heterogeneous network in which

certain links occur in different time instants, i.e.:

E = {(𝑒𝑖, 𝑗 (𝑡), 𝑟 ) |𝑣𝑖 , 𝑣 𝑗 ∈ V, 𝑟 ∈ R}, (1)

where 𝑒𝑖, 𝑗 (𝑡) is a link between node 𝑣𝑖 and 𝑣 𝑗 , 𝑟 (𝑟 ∈ R) is the link
type, and 𝑡 is the timestamp when 𝑒𝑖, 𝑗 (𝑡) is built.

An example is provided in Figure 1 which shows the timestamps

of occurrence for the respective edges in the graph.

Definition 2.3. Interaction Sequence. For a node 𝑣 , its aggre-
gated historical temporal information before timestamp 𝑡𝑛 pre-

sented in chronological order, is defined as an interaction sequence:

S𝑣 (𝑡𝑛) = {(𝑒𝑖, 𝑗 (𝑡), 𝑟 ) |𝑣 = 𝑣𝑖 or 𝑣 = 𝑣 𝑗 , 𝑡 < 𝑡𝑛}. (2)

Problem Statement. Given the definitions above, the problem of

Continuous-Time Link Prediction is defined as: Given a node 𝑢 ∈ V
and a timestamp 𝑡𝑛 , the goal of THNs is to learn a 𝑑-dimensional

time-dependent node representation h𝑢 (𝑡𝑛) ∈ R𝑑 based on its

(historical) interaction sequence S𝑢 (𝑡𝑛). With the learned node

representation h𝑢 (𝑡𝑛) and h𝑣 (𝑡𝑛) for nodes (𝑢, 𝑣), the link prediction
is used to predict whether they are connected at timestamp 𝑡𝑛 . Note

that the link existence prediction between the nodes is not our only

objective. In addition, we expect the models to make relationship

type predictions for graphs with multiple types of links.

3 METHODOLOGY
In this section, we present the architecture of the proposed

STHN model and discuss its main aspects. The overall framework

is depicted in Figure 2 and, as shown, it consists of three main mod-

ules: (1) Heterogeneous link encoder is designed to encode different

link features (e.g., link feature, link type, and link timestamps) into

embeddings. (2) Semantic patches fusion is designed to summarize

the information from temporal interaction sequence; (3) Link pre-
dictor makes a prediction for whether a link exists between two

nodes based on the learned temporal node representations. In the

next three subsections, we describe each of the modules in detail.

3.1 Heterogeneous Link Encoder
The historical interactions of the nodes are critical for predicting the

respective future behaviors. Impacts of those interactions are not

only related to the node features but also depend on the diverse rela-

tionships and interactions between the node and its neighborhood

like, for example, type, frequency, and time instants (i.e., temporal

information). Since there exist multiple kinds of interactions that

may happen between two nodes, we maintain all the historical

interactions S𝑢 (𝑡𝑛) that a node 𝑢 has participated in before time

𝑡𝑛 . Each link (𝑒𝑖, 𝑗 (𝑡), 𝑟 ) ∈ S𝑢 (𝑡𝑛) is labeled with a timestamp 𝑡

and the sequence of interactions is maintained in a chronological

order. A particular link (𝑒𝑖, 𝑗 (𝑡), 𝑟 ), in addition to the timestampe 𝑡

is also associated with another (second) basic feature – its type 𝑟 . To

capture the heterogeneities and produce temporal link embeddings,

we develop a heterogeneous link encoder (cf. Figure 2) that includes

two components - type encoding and time encoding – to enable

the implicit involvement of heterogeneous interactions and extract

the most important temporal information.

Type encoding. In a heterogeneous graph, any given node may

have one or multiple types of links. To preserve the structural het-

erogeneity, dynamic heterogeneous GNNs differ in learning link

type information. Existing works [6, 12, 39] divide associated links

into different subnetworks according to their types, i.e., links of the

same type will be grouped together into the same subnetwork. Each

such subnetwork is equipped with a type-specific graph encoder

to gather and aggregate the same-type neighbor information. This

design is popular for static heterogeneous graph methods – how-

ever, in such settings there are no temporal dependencies between

links. However, order and nearby cooperation relationships that

exist in a dynamic/evolving interaction sequence cannot be actually

captured in fixed/static setting. In fact, we will show quantitatively

in Section 4 that type-specific designs are not effective for dynamic

heterogeneous graph learning. In this work we introduce an im-

plicit type signal as a part of link embedding. The link type set R
can be considered as a collection of categorical variables with a

finite set of values. Therefore, one-hot encoding xR (𝑟 ) ∈ R | R |
is

used here as an alternative way to produce and distinguish the type

encoding, which is simple and easy to generalize.

Time encoding. The other key feature of temporal heteroge-

neous network is the link timestamp 𝑡 , which indicates when the

link was created and reveals critical temporal information [35].

Here, we follow the approaches in [3, 45] and involve the times-

tamp into training by providing a relative time encoding function

Φ : 𝑡 ′ → R𝑑𝑡 . The purpose is to map the relative timestamp value

𝑡 ′ = 𝑡𝑛 − 𝑡 from time domain to a 𝑑𝑡 -dimensional vector space.

The obtained time vectors (encoding) should show similarity or

spatial proximity in vector space when the timestamps are close in

time-axis. Specifically, the encoding function can be represented as

Φ(𝑡 ′) = cos(𝑡 ′ × 𝜔), 𝜔 = {𝛼−(𝑖−1)/𝛽 }𝑑𝑡
𝑖=1
, (3)

where 𝑑𝑡 is the dimension of the time encoding, and 𝛼 = 𝛽 =
√
𝑑𝑡 .

The mapping function Φ first maps relative time 𝑡 ′ to monotonically

exponentially decreasing vector 𝑡 ′ × 𝜔 ∈ (0, 𝑡], and then projects

all the values of the vector 𝑡 ′ ×𝜔 to [-1, 1] by using cosine function.

However, during our experimental evaluations we found that in

practice this module may not work well for all the datasets, since
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<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4

<latexit sha1_base64="3dzJLq4ySEtYO303sDDt7wFGUp0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KomU6rHgxWNF+wFtKJvtpF262YTdTaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bu63J6g0j+WTmSboR3QoecgZNVZ6nPRr/VLZrbgLkHXi5aQMORr90ldvELM0QmmYoFp3PTcxfkaV4UzgrNhLNSaUjekQu5ZKGqH2s8WpM3JplQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtO0Ybgrb68TlrXFa9WqT5Uy/VqHkcBzuECrsCDG6jDPTSgCQyG8Ayv8OYI58V5dz6WrRtOPnMGf+B8/gAO8I2e</latexit>v6

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4

<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit>v3

<latexit sha1_base64="KJsuHKtG4jvRw++3NGtAQ/SfukM=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA8hV2Jj2PAi8eI5gHJEmYnvcmQ2dllZjYQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O2vrG5tb24Wd4u7e/sFh6ei4qeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR3cxvjVFpHssnM0nQj+hA8pAzaqz0OO5d9Uplt+LOQVaJl5My5Kj3Sl/dfszSCKVhgmrd8dzE+BlVhjOB02I31ZhQNqID7FgqaYTaz+anTsm5VfokjJUtachc/T2R0UjrSRTYzoiaoV72ZuJ/Xic14a2fcZmkBiVbLApTQUxMZn+TPlfIjJhYQpni9lbChlRRZmw6RRuCt/zyKmleVrzrSvWhWq5V8zgKcApncAEe3EAN7qEODWAwgGd4hTdHOC/Ou/OxaF1z8pkT+APn8wcNbI2d</latexit>v5

<latexit sha1_base64="3dzJLq4ySEtYO303sDDt7wFGUp0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KomU6rHgxWNF+wFtKJvtpF262YTdTaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bu63J6g0j+WTmSboR3QoecgZNVZ6nPRr/VLZrbgLkHXi5aQMORr90ldvELM0QmmYoFp3PTcxfkaV4UzgrNhLNSaUjekQu5ZKGqH2s8WpM3JplQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtO0Ybgrb68TlrXFa9WqT5Uy/VqHkcBzuECrsCDG6jDPTSgCQyG8Ayv8OYI58V5dz6WrRtOPnMGf+B8/gAO8I2e</latexit>v6

<latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4

<latexit sha1_base64="0ktMuVuY+qIJvavT4lg50GDJ3Tk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0qMeCF48VrS20oWy2k3bpZhN2N4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoScepYthksYhVO6AaBZfYNNwIbCcKaRQIbAWj25nfGqPSPJaPZpKgH9GB5CFn1FjpYdy77JUrbtWdg6wSLycVyNHolb+6/ZilEUrDBNW647mJ8TOqDGcCp6VuqjGhbEQH2LFU0gi1n81PnZIzq/RJGCtb0pC5+nsio5HWkyiwnRE1Q73szcT/vE5qwhs/4zJJDUq2WBSmgpiYzP4mfa6QGTGxhDLF7a2EDamizNh0SjYEb/nlVfJ0UfWuqrX7WqVey+Mowgmcwjl4cA11uIMGNIHBAJ7hFd4c4bw4787HorXg5DPH8AfO5w8KZI2b</latexit>v3

<latexit sha1_base64="KJsuHKtG4jvRw++3NGtAQ/SfukM=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA8hV2Jj2PAi8eI5gHJEmYnvcmQ2dllZjYQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O2vrG5tb24Wd4u7e/sFh6ei4qeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR3cxvjVFpHssnM0nQj+hA8pAzaqz0OO5d9Uplt+LOQVaJl5My5Kj3Sl/dfszSCKVhgmrd8dzE+BlVhjOB02I31ZhQNqID7FgqaYTaz+anTsm5VfokjJUtachc/T2R0UjrSRTYzoiaoV72ZuJ/Xic14a2fcZmkBiVbLApTQUxMZn+TPlfIjJhYQpni9lbChlRRZmw6RRuCt/zyKmleVrzrSvWhWq5V8zgKcApncAEe3EAN7qEODWAwgGd4hTdHOC/Ou/OxaF1z8pkT+APn8wcNbI2d</latexit>v5

<latexit sha1_base64="zo80JW7TdXuAEVw43VJypf2YwU8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfuoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk/ZV1atXa/e1SqOex1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+x9jYk=</latexit>e0

<latexit sha1_base64="hcW5nUj0G1nVhB+C+ozNcwHzQAY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk/ZV1atXa/e1SqOex1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+4BjYo=</latexit>e1
<latexit sha1_base64="qt9R8Ibbk0lkR3HRLEW/e4qSYUA=">AAAB6nicbVDLSgNBEOyNr5j4iHrMZTAInsJukOgx4EGPEU0MJEuYne1Nhsw+mJkVwpJP8OJBCV79FX/Am3/j5HHQxIKGoqqb7i4vEVxp2/62chubW9s7+d1CcW//4LB0dNxWcSoZtlgsYtnxqELBI2xprgV2Eok09AQ+eqPrmf/4hFLxOHrQ4wTdkA4iHnBGtZHusV/rlyp21Z6DrBNnSSqN4s20/Nnxm/3SV8+PWRpipJmgSnUdO9FuRqXmTOCk0EsVJpSN6AC7hkY0ROVm81Mn5MwoPgliaSrSZK7+nshoqNQ49ExnSPVQrXoz8T+vm+rgys14lKQaI7ZYFKSC6JjM/iY+l8i0GBtCmeTmVsKGVFKmTToFE4Kz+vI6adeqTr16cWfSqMMCeSjDKZyDA5fQgFtoQgsYDOAZXuHNEtaLNbXeF605azlzAn9gffwAqZCQTg==</latexit>e2

<latexit sha1_base64="TR7a70F9NTe+jlxoDiuSmgNnGU8=">AAAB6nicbVDLSgNBEOz1GRMfUY+5LAbBU9hViR4DHvQY0TwgWcLsbG8yZHZ2mZkVwpJP8OJBCV79FX/Am3/j5HHQxIKGoqqb7i4/4Uxpx/m21tY3Nre2czv5wu7e/kHx8Kip4lRSbNCYx7LtE4WcCWxopjm2E4kk8jm2/OHN1G89oVQsFo96lKAXkb5gIaNEG+kBexe9YtmpODPYq8RdkHKtcDspfbaDeq/41Q1imkYoNOVEqY7rJNrLiNSMchznu6nChNAh6WPHUEEiVF42O3VsnxolsMNYmhLanqm/JzISKTWKfNMZET1Qy95U/M/rpDq89jImklSjoPNFYcptHdvTv+2ASaSajwwhVDJzq00HRBKqTTp5E4K7/PIqaZ5X3Grl8t6kUYU5clCCEzgDF66gBndQhwZQ6MMzvMKbxa0Xa2K9z1vXrMXMMfyB9fEDqxSQTw==</latexit>e3

<latexit sha1_base64="eIfRxDkMuFoXJEsqB0G64JrIHgU=">AAAB6nicbVDLSgNBEOyNr5j4iHrMZTAInsKuhOgx4EGPEU0MJEuYne1Nhsw+mJkVwpJP8OJBCV79FX/Am3/j5HHQxIKGoqqb7i4vEVxp2/62chubW9s7+d1CcW//4LB0dNxWcSoZtlgsYtnxqELBI2xprgV2Eok09AQ+eqPrmf/4hFLxOHrQ4wTdkA4iHnBGtZHusV/rlyp21Z6DrBNnSSqN4s20/Nnxm/3SV8+PWRpipJmgSnUdO9FuRqXmTOCk0EsVJpSN6AC7hkY0ROVm81Mn5MwoPgliaSrSZK7+nshoqNQ49ExnSPVQrXoz8T+vm+rgys14lKQaI7ZYFKSC6JjM/iY+l8i0GBtCmeTmVsKGVFKmTToFE4Kz+vI6aV9UnXq1dmfSqMMCeSjDKZyDA5fQgFtoQgsYDOAZXuHNEtaLNbXeF605azlzAn9gffwArJiQUA==</latexit>e4
<latexit sha1_base64="ptTxW80NeLbEk22ueHArWIgtUJs=">AAAB6nicbVDLSgNBEOz1GRMfUY+5LAbBU9gVjR4DHvQY0TwgWcLsbG8yZHZ2mZkVwpJP8OJBCV79FX/Am3/j5HHQxIKGoqqb7i4/4Uxpx/m21tY3Nre2czv5wu7e/kHx8Kip4lRSbNCYx7LtE4WcCWxopjm2E4kk8jm2/OHN1G89oVQsFo96lKAXkb5gIaNEG+kBe5e9YtmpODPYq8RdkHKtcDspfbaDeq/41Q1imkYoNOVEqY7rJNrLiNSMchznu6nChNAh6WPHUEEiVF42O3VsnxolsMNYmhLanqm/JzISKTWKfNMZET1Qy95U/M/rpDq89jImklSjoPNFYcptHdvTv+2ASaSajwwhVDJzq00HRBKqTTp5E4K7/PIqaZ5X3Grl4t6kUYU5clCCEzgDF66gBndQhwZQ6MMzvMKbxa0Xa2K9z1vXrMXMMfyB9fEDrhyQUQ==</latexit>e5
<latexit sha1_base64="I8M5wGEirHejTjGGMtaQ8uupMoM=">AAAB6nicbVDLSgNBEOyNr5j4iHrMZTEInsKuSPQY8KDHiOYByRJmZ3uTIbOzy8ysEJZ8ghcPSvDqr/gD3vwbJ4+DJhY0FFXddHf5CWdKO863ldvY3Nreye8Winv7B4elo+OWilNJsUljHsuOTxRyJrCpmebYSSSSyOfY9kc3M7/9hFKxWDzqcYJeRAaChYwSbaQH7Nf6pYpTdeaw14m7JJV68XZa/uwEjX7pqxfENI1QaMqJUl3XSbSXEakZ5Tgp9FKFCaEjMsCuoYJEqLxsfurEPjNKYIexNCW0PVd/T2QkUmoc+aYzInqoVr2Z+J/XTXV47WVMJKlGQReLwpTbOrZnf9sBk0g1HxtCqGTmVpsOiSRUm3QKJgR39eV10rqourXq5b1JowYL5KEMp3AOLlxBHe6gAU2gMIBneIU3i1sv1tR6X7TmrOXMCfyB9fEDr6CQUg==</latexit>e6
<latexit sha1_base64="3gEVqT/LeCsKbWONgtON/tPuexQ=">AAAB6nicbVDJSgNBEK1xjYlL1GMujUHwFGZEEo8BD3qMaBZIhtDTU5M06Vno7hHCkE/w4kEJXv0Vf8Cbf2NnOWjig4LHe1VU1fMSwZW27W9rY3Nre2c3t5cv7B8cHhWPT1oqTiXDJotFLDseVSh4hE3NtcBOIpGGnsC2N7qZ+e0nlIrH0aMeJ+iGdBDxgDOqjfSA/Vq/WLYr9hxknThLUq4Xbqelz47f6Be/en7M0hAjzQRVquvYiXYzKjVnAif5XqowoWxEB9g1NKIhKjebnzoh50bxSRBLU5Emc/X3REZDpcahZzpDqodq1ZuJ/3ndVAfXbsajJNUYscWiIBVEx2T2N/G5RKbF2BDKJDe3EjakkjJt0smbEJzVl9dJ67LiVCtX9yaNKiyQgxKcwQU4UIM63EEDmsBgAM/wCm+WsF6sqfW+aN2wljOn8AfWxw+xJJBT</latexit>e7 <latexit sha1_base64="XvnkJpWD1N5PTgrcY743twHRDRo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z+e8K1EbF6wmnC/YgOlQgFo2ilx0m/1i9X3Kq7AFknXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJZ6VeanhC2ZgOeddSRSNu/Gxx6oxcWGVAwljbUkgW6u+JjEbGTKPAdkYUR2bVm4v/ed0Uw1s/EypJkSu2XBSmkmBM5n+TgdCcoZxaQpkW9lbCRlRThjadkg3BW315nbSuqt51tfZQq9RreRxFOINzuAQPbqAO99CAJjAYwjO8wpsjnRfn3flYthacfOYU/sD5/AEL6I2c</latexit>v4

<latexit sha1_base64="3dzJLq4ySEtYO303sDDt7wFGUp0=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KomU6rHgxWNF+wFtKJvtpF262YTdTaGE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bu63J6g0j+WTmSboR3QoecgZNVZ6nPRr/VLZrbgLkHXi5aQMORr90ldvELM0QmmYoFp3PTcxfkaV4UzgrNhLNSaUjekQu5ZKGqH2s8WpM3JplQEJY2VLGrJQf09kNNJ6GgW2M6JmpFe9ufif101NeOtnXCapQcmWi8JUEBOT+d9kwBUyI6aWUKa4vZWwEVWUGZtO0Ybgrb68TlrXFa9WqT5Uy/VqHkcBzuECrsCDG6jDPTSgCQyG8Ayv8OYI58V5dz6WrRtOPnMGf+B8/gAO8I2e</latexit>v6

<latexit sha1_base64="Oc3yeC1MLt1BDUfrGTyklko34Uw=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69BIvQQimJhuqx4MVjBfsBbQib7aZdutmE3U2hhP4TLx4U8eo/8ea/cdvmoK0PBh7vzTAzL0gYlcq2v43C1vbO7l5xv3RweHR8Yp6edWScCkzaOGax6AVIEkY5aSuqGOklgqAoYKQbTO4XfndKhKQxf1KzhHgRGnEaUoyUlnzTrBA/c2uNeUX5N9WaqPpm2a7bS1ibxMlJGXK0fPNrMIxxGhGuMENS9h07UV6GhKKYkXlpkEqSIDxBI9LXlKOISC9bXj63rrQytMJY6OLKWqq/JzIUSTmLAt0ZITWW695C/M/rpyq88zLKk1QRjleLwpRZKrYWMVhDKghWbKYJwoLqWy08RgJhpcMq6RCc9Zc3See67jTq7qNbbrp5HEW4gEuogAO30IQHaEEbMEzhGV7hzciMF+Pd+Fi1Fox85hz+wPj8Aevtkd4=</latexit>

(e4,6(t3), r)
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Figure 2: STHN architecture. (a) Heterogeneous Link Encoder with two components - type encoding and time encoding -
embeds historical interaction sequence to produce temporal link representation. (b) In semantic patches fusion, sequential
representations are divided into different patches, which are set as the token input of Encoder. Average mean pooling is used to
compress the patch embeddings into a single vector. (c) Combining the representations of nodes 𝑢 and 𝑣 , the link predictor
makes link prediction with FC layer and CrossEntropy loss.

their respective temporal scales are different. For example, in the

MathOverflow dataset, timestamps are recorded at a granularity of

seconds, whereas in the Netflix dataset, updates occur on a daily

basis. This can produce numerical differences in timescales and

contribute to instable training performance. To address this issue,

we perform a MinMax Scaling for the relative time feature to first

shift the data by minimum value and then scale it by the amount

of 1/(𝑚𝑎𝑥 −𝑚𝑖𝑛) represented as: 𝑡 ′ = 𝑡 ′−Min(𝑡 ′ )
Max(𝑡 ′ )−Min(𝑡 ′ ) . After the

normalization, we introduce a hyper-parameter 𝜇 – the maximum

numerical difference of timestamp into encoding equation: Φ(𝑡 ′) =
cos(𝜇𝑡 ′ × 𝜔) to make the time encoding distinguished. Given the

outputs of type embedding and time embedding, we can simply

concatenate them with the original edge feature xedge (𝑒𝑖, 𝑗 (𝑡), 𝑟 )
into a vector and generate the mixing link embedding with one-

layer Mlp as:

x𝑒 (𝑒𝑖, 𝑗 (𝑡), 𝑟 ) = Mlp(xR (𝑟 ) | |Φ(𝑡 ′) | |xedge (𝑒𝑖, 𝑗 (𝑡), 𝑟 )) . (4)

Adding to previous discussions, we emphasize that the encoding

components allow the link encoder to receive and digest implicit

heterogeneous characteristics and temporal information in a single

building block, which is both conceptually simpler and enables a

simplified network design, in turn, leading to better generalizability.

3.2 Semantic Patches Fusion
Sequence models are typically employed to aggregate neighboring

link embeddings in traditional heterogeneous network learning

methods, wherein point-wise input tokens are fed into the training

network. However, the efficiency and effectiveness of this approach

can be questionablewhen dealingwith long sequences. Since nearby

tokens usually exhibit stronger correlations compared to distant

ones, we propose a shift from concentrating on individual point

levels – and integrate local semantic information at a patch level.

Patching. Patching technique was introduced in ViT [4] to reshape

a 2D image input into a 1D sequence of token embeddings for

the purpose of adaptation to the Transformer architecture. Differ-

ent from vision features, the historical interactions of a node in

temporal network are already “natively” in 1D. In our case, each

input interaction sequence S𝑢 (𝑡𝑛) of node 𝑢 is first divided into

patches that can be either overlapped or not. Let the link embed-

dings of S𝑢 (𝑡𝑛) be denoted as X𝑢 (𝑡𝑛) ∈ R |X𝑢 (𝑡𝑛 ) |×𝑑𝑆
, where the

patch length is 𝑝 . The whole sequence will be divided into 𝑝-length

patches and each patch is equipped with 𝑁 =
|S𝑢 (𝑡𝑛 ) |

𝑝 interactions.

Finally, the sequence embeddings of patches X𝑝𝑢 (𝑡𝑛) ∈ R𝑝×𝑁 ·𝑑𝑆
is

generated.

Transformer Encoder.As shown in the central part of Figure 2, we
use a “vanilla” Transformer encoder (cf. [26]) to extract the reshaped

patch features and aggregate them in the latent representation

space. Specifically, the sequence embeddings of patches X𝑝𝑢 (𝑡𝑛)
are first normalized by Layer Normalization [1] for Transformer

input Sinput = LN(X𝑝𝑢 (𝑡𝑛)) and then mapped to Q,K,V by three

projection matricesW𝑄 ,W𝐾 andW𝑉 ∈ R𝑁 ·𝑑𝑆×𝑑𝑘
and an additive

positional encoding W𝑝𝑒 ∈ R𝑃×𝑑𝑘 . The matrices Q,K and V are

intermediate representations of the Transformer input and their

rows can be treated as queries, keys and values, respectively. Then
a scaled dot-product attention layer is employed:

Attn(Q,K,V) = Softmax(QK
⊤√︁
𝑑𝑘

)V (5)

to generate the weighted sum of the value vectors. The architecture

of the Transformer encoder consists of two parts: self-attention

layer and channel forward layer, which are linked by a skip con-

nection which are performed as:

S
token

= Sinput + Attn(Q,K,V), (6)

Soutput = S
token

+Mlp2 (Gelu(Mlp1 (LN(Stoken)))), (7)

where Soutput ∈ R𝑃×𝑑𝑘 is the output of Transformer encoder. Here,

we use mean pooling to compress Soutput into a single vector s
𝑢,𝑡𝑛
link

∈
R𝑑𝑘 as the link representation of a node𝑢. Note that the application

of patching operation actually reduces the number of tokens in

Transformer by a factor of 𝑁 which, in turn, makes it viable for

longer sequence inputs. Our experiments in Section 4 demonstrate

that this design significantly reduces the computational cost while

retaining the effectiveness of the model.
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3.3 Temporal Link Predictor
Before making predictions for the link, we start by aggregating the

node features and capturing the node identity information from the

node’s neighborhood. Different from previous models that leverage

multi-hop neighborhood information, we define N(𝑢; 𝑡𝑛, 𝑡) as the
1-hop neighbors of node𝑢 with link times from 𝑡 to 𝑡𝑛 . Accordingly,

we can gather the 1-hop neighborhood information using:

s𝑢,𝑡𝑛
node

= X𝑢 +Mean {X𝑣 |𝑣 ∈ N (𝑢; 𝑡𝑛, 𝑡)} , (8)

where 𝑡𝑛 is the timestamp at which we will make the prediction

for 𝑢. We note that, in this work, we do not extract the information

from all neighbors for a given node. To achieve a reduced space cost

(i.e., memory limitation), we set a bound on the maximum values

for both the quantity of links and neighbors.

After obtaining the embeddings of a temporal link and a node,

we concatenate these embeddings and predict the link existence

and link type at time 𝑡𝑛 , using the output of the heterogeneous link

encoder s𝑢,𝑡𝑛
link

and node encoder s𝑢,𝑡𝑛
node

. The representation of node

𝑢 is obtained by concatenating the link and node embeddings:

h𝑢 (𝑡𝑛) =
[
s𝑢,𝑡𝑛
link

∥s𝑢,𝑡𝑛
node

]
. (9)

Recall that our objective is to predict the existence (and type) of

a link between two nodes at a specific timestamp based on all

the available temporal graph information obtained prior to that

timestamp. Such a prediction can be made by examining the two

link temporal embeddings via a link predictor based on MLPs:

𝑃𝑟𝑒𝑑 = Mlp( [h𝑢 (𝑡𝑛) | |h𝑣 (𝑡𝑛)]). (10)

4 EXPERIMENTS
We now present the details of our experimental evalua-

tion. For reproducibility, the code is publicly available at

https://github.com/celi52/STHN.

4.1 Setup
Datasets.We use three real-world datasets: MathOverflow [21, 39],

Netflix [19], and Movielens [9]. The first dataset is collected from

the stack exchange website - Math Overflow and open source at

the SNAP platform. There are three different relationships between

users on stack exchange: answer to question, comment to question,

and comment to answer. Netflix and Movielens datasets are com-

posed of historical film reviews from users on the Netflix platform

and MovieLens website, respectively. These movie-related datasets

include two types of nodes: users and movies, along with five dis-

tinctive link types representing the range of user ratings from 1 to

5. The statistics of each dataset are shown in Table 1. It is important

to note that we have not incorporated any domain-specific mecha-

nisms into the proposed STHN methodology – i.e., our results are

not bound by any particular data domain(s). While MathOverflow

is Q&A centric and Netflix and Movielens are oriented towards film

reviews, our method retains the flexibility to be applicable to (data

from) other fields like, for example, social networks.

Data preparation. In this study, we use chronological split for

training, validation, and test sets (7/1.5/1.5), enabling our model and

baselines to work for unseen nodes. Note that, for snapshot-based

methods, we keep the default settings as described in the original

papers [6, 39].

Table 1: Dataset Statistic

MathOverflow Netflix Movielens

# Nodes 24,818 36,558 2,626

# Edges 506,550 1,500,000 100,000

# Node & Edge Types 1, 3 2, 5 2, 5

Timestamps Frequency per second daily daily

Time Span 2350 days 3 years 7 months

Evaluation and Metrics. We evaluate STHN’s efficiency via tem-

poral link prediction task. At a future prediction time 𝑡𝑛 , the model

utilizes the information accumulated up to time 𝑡𝑛 – i.e., we have

all the historical information of the source node𝑢 and target node 𝑣 ,

used to predict the existence or type of link between𝑢 and 𝑣 in times-

tamp 𝑡𝑛 . Following [39], we use the areas under the receiver oper-

ating characteristic (AUROC) and Precision-Recall Curve (AUPRC)

to evaluate candidate models. For each node 𝑢 with positive edge

(𝑢, 𝑣) at time 𝑡𝑛 , we randomly selected nodes from the node set as

the negative linkage samples for the source node 𝑢. Additionally,

to test the generalization capability of the trained model on unseen

data (those nodes that are not observed during the training phase),

we consider two different evaluation rules: (1) Transductive link
prediction task allows the trained model to use all the incoming

links after training for validation and testing. (2) Inductive link
prediction task focuses on the links associated with nodes that are

not observed during the training phase [23]. Following the task

design from [31], there are two types of links: (i) new vs. new links

– i.e., the links between two unobserved nodes; (ii) new vs. old links

– i.e., the links between an observed node and an unobserved node.

Baselines. STHN is compared with three groups of different GNNs.

They are: (1) Homogeneous static graph neural networks methods.
GraphSAGE [8] is the first inductive graph learning method, which

leverages neighborhood sampling and message passing to support

large-scale GNN learning. GAT [27] internalizes the self-attention

mechanism into GNN neighbor aggregation. It studies the similar-

ity and weights between neighbors by computing the attention.

(2) Homogeneous temporal networks. JODIE [16] presents a con-

tinuous homogeneous temporal network and introduces coupled

RNN that learns dynamic embeddings of nodes from a sequence of

temporal interactions. TGAT [35] proposes to address inductive rep-

resentation learning on time-dependent graphs and generalizes the

functional time encoding in temporal network, which eliminates the

need for an additional sequence model (like RNNs) to capture the

time information. TGN [22] keeps the same temporal graph model-

ing as TGAT, but involves a Memory Update strategy in its training

phase, which saves the historical states of the nodes and updates

their states after each new interaction, and also makes it possible

to memorize long term dependencies for the nodes in the graph. (3)
Snapshot-based dynamic heterogeneous networks. DyHATR [39] and

HTGNN [6] divide the dynamic heterogeneous graph into different

snapshots and apply a two-step strategy (graph encoder followed

by a sequence model) to extract the spatial-temporal correlation

between these snapshots. Note that, the objective function used in

DyHATR trains the model by increasing the neighbor’s similarity,

which can not obtain the representation for unseen nodes. Thus,

we omit DyHATR in inductive experiments.
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Table 2: Experimental Comparison for Transductive Temporal Link Prediction Tasks (Dash symbol means model DyHATR can
not train with Netflix dataset due to excessive memory usage).

MathOverflow Netflix Movielens Math. Type Netflix Type Movielens Type

AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC

GraphSAGE [8] 83.49 85.94 92.28 91.82 84.70 81.42 74.92 47.57 68.03 27.64 68.01 27.49

GAT [27] 84.74 84.34 90.53 89.56 82.83 78.96 75.49 47.77 73.74 29.14 68.62 27.37

JODIE [16] 92.64 93.01 95.83 94.79 86.97 83.59 79.64 52.06 76.49 30.75 69.70 28.10

TGAT [35] 85.65 87.86 88.62 85.47 82.80 79.11 77.66 51.15 72.72 27.87 71.15 28.19

TGN [22] 90.21 91.62 96.56 95.59 87.58 83.54 80.02 52.91 75.77 31.43 75.36 31.88

DyHATR [39] 72.51 89.07 - - 60.62 64.26 63.75 34.52 - - 55.00 19.58

HTGNN [6] 84.85 81.27 86.39 84.18 76.74 72.79 78.21 49.31 73.03 29.00 67.08 25.65

STHN - Type 93.74 94.15 92.24 92.22 82.68 76.39 91.74 75.29 81.79 38.14 79.35 35.99

STHN - Trans 96.87 97.35 96.75 96.27 94.92 93.68 92.88 76.77 85.26 42.11 84.94 42.50
STHN - Patch 96.99 97.44 96.68 96.23 95.13 94.09 93.43 77.94 85.23 41.93 84.90 41.93

Model Variants. We propose three versions of STHN listed in

the bottom part of Table 2. STHN-Type implies we integrate type-

specific design in graph encoder, as discussed in Section 1. STHN-

Trans means that the original interaction sequence is set as the to-

ken input of vanilla Transformer without patching. STHN-Patches

indicates that we divide the interaction sequence into patches and

obtain the node temporal embedding with semantic patches fusion.

STHN architecture. All of the models are following the same

experimental setup.We use 100 hidden dimension for time encoding,

transformer encoder, Layernorm and link predictor. We allow at

most 20 epochs’ validation loss increasing before early stopping.

We report the test set AUROC and AUPRC when the best validation

loss is achieved. We implemented all the homogeneous temporal

networks as well as STHN using PyTorch 1.13.0 using NVIDIA RTX

3090 with 128GB RAM. We set the mini-batch size to 600 and the

largest training epochs to 500. For semantic patches fusion module,

the number of attention heads is 2, and the searching range of

learning rate is [1e-2, 1e-4]. Considering the scales of the datasets,

the default lengths 𝐾 of the interaction sequence for MathOverflow,

Netflix, and Movielens are set to 100, 50, and 100, respectively, and

the default patch length 𝑁 is 5.

4.2 Results in Transductive Evaluation Settings
We firstly compare our models with baselines under the transduc-

tive setting. Table 2 shows that STHN (and its variants) consistently

outperforms the baseline models across all three datasets for both

metrics, in both link prediction (first three columns) and type predic-

tion (last three columns). Additionally, we notice that homogeneous

temporal network tends to have a better performance in compar-

ison with discrete-time heterogeneous models like DyHATR and

HTGNN. The reason is that the homogeneous temporal networks -

JODIE, TGAT, and TGN - are all continuous dynamicmodels and can

capture more fine-grained temporal information. While TGN [22]

tends to have a closer performance as our approach for link exis-

tence prediction on dataset Netflix, it fails to speculate in the link

type prediction task. We also see the benefits from involving im-

plicit type information to link encoding, where STHN significantly

outperforms the baselines in all link type prediction tasks. On the

one hand, the results suggest that type information is critical for

link type prediction task. On the other hand, we note that the type-

specific encoder design is not the only way to involve link type

information. By integrating type encoding and time encoding in

heterogeneous link encoder, STHN implicitly involves type and

temporal information and also simplifies the architecture design.

Moreover, the temporal models surpass the static methods, since a

static homogeneous network does not incorporate time encoding of

interaction into modeling. As for the link type prediction, we notice

that STHN gets a much better performance when compared against

the baseline models. This is reasonable since the historical link

type information has been embedded in the node representation

learning. Finally, we can see from Table 2 that the task of predicting

the link type is harder than predicting the existence of a link.

4.3 Results in Inductive Evaluation Settings
In the inductive evaluation phase, we follow the experimental set-

ting specified in [31] and remove the links that connected nodes

which showed up during the training phase and split the remain-

ing links into new vs. new and new vs. old. We describe the results

of inductive evaluation in Table 3. It shows that, in comparison

with transductive learning, it is more difficult for models to make

link predictions for the unseen nodes, which always have limited

historical information. On the one hand, the values for the link

prediction accuracy of most models in new vs. old are lower than

those in transductive setting (cf. Table 2). On the other hand, the

performance of most models in new vs. new is worse than those in

new vs. old. This, again, is reasonable since the newcoming nodes

often have a short history, which makes it harder to forecast their

behaviors. Overall, the results demonstrate the superiority of our

approach in learning representations for inductive setting too.

4.4 Ablation Study
To verify the effectiveness of heterogeneous link encoding in STHN,

we designed two variants (a) Without time encoding (STHN - w/o

Time); or (b) Without type encoding (STHN - w/o Type). Figure 3

shows that our model outperforms the variants. The STHN -w/o

Type variant brings the most significant performance decline, indi-

cating the importance of the temporal information. Complementary

to this, type information does not contribute to the link existence

prediction a lot, but plays an important role in link type prediction
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Table 3: Experimental Comparison for Inductive Temporal Link Prediction Tasks.

Task Methods

MathOverflow Netflix Movielens Math. Type Netflix Type Movielens Type

AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC

I
n
d
u
c
t
i
v
e

ne
w
vs
.n
ew

GraphSAGE 84.68 87.43 45.55 45.88 28.36 37.85 69.68 41.67 48.94 16.46 49.22 18.89

GAT 85.33 81.95 70.67 60.86 19.65 35.47 65.08 39.47 49.88 17.74 35.01 15.61

JODIE 88.71 87.43 59.59 57.85 36.39 39.99 67.28 45.11 48.20 17.33 37.43 13.83

TGAT 93.57 93.67 73.48 72.39 58.40 71.52 79.09 55.32 57.86 21.41 53.13 21.42

TGN 94.82 95.21 66.46 57.10 47.01 44.39 77.49 52.81 59.61 20.54 38.97 13.88

HTGNN 88.79 83.41 26.46 43.90 37.26 40.21 76.43 43.55 34.34 13.38 21.97 12.30

STHN - Trans 95.26 95.18 78.08 81.43 70.53 73.60 89.87 71.28 63.00 25.89 70.05 31.02

STHN -Patch 95.00 94.73 79.12 82.65 69.75 76.29 90.84 71.95 63.87 26.31 78.65 37.93

ne
w
vs
.o
ld

GraphSAGE 66.60 68.60 94.08 93.64 86.63 83.73 62.84 38.96 70.05 28.88 69.91 28.33

GAT 85.89 82.72 93.49 92.73 65.24 60.79 65.15 41.90 74.42 29.86 56.79 19.70

JODIE 91.07 86.76 96.02 94.23 85.41 81.42 73.50 43.82 76.36 30.33 69.19 27.41

TGAT 89.77 90.60 92.10 89.98 80.24 72.55 78.59 55.93 72.73 27.16 66.76 25.06

TGN 93.22 93.93 97.05 96.41 89.53 87.47 81.62 60.48 76.54 31.04 71.84 28.18

HTGNN 77.28 69.89 88.55 86.69 76.67 72.25 75.75 48.10 74.18 29.30 68.98 26.21

STHN - Trans 92.52 93.47 97.40 97.15 94.06 92.62 87.83 69.12 84.95 40.88 84.02 40.37

STHN -Patch 94.70 94.48 97.39 97.08 95.65 94.03 91.39 74.56 85.00 40.84 84.57 40.84
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MathOverflow Netflix Movielens
75

80

85

90

95

100

AU
RO

C

Type Prediction
STHN-w/o Time STHN-w/o Type STHN

Figure 3: Ablation study: STHN variants w/o time or w/o type
encoding. Top: link prediction. Bottom: type prediction.

Figure 4: Class distribution and proportion of correct predic-
tions on MathOverflow and Movielens.

task. The comparison demonstrates the effectiveness of temporal

link encoder in collecting type and temporal information from

historical interaction sequence.

4.5 Factors Affecting the Performance
We considered two sources that can affect the performance of STHN.

Table 4: Hyperparameter investigation of STHN architecture
with varying interaction sequence (𝐾 ∈ {50, 100, 200}) and
patch length (𝑁 = {5, 10}).

Models Setting

MathOverflow Netflix Movielens

AUROC AUROC AUROC

STHN-Trans

𝐾 = 50 96.91 97.24 94.92

𝐾 = 100 96.81 96.80 92.27

𝐾 = 200 96.73 92.06 88.43

STHN-Patch

𝐾 = 50, 𝑁 = 5 96.97 96.88 95.14

𝐾 = 50, 𝑁 = 10 97.00 97.05 94.77

𝐾 = 100, 𝑁 = 5 96.97 96.03 92.57

𝐾 = 100, 𝑁 = 10 96.95 96.56 92.71

𝐾 = 200, 𝑁 = 5 96.95 96.27 88.73

𝐾 = 200, 𝑁 = 10 96.95 96.27 89.23

The effect of imbalanced class distribution. When comparing

the results of metrics, it must be pointed out that the AUPRC metric

always has lower values than AUROC for the link type prediction

task, while they achieve close values for the traditional (i.e., exis-

tential) link prediction task. Generally, both metrics (AUROC and

AUPRC) are useful in classification tasks. However, they differ in

evaluation aspects of the performance for the classifier. AUROC is

the area under the precision-recall curve and measures how well

the model distinguishes between classes. AUPRC evaluates the

trade-off between precision and recall at different thresholds. Un-

der macro-average mode, the precision and recall are computed

for each class independently and then averaged. It does not take

the weight of class which makes AUPRC metric more sensitive to

class imbalance. We provide the class distribution and proportion

of correct predictions on Movielens dataset in Figure 4. It can be

seen that the values of prediction accuracy for different classes are

imbalanced. For example, the link type with a bigger proportion of

the dataset, e.g., link type 4 in Movielens, gets 55.8% accuracy in link

type prediction, while the link type 1 which only has around 1000

data points gets 12.9% accuracy for link type prediction. Although

the model performs well on the majority classes, poor performance
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Figure 5: Training loss (top row) and validation AUROC (bottom row) on MathOverflow, Netflix, and Movielens datasets.

Table 5: Transductive link prediction computational costs on
MathOverflow. “#Params” denotes the number of parame-
ters. “Train(s)” and “Prediction(s)” denote the average epoch
training time and prediction time, respectively.

Model #Params Train(s) Prediction(s) Memory(MB)

GraphSAGE 66101 5.8 5.3 23015

GAT 34801 5.9 0.7 7230

JODIE 61101 5.4 2.8 4159

TGAT 65101 5.5 0.8 10198

TGN 221901 8.1 7.5 12039

DyHATR 443584 594.9 6.8 2294

HTGNN 82437 1.0 0.1 2592

STHN-Type 446000 27.2 0.4 13289

STHN-Trans 121901 14.1 0.3 2885

STHN-Patch 172001 6.3 0.3 1763

on minority classes could bring down the average precision and re-

call, hence lowering the AUPRC score. Comparing with Movielens,

MathOverflow gains a better AUPRC score for link type prediction

task, which can also be seen in Figure 4, showing that STHN gets a

relatively higher accuracy for MathOverflow link type 2 and 3.

Hyperparameter investigation of patching. We systematically

analyze the effect of hyperparameters used in STHN patching step,

including the number of recent neighbors 𝐾 and patch length 𝑁 , as

shown in Table 4. The experiments are conducted on three datasets

with model STHN-Patch and STHN-Trans on AUROC metric, and

results are summarized in Table 4. We search𝐾 within {50, 100, 200}
in all cases, and {5, 10} for patch length 𝑁 . Firstly, we observe that

the performance of vanilla transformer tends to decline when the

length of interaction sequence increasing, e.g., AUROC score of

STHN-Trans on Netflix dataset will drop to 92.06 when 𝐾 increases

to 200. Transformer is designed to model global dependencies due

STHN-Patch
STHN-Trans

STHN-TypeJODIE

TGN

TGAT
GAT

GraphSAGE

HTGNN

Figure 6: Model performance vs. training time consumption
on MathOverflow for transductive link prediction task.

to its fully connected attention mechanism. But, in practice, it strug-

gles with long sequence and may get strong connection with one

specific point, losing sight of the long-term dependencies. However,

STHN-Patch divides the long sequence into patches, in which the

information is gathered in patch-level. It helps Transformer encoder

to capture comprehensive semantic information.

4.6 Efficiency Considerations
To compare the actual computational efficiency of model training,

we collect model parameters, average epoch train/prediction time

and GPU memory usage for the models involved in this study and

show the statistics in Table 5. Because the model designs of homo-

geneous networks are similar, they get similar trainable parameters

as well as training time. Since TGN is equipped with a memory

updater to store the long-term information, the prediction time

of TGN is obviously longer than other models. Comparing with
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STHN-Type and STHN-Trans, STHN-Patch simplifies the architec-

ture design by dropping the frequently used type-specific design

and combining patching technique with Transformer information

fusion. Due to simplicity, the GPU memory usage data shows that

our STHN uses the least GPU memory and enjoys the fastest pre-

diction speed among all temporal networks. One may observe that

HTGNN exhibits fast Train and Prediction times, as it is a snapshot-

based model. However, its Memory requirement is still higher than

STHN-Patch – and, as mentioned earlier (cf. Tables 2 and 3) its

effectiveness is lower than STHN-Patch.

To further compare the model performance in terms of training

efficiency and effectiveness, in Figure 6 we show the average epoch

training time and test AUROC score for temporal networks on

MathOverflow dataset. As shown, STHN emerges as the best trade-

off between model performance and training speed. We note that

DyHATR fails to accomplish the link prediction task from the per-

spective of efficiency and effectiveness. Lastly, Figure 5 compares

the convergence speed of STHN and the baseline models. Since we

employ a 20-epoch early stopping regularization, the number of

training epochs varies by model. As can be seen from the top row

of Figure 5, STHN enjoys a fast convergence speed and achieves

a low loss value at the very beginning of training process. The

heterogeneous link encoder separates STHN from other temporal

networks and enables it to extract meaningful information and

converge faster on link prediction task.

5 RELATED WORK
Dynamic heterogeneous graph learning is a popular topic in the

broader paradigm of graph learning and the results are useful for a

plethora of downstream tasks such as evolving android malware

detection [5], citation prediction [7, 13, 36], financial time series

prediction [34], opioid overdose prediction [32], real-time event

prediction [17] – to name a few. For a broader overview, we refer

the readers to recent surveys on dynamic graph learning [25, 28,

38]. Depending on the updates manner, dynamic heterogeneous

graph methods can be classified into discrete and continuous models

(cf. [38]).

5.1 Discrete Dynamic Heterogeneous Network
Discrete-time dynamic heterogeneous graph learning was inspired

by GNNs originally developed for static settings. In order to embed

the temporal dependency between graph updates and capture evolu-

tionary patterns of the graph structure, the most intuitive approach

was to split the changing graphs into different snapshots and learn

the node representation from a sequence of evolving heterogeneous

graph snapshots. Themethodologies used in discrete heterogeneous

graph learning [2, 6, 7, 13, 24, 34] can be perceived as stemming

from two perspectives: graph encoder and sequence model. Specifi-

cally, homogeneous GNNs (e.g., GCN [15] and GAT [27]) were first

utilized as graph encoder to embed the graph structure informa-

tion for each snapshot with a specific timestamp. Then the model

obtains the node embedding by gathering node representations

of specified timestamps with a sequence model, e.g., RNN or at-

tention. However, discrete dynamic models suffer from two major

shortcomings. First, the timestamps {1, . . . , 𝑡} of split snapshots are
predefined and the prediction for whether a link will appear is only

made at the specific (𝑡 +1)-th snapshot, which limits the model that

it has to be retrained based on the data of timestamps {2, . . . , 𝑡, 𝑡 +1}
if we try to predict the (𝑡 + 2)-th snapshot. Most of the discrete

heterogeneous graph methods lack inductive learning capability

and can only handle transductive tasks since they need re-training

to infer embeddings for unseen nodes [35]. Second, type-specific

aggregators are usually designed in discrete model to combine the

information from links that belong to the same type. That means

the number of aggregators is equal to the number of link types.

The stacked aggregators bring high computational costs to hetero-

geneous graph learning [28] and these costs can quickly become

prohibitively high for evolving graphs with many link types.

5.2 Continuous Dynamic Graph Learning.
Continuous-time graph learning (e.g., temporal networks [20]) ap-

proaches are usually confined to homogeneous settings, in which

edges are labeled by time. Compared with discrete-time graph learn-

ing, in the continuous-time dynamic graph learning a temporal

graph is constructed with newcoming nodes and edges which are

added in a stream-like manner [37, 38]. Every interaction (edge) is

annotated with a certain timestamp. CTDNE [20] is the first frame-

work for learning time-dependent graph representations based on

temporal random walk. JODIE [16] learns embedding trajectories

of users and items with a coupled RNN. However, aforementioned

models only generate embeddings for graphs at the final state,

which is not scalable for inductive graph learning tasks. To ad-

dressed this, TGAT [35] and TGN [22] introduced temporal graph

attention layer by mixing GraphSAGE [8] and GAT [27]. As men-

tioned, these kinds of temporal networks focused on modeling

homogeneous graph, ignoring the cases of heterogeneity in nodes

and/or links. We note that [32] incorporated continuous dynamics

with heterogeneous graph learning targeting opioid overdose pre-

diction and demonstrating strong performance on this task. Our

STHN is more general in the sense of focusing on both existence

and type of link prediction in transductive as well as inductive

settings. The main distinction of STHN is how it simplifies the

architecture design and improves the effectiveness and efficiency.

6 CONCLUSION
We presented STHN – a novel approach to incorporate both the

heterogeneity of the nodes and links as well as the continuous gran-

ularity of the temporal dimension for the purpose of link prediction

in evolving heterogeneous networks. We observed that assuming

homogeneity of the types of nodes and links may be restrictive for

many practical domains and discrete-time evolution models hinder

the possibility of reasoning in continuous manner. The implicit in-

corporation of structural heterogeneity and temporal information

makes STHN easy to generalize to different domains/settings. As

part of our future work, we will investigate predicting not only the

occurrence of a link but also its (minimal) duration.
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