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Abstract

The speed limit of quantum state transfer (QST) in a system of interacting particles is not only
important for quantum information processing, but also directly linked to Lieb—Robinson-type
bounds that are crucial for understanding various aspects of quantum many-body physics. For
strongly long-range interacting systems such as a fully-connected quantum computer, such a speed
limit is still unknown. Here we develop a new quantum brachistochrone method that can
incorporate inequality constraints on the Hamiltonian. This method allows us to prove an exactly
tight bound on the speed of QST on a subclass of Hamiltonians experimentally realizable by a
fully-connected quantum computer.

As investment into quantum computing platforms continues to grow and the scale of such platforms rapidly
expands [1], transferring a quantum state between two distant qubits becomes an important problem. If the
physical interactions among the qubits are short-ranged, then the speed of information propagation is always
finite according to the Lieb—Robinson bound [2]. As a result, the time for performing quantum state transfer
(QST) within such systems has to be at least proportional to the distance between the two qubits. Recently
however, long-range interacting quantum systems have become increasingly popular for both quantum
computing and quantum simulation, with these systems including trapped ions [3], Rydberg atoms [4],
polar molecules [5], defect centers in solids [6], atoms coupled to cavities and photonic crystals [7]. The
physical interactions in these systems typically decay as a power law 1/r* with r being the inter-particle
distance. For sufficiently small o, these long-range interactions can be utilized to provide speedups for
quantum information processing [8—11] or realize novel quantum many-body dynamics and phases [12—18].
However, the exact degree of possible speedup for performing QST or other important quantum
information processing tasks is unknown [10].

More concretely, with the recent development of optimal Lieb—Robinson-type bounds for a wide-range
of long-range interacting systems [19-25], it has been shown that the speed of QST remains finite as long as
a > 2D+ 1, where D is the dimension of the system. However, for systems where the interaction decays with
a < D, no such optimal Lieb-Robinson-type bound has been found. Nonetheless, these systems are
important as they could provide a dramatic speedup in quantum information processing. For example, a
tully-connected quantum computer [8] (where av = 0) could allow exponentially faster creation of
topologically ordered states when compared to quantum computers with short-range interacting qubits [9].
With respect to the QST, the best known Lieb—Robinson-type bound [26] predicts a time of at least
O(log(N)/N) for a =0, but the fastest known QST protocol in this case requires a minimum time of
O(1/+v/N) [26].

While it remains challenging to find an optimal Lieb—Robinson-type bound for generic strongly
long-range interacting systems, here we take a different but novel approach to bound the speed limit of QST,
using the framework of the quantum brachistochrone (QB) [27-32]. This approach requires us to study only
a subclass of Hamiltonians relevant for a fully-connected quantum computer but allows us to obtain an
exactly tight bound for the speed of QST. To the best of our knowledge, no such bound has been previously
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obtained for long-range interacting many-body systems. Our work, therefore, bridges an important gap
between the pursuit of optimal Lieb-Robinson-type bounds and the study of quantum speed limits, as the
former often only predicts the correct scaling in the large system size limit [2, 22—25] while the latter is
precise but is usually only obtained for small quantum systems [27-35]. In addition, our work extends the
existing study of QST in spin systems [36—42] that is largely limited to time-independent Hamiltonians and
thus does not predict a speed limit for general, time-dependent Hamiltonians studied here. Our work is also
complementary to other optimal control methods for speeding up quantum information processing tasks
such as the shortcut to adiabaticity [43—47], which seeks to speedup adiabatic processes while preserving
robustness, but does not guarantee a time optimal path in general.

The QB method is an important tool in quantum optimal control theory that aims to find the fastest
Hamiltonian to achieve a certain unitary or a particular state evolution. While the method can provide an
exact speed limit for quantum information processing tasks, it is typically only used for small and simple
quantum systems (such as one or two qubits) [29-32]. More importantly, the application of QB typically
requires the control parameters of the Hamiltonian to satisfy equality constraints. This is not suitable for
studying the speed limit of QST or Lieb—Robinson-type bounds, which usually involves only an upper bound
on the strengths of two-body interactions in the Hamiltonian. Therefore, a major contribution of this work is
to generalize the standard QB method to incorporate inequality constraints. While there exist other methods
in optimal control theory, such as those using Pontryagin’s maximum principle [48], that can also deal with
inequality constraints [49], our QB based method is technically simpler and more intuitive.

The remaining content of this paper is organized as follows: In section 1, we introduce the particular
problem we are trying to solve, i.e. finding the speed limit of QST for a subclass of Hamiltonians realizable by
a fully-connected quantum computer. In section 2, we introduce the standard QB method and our extension
of it to incorporate inequality constraints. In section 3, we analytically solve the equations from our
generalized QB method and obtain an exact speed limit for the QST defined in section 1. The details of the
solution are presented in the appendix A. Finally, in section 4, we discuss the implications of our results
along with future directions our work can point toward.

1. The quantum state transfer problem

In this paper, we consider the problem of (perfect) QST between two qubits in an N-qubit system [36].
Specifically, the goal of QST is to transfer an arbitrary unknown state ¢y|0) 4 ¢;|1) from one qubit to another
qubit. Without loss of generality, we may label the source qubit as our qubit 1 and the target qubit as our
qubit N. We may further assume that the target qubit is initially in state |0) before the QST and the source
qubit is in state |0) after the QST. This assumption can be easily made true via single-qubit gates. Finally, we
will always assume all remaining qubits {2,3,...,N— 1} = A to be in some state [t} 4) before and after the
QST. With these assumptions in place, the process of QST can be expressed as:

(€0]0) +ar[1)) @ [pa) ®1[0) = |0) @ [1h.4) ® (60]0) + c1[1)) - (1)

Next, we define the class of Hamiltonians considered to achieve the QST described above. For most
controllable quantum systems, the interactions among the qubits are two-body, and we can write a general
form of the Hamiltonian as:

H= Zhij (f) + Zl’l, (f) (2)

i7]

Due to the allowed time dependence, this Hamiltonian can represent any quantum circuit made of
single-qubit and two-qubit gates, and can thus achieve universal quantum information processing. For most
experimental systems, the two-qubit interaction strength, quantified by ||h;;|| where ||-|| denotes the operator
norm of hj;, is limited by the hardware design, while the strength of single-qubit terms {||};||} can usually be
made much larger via strong applied drives or fields. As a result, it is reasonable to assume that {||};]|} are
not constrained while ||k;|| is upper bounded by Jy /¢, where ], denotes the maximum interaction strength
and « > 0 captures how fast interactions decay in the inter-particle distance r;; between qubits i and j. This
assumption is made in most studies of Lieb—Robinson-type bounds [19-25].

In the Heisenberg picture, a Lieb—Robinson-type bound is typically written

[{Ai (1), B; (0)][| < f(273) (3)

where the operators A; and B; act on qubits i and j, respectively, at t = 0. The function f{t,7;;) depends on the
exact form of the bound and typically increases monotonically as ¢ increases.
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To see why equation (3) can lower bound the time it takes to perform the QST defined in equation (1),
we set B = o} and A; = o} at t =0, and assume qubit 1 is initially in the state |0). Then it is simple to see
([Ai(t),B;j(0)]) = 2i for a QST assumed to occur in time . As a result, we must have
ft,rin) = |[[Ai(2), B;(0)]|| > 2, which can only be satisfied if £ > #; g where t;r depends on f(t,r;;) and ryy. If
the globally minimum time to perform QST is denoted by #.,in, we call the bound equation (3) (qualitatively)
optimal when f1g > ctpi, Where the constant ¢ is independent of 71y and N. In other words, the speed limit
predicted by the Lieb—Robinson-type bound is only loose by a constant factor.

Optimal Lieb—Robinson-type bounds have recently been found for a wide-range of quantum
information processing tasks [22, 23, 25] when « > D, but remain largely undiscovered for the case where
a < D. For oo < D, we often call interactions ‘strongly long-ranged’ [26] since the total interaction energy per
qubit diverges in N. In particular, the case of o = 0 corresponds to a fully-connected universal quantum
computer where any two qubits can interact at equal strength. Such a quantum computer can be
experimentally realized by trapped ions [8], superconducting qubits [50], atoms coupled to cavities or
waveguides [7, 51], etc. In a fully-connected quantum computer, the physical distance between any two
qubits is irrelevant, and the QST time should only depend on N. The best known Lieb—Robinson-type bound
[26] predicts a minimum QST time #y,;, = O(log(N)/N). However, this bound is believed to be non-optimal
as the fastest QST protocol known for o = 0 takes time t = O(1/v/N).

It is worth mentioning that the fastest QST protocols known for long-range interacting systems so far are
conditioned on the intermediate qubits {2,3,...,N — 1} being in some specific state, usually the state
[4) = [0)®N=2[9, 10, 24-26]. An unconditional QST, which is similar to a remote two-qubit gate, does not
have this requirement of the intermediate qubits being in some specific state, but appears to take a much
longer time than a conditional QST [10]. We therefore only focus on conditional QST in this paper as our
goal is to find the fastest QST protocol for a fully-connected quantum computer. In particular, we will
assume from this point that all intermediate qubits are in the |0) state before and after the QST. This
condition can be easily realized via initial state preparation on a quantum computer.

In order to find an exact speed limit of QST, we need to further constrain the general Hamiltonian
expressed in equation (2). A reasonable constraint is to require the Hamiltonian to conserve the total
of = Zf\rzl o?. This constraint is compatible with the QST process defined in equation (1), and leads the
Hamiltonian in equation (2) to simplify to

H(i =" (L-]- (o o7 +hec.+ Uy (1) afa;) +3 B(1)or. (4)
7] J

We emphasize that this constraint is in fact natural for most quantum computing or simulation
platforms where the physical interactions among qubits are flip—flop, Heisenberg, or XXZ interactions. Such
a constraint is also assumed in most previous studies on QST in spin systems [37—42]. For platforms with
Ising interactions, this constraint can also be approximately achieved by applying a large transverse field in
the z direction, effectively reducing the Ising interactions to flip-flop interactions [12, 17]. We also note that
the ZZ-interaction terms {Uj;(t)ofo7} are not important as they play the same role as the field terms
{Bj(t)o7} for our QST process because we only ever have one qubsit in state |1). Thus we will only need to
constrain the flip—flop interaction strength. For a fully-connected quantum computer, the constraint we
apply to equation (4) will simply be

Tij (1) | < Jo- (5)

A bound on the speed of QST in this case has been derived by mapping equation (4) to non-interacting
bosons/fermions, which predicts tin > 1/(Jov/N — 1) [26]. This bound is qualitatively optimal as [26]
includes a QST protocol with t = 7/(Jov/N — 2) (N > 3 assumed).

The main results of this paper are:

1. Forany N > 2, we find a family of spin Hamiltonians of the form in equation (4) that achieves perfect
QST in time

™

F= )
JoV2N

2. We prove rigorously that this is the globally minimum QST time assuming the Hamiltonian in
equation (4) is invariant under the permutations of the qubits 2,3, ..., N.

(6)

The additional assumption on permutation symmetry is natural due to the constraint in equation (5)
and the setup of our QST. We do not believe a faster QST protocol could exist without this assumption and
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will provide justifications and possible ways to prove them in section 4. This assumption is also not needed
for N=3.

The permutation symmetry allows us to restrict the QST to within a subspace spanned by the following
four basis states:

|¢0) = |0) @ 0)*N" @ |0), (7)
61) = 1) @ [0)*N2) @ 10), (8)
|$2) = 0) @ [Wn—2) ®0), (9)
¢3) = 10) @ |0) N2 @ 1), (10)

where [Wy_,) = ﬁ(\lO---O) +---+|0---1)) is the W-state for qubits 2,3, ...,N — 1. Since |¢) is an
eigenstate of the Hamiltonian in equation (4), the non-trivial dynamics of the Hamiltonian can be captured
by an effective 3-level Hamiltonian in the subspace spanned by {|$1), |¢2), |¢3) }:

1 (1) ]1A(f) Jin(t
He (1) = ]1A(t) da(1) ]AN HE R (11)
Jin() Tan(t)  on(1)

where the constraint given by equation (5) now becomes

in() [ <Jo,  [1a(®)],Jan ()] < VN—=2. (12)

while §;(2),0.4(¢),dn() are unconstrained. Now our goal is to find the optimal H. satisfying the constraints
in equation (12) that takes the state |¢;) to |¢3) in minimal time. This is a much simpler problem but still
highly non-trivial due to the time dependence of all matrix elements in Hg, such that we are optimizing over
infinitely many possible 3-level Hamiltonians. As it is impossible to find the analytical solution to the
evolution operator of equation (11), one cannot obtain the time optimal Hamiltonian directly.

The QB method [27-32] offers us a way to deal with this type of problem, but it does not permit
inequality constraints as given in equation (12). As a result, we will need to first generalize the QB method to
handle our constraints, as detailed in the next section.

2. A quantum brachistochrone method for inequality constraints

We introduce here an extension to the QB method first developed in [27] that allows for the consideration of
problems containing both inequality and equality constraints on the Hamiltonian. This extension is not only
necessary to find the time optimal Hamiltonian of the form equation (11) under the constraints in

equation (12), but may also be helpful in dealing with more general Hamiltonians in equation (2) with
bounded interaction strengths.

We note that [49] has also developed an extension to the standard QB method that allows for inequality
constraints, but it uses Pontraygin’s maximum principle [48] and the formalism is quite involved. Moreover,
it does not intuitively demonstrate the physical difference between a QB problem with equality and
inequality constraints. Here we utilize a distinct approach based on the method of slack variables, which
intuitively speaking, divides the optimization problem into two scenarios: one where the inequality
constraint is simply removed and the other where the inequality constraint becomes an equality constraint.

Formally, the method of slack variables allows us to change all inequality constraints on the Hamiltonian
to equality constraints in the form of fj(H,s;) = 0 for the jth constraint, where s; is a slack variable. For
example, the constraint |J;n(t)| < Jo can be rewritten as |Jin(f)|> + |s(£)|* = |Jo|* with a slack variable s(¢)
added.

We can now introduce our generalized QB method, which also includes a brief review of the standard QB
method. Suppose we want to find the minimal evolution time T for a particular Hamiltonian H(¢) to
generate a target unitary operator Uj. We can formulate this problem as an optimization problem for
minimizing the functional T = fOT dt over the Hamiltonian H(#) and the corresponding evolution operator
U(t) under the constraints of the Hamiltonian specified by {f;(H,s;) } and the Schrodinger’s equation
dU(t)/dr = —iH(t)U(t). We can then define an action integral [27, 29, 49]

T
0

Ls=Tr [F(t) < diﬁ )U(t)Jr —H(t))] (14)

4
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Le=) N (0f (H,s) (15)
j
where both F() (which is a matrix/operator) and {);(#)} (which are scalars) are Lagrange multipliers. Since
H(t) is Hermitian, we can assume F(t) is Hermitian and {\;(¢) } are real without loss of generality.
If T is minimized by a time optimal Hamiltonian H(t), according to the variational principle, the
variations of S with respect to H(t), U(t), F(t), {\j(t)}, {sj(t)}, and T should all vanish. In particular, the
variation of S with respect to H(¢) leads to the equation that defines F(t):

F(1) :ZAj(t)aﬁé%sf). (16)
j

The variation of S with respect to U(t) leads to the so-called QB equation:

idF(t)
dt

= [F(1),H(1)]. (17)
The variation of S with respect to T and U(T) leads to a normalization condition:
Tr[F(t)H(t)] = 1. (18)
The variation of S with respect to A;(f) gives the constraint equation:
i (Hsj) = 0. (19)

And finally, the variation of S with respect to the slack variables s;(t) leads to:

(1) 3)5591:5]) =0. (20)

This last equation is our key addition to the standard QB method. Let us try to understand intuitively

%jz_’sj) = 0. Notably, the case

where \;(t) = 0 is equivalent to removing the constraint f;(H,s;) from the action, while the other possible

of (H.s)
8.9]'

what it means. According to equation (20), we need to have either \;(t) = 0 or

case where

which is captured by f(H,s) = |Jin(£)[* + |s(£)|* — |Jo|* = 0. It is easy to see that % =0 leads to s(t) =0,
and we end up with an equality constraint given by |J;n| = Jo. On the other hand, when the slack variable
s(t) # 0, we end up with |J1n(?)| < Jo, and we treat |J1n(£)] as effectively unconstrained while solving the QB
equation and enforce the inequality only after finding the relevant solution.

However, because both \;(t) and s;(t) are time-dependent, it appears that we have to consider the above
two cases for every value of time ¢ for equation (20). Fortunately, we can avoid this complication by
exploiting the fact that all variables in the action S are smooth functions of t as long as the Hamiltonian H(t)
is a smooth function of ¢, which is indeed true for any physical (experimentally realizable) Hamiltonian. As a
result, at least one of the following two conditions will always hold: (1) A;(¢) = 0 for all £, and (2) sj(t) = 0 for
all £. It is easy to check if neither of the conditions hold, at least one of \;(t) and s;(t) has to be discontinuous
at some value of . To avoid double counting the case where \;(t) = s;(t) = 0 for all ¢, we will implicitly
assume that s;(#) is not always zero for case (1). As we show below for our concrete QB problem defined in
section I, this continuity analysis is crucial to making the inequality constraints manageable.

= 0 leads to s;(t) = 0. As an example, we consider the inequality constraint [J;n(#)| < Jo,

3. Finding the fastest QST Hamiltonian

With the aforementioned recipe for treating inequality constraints in place, our next step is to solve
equations (16)—(20) together with the boundary condition that U(T) fulfills the QST. The solution obtained
will form the necessary conditions for H(t) to be time optimal. We note that this will lead us to obtain a
family ‘H of H(¢) that are all at least locally time optimal Hamiltonians, and we need to compare all members
of # to find the globally time optimal Hamiltonian among them in order to identify the speed limit of QST.

To do s0, let us further simplify our effective Hamiltonian H.g by going into an interaction picture of its
diagonal part (which only add phases to the basis states)

0 Jia(t) ~711\/(f)
Hyg()=|Jia(0 0 Ja( |, (21)
Tin(®) Tan (1) 0
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with the constraints:

Jia(O]=ha()]| <VN=2J (22)
Jan ()| = Tan ()| < VN —=2Jp (23)
v ()| = Tin (8) | < Jo. (24)

Since H.(t) has zero diagonals, we need to add two more constraints

1 0 0

Tr [H(t) {0 0 0 =0 (25)
i 00 —1/]
i 1 0 0\]

Tr [H(t) {0 -2 0| =0 (26)
i 0 0 1/]

while a third constraint of Tr[H(#)] = 0 is not needed as removing the constraint only contributes to a global
phase [27].

Our goal now is to find the time optimal Hamiltonian H..(r) that fulfills the QST, which requires
evolving the state |¢;) to |¢3) (defined in equation (7)) up to a phase. The evolution operator in the
interaction picture thus needs to take the following form at time T (end of the state transfer):

0 0 Pl
U(T) = | cosfe™'™ —sinfe™™ 0 (27)
sin B¢’ cosfe™ 0

where 6, a, 5 are arbitrary angles. The phase ¢ is not important as one can apply a single-qubit gate (which is
assumed to take negligible time) on qubit N at the end of the evolution to make sure the phase acquired by
|po) matches the phase acquired by |¢;) (which evolves to |¢s3)).

Introducing five Lagrange multipliers A4, A 4n> A1n> A1, and A, for the above five constraint equations
(equations (22)—(26)), respectively, the F(t) operator in equation (16) takes the form:

AL+ Aralia AinJin
F(t)= | Malia 2 AaNS AN (28)
MNTiN AanSN A1+

where to simplify the notation we suppress the time-dependence of all terms in equation (28) and exchange
]1N, ]lA, and ]AN for Jin, J1.4, and J 4y as they obey the same constraints.
The normalization condition equation (18) now reduces to:

Mallial? + Aanan]* + Ainllinl* = 1. (29)

And to deal with the inequality constraints, we require from equation (20) that

Ma(f)s1a(t) =0 (30)
)\_AN(l’)S_AN(t):O (31)
AIN (t) S]N(t) =0. (32)

As we discussed towards the end of section 2, each equation above requires us to investigate two different
cases, resulting in the eight different cases listed in table 1. For each case, we shall solve the QB equation
(equation (17)) together with the above equations (27)—(29). We defer the detailed solutions of each case to
appendix A, and provide a summary of them in table 1.

In each case of table 1, whenever a member of the set of slack variables {s; 4(¢),s.an(?),sin(?)} is set to
zero for all time, the corresponding interaction strength {J.4(¢),Jan(t),in(¢) } is maximized for all time. On
the other hand, if a member of the set of Lagrange multipliers {A\; 4(¢), A an (), Ain(2) } is set to zero for all
time, then the corresponding interaction strength cannot be maximized at all time (otherwise it reduces to
the previous case). And since each interaction strength must vary smoothly in time, the interaction strength
can only be maximized at a finite number (including zero) of specific time points in this case.

We provide some intuitive explanations of the results in table 1: case 1 will not have a minimum in the
QST time because all interaction strengths {J;.4(¢),Jan(t),/in(t) } are not maximized for at least some finite
period of time. It is therefore always possible to speed up the QST by maximizing at least one of

6
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Table 1. Summary of the solutions to the QB equation (equation (17)) and accompanying equations (27)—(29) for eight different cases
resulting from the three inequality constraints equation (30)—(32) The cases where no minimum time exists is due to an empty set of
solutions to these equations. If the solution set is non-empty, we analytically solve the Hamiltonians obeying such solutions and find the

minimum QST time. In case 7, J;y = lT fOT]lN(t)dt.

# Case Minimum QST Time T

1 AMA=Aan=AIN=0 No minimum

2 SIA=AAN=AiNn=0 No minimum

3 SAN=AMA=AIN=0 No minimum

4 SIA=SIN=AAaN=0 No minimum

5 SAN=SIN=Aa=0 No minimum

6 SIN=AA=Aav=0 w/(2Jo)

7 SA=san=An=0 7/ \J2N — 2)3 + 42
8 S1A =SAN=SIN=0 7/(Jov/2N)

{11.4(t),Jan(t),Jin(?) } while increasing the other two proportionally for a finite period of time. Cases 25
share a common structure that the interaction strengths are not mirror symmetric, i.e. J1.4(t) # Janr(t) for
some finite period of time. It makes intuitive sense that a non-mirror-symmetric Hamiltonian is likely not
time optimal, although the actual proof of this is much more involved (see appendix A). Case 6 in fact
requires J; 4 = J an = 0 after solving the QB equation and therefore the effective Hamiltonian reduces to a
two-level Hamiltonian with a direct coupling strength of |J;5(#)| = Jo between basis states |¢;) and |¢3),
where it is easy to show that the minimum QST time is simply given by 7/(2Jy). The optimal Hamiltonians
in case 7 and case 8 are similar, with the only difference being in case 7 that one cannot maximize |J1n()| for
all time. Case 7 reduces to case 8 upon setting |J1n(£)| = Jo-

Case 8 offers the fastest QST protocol of all cases, and we can in fact construct a simple time-independent
Hamiltonian H :f?t in the Schrodinger picture that satisfies case 8:

0 VN=2Jy Jo
HE'=(VvN=-2I, -3Jy VN-=2J]|. (33)
Jo VN —=2]p 0

Note that there are other equivalently time optimal Hamiltonians satisfying case 8, such as —Heofpf’t. A
family of spin Hamiltonians in the form of equation (4) can be mapped to H:frf)t. One simple example is:

N
Hope =Jo Z (Ji'"crj_ + h.c.) Y (o +ox) | - (34)
i#j

This Hamiltonian can be readily implemented in many experimental platforms with uniform, all-to-all
interactions, such as trapped ions [3], neutral atoms in an optical lattice coupled to a cavity [51], circuit QED
systems [50], or atoms trapped near a photonic waveguide [7]. Individual addressing of the qubits is required
as one needs to apply a different field along z on the source and target qubits. This Hamiltonian was also
previously found in the study of perfect QST in fully-connected graphs [52].

For experimental realization of the time-optimal QST Hamiltonian in equation (34), one potential
concern is that the experimental Hamiltonian is usually subject to noise or imperfect control. If the fidelity of
the QST deteriorates with an increasing number of qubits, then the speedup of the QST brought by
additional qubits may not be useful in practice. Fortunately, as shown in appendix B, we find that noise on
the interaction and/or the field strengths in equation (34) actually have vanishing effects on the fidelity of
QST as N increases, assuming that the noise has a finite amplitude. This means high-fidelity, time-optimal
QST can be practically achieved for a large number of qubits.

A drawback of the above optimal spin Hamiltonian H,y, is that the field strength diverges in N, which
makes it harder to control the field strength accurately for a larger N. Here we also construct an alternative
spin Hamiltonian that maps to the same optimal effective Hamiltonian H:flf)t but has a constant field strength
applied to the source and target qubits:

3
— E]O (i +ox)- (35)

N—1
Hyy =Jo [ofag + (Z Jf) (o7 +oy) +hec
i=2

The main drawback of this equally optimal Hamiltonian is that one needs to remove the uniform couplings
among the qubits 2, 3,..., N — 1, which is more challenging to achieve experimentally. Nonetheless, we

7
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anticipate that noise on the interaction and/or the field strengths in equation (35) will have vanishing effects
on the fidelity of QST as N increases similarly to in the case of noise in equation (B2) due to the similarity
between the two protocols. To our best knowledge, this Hamiltonian has not been previously found.

At T = 1/(Jo/2N), one can verify that e~ "Hon |y} oc [g) and e~ "HorT| ;) o |p3), with some phases
that only depend on N. The same applies to H,.. The desired QST described by equation (1) with
[1h.4) = [0)®N=2 can then be achieved after performing a single-qubit gate (assumed to take negligible time)
on the target qubit to cancel the unwanted phases.

4. Conclusion and outlook

In this paper, we aimed to find the globally time optimal Hamiltonian for realizing QST in a subclass of
Hamiltonians relevant for a fully-connected computer. By developing a new QB method that can deal with
inequality constraints, we have been able to find the exact minimum time needed for QST to be
implemented, with an additional assumption on the permutation symmetry of the Hamiltonian over the
intermediate qubits. The QB method also allows us to construct a family of explicit, time-independent
Hamiltonians that can be experimentally realized to achieve the exact speed limit of QST. This is in contrast
to existing QST protocols for long-range interacting systems [9, 10, 24, 26] that are only qualitatively optimal.

Concretely, we recall that for spin-systems where the physical interactions decay as 1/r® with r being the
inter-particle distance, qualitatively optimal bounds on the time to perform QST have only been discovered
for the case of a > D with protocols existing that perform QST in a time that scales as O(logr) for
D < a < 2D [10]. However, in the cases of 0 < o < D, the best known lower bound on the time to perform
QST scales as O(log (N)/N'~75 ) and is conjectured to be loose. Our work demonstrates that this best known
Lieb—Robinson bound is certainly loose with respect to the important subclass of Hamiltonians considered
here, and we conjecture that a qualitatively optimal bound for 0 < a < D should scale as 1/N2~ 5. Our
results also improve the speed of the fastest known QST protocols [26] for 0 < o < D by a factor of at least
/2. For noisy intermediate scale quantum computers, even a constant factor of speedup can noticeably
improve the overall fidelity of the quantum circuit [1]. Important to this point, we have also shown that our
time-optimal QST Hamiltonian is very robust to control noises. In fact, noises of finite amplitude have
vanishing effects on the fidelity of QST as the number of qubit increases.

In the future, we expect the QB method we develop here, with its ability to intuitively deal with inequality
constraints, to be helpful in many other quantum optimal control problems where the interaction/drive
strengths are only upper bounded. For a Hamiltonian with M inequality constraints, we need to deal with 2™
cases. But as in the problem we studied, if certain symmetries are enforced, the number of independent
constraints can be drastically reduced.

An immediate open question following this work is whether one can relax the permutation symmetry
assumption we enforced on the Hamiltonian. We expect a positive answer based on how the spatial inversion
(mirror) symmetry naturally emerges in the time optimal Hamiltonian from our solutions to the relevant
QB equations (i.e. the cases in table 1 violating the mirror symmetry all lead to no time optimal
Hamiltonians). The permutation symmetry would likely require a much more cumbersome calculation. One
possible way we are currently investigating to carry out such a calculation is to develop a software algorithm
that can solve the QB equations automatically. Such an algorithm will also allow solutions to a variety of
quantum optimal control problems for much larger systems.

Another future direction related to the current work is to find the speed limit of unconditional QST
protocols or two-qubit gates for a fully-connected quantum computer or more generally, strongly long-range
interacting systems. We expect our generalized QB method to be useful in this endeavor at least for small
system sizes, and finding time optimal two-qubit gates is important for NISQ quantum computers even if
only a small number of qubits are interacting with each other [53]. The alternative approach to finding such
a speed limit is through the derivations of optimal Lieb-Robinson-type bounds using the Frobenius norm
instead of the operator norm, and such bounds can also be used to determine the speed limit of quantum
information scrambling [54, 55]. This approach is likely capable of providing the correct scaling of the speed
limits and can be complemented by the QB method-based approach we develop here to find more accurate
speed limits.

Finally, it is interesting to see whether QB or other methods in quantum optimal theory can be applied to
bound the speed limits for multi-qubit gates or the generation of many-body entangled states. Alternatively,
it is also worth exploring whether the lack of scalability in most quantum optimal control methods could be
compensated by the recently developed Lieb—Robinson-type bounds which often apply to thermodynamic
systems but lack the precision needed for finite quantum systems.
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Appendix A. Detailed solutions for all cases in table 1

In this appendix, we provide the details of how we solve the QB equation (equation (17)) together with the
equations (27)—(29) for all cases listed in table 1.
Defining N4 = N — 2 and taking |J; 4 (#)| < Jo and |[Jan(#)| < Jo, we note that equation (17) reduces to:

s _
e dr
A
I%M = (=M1 +3\) Jia+ (= Aiv + dan) IinSaw
A(Aan].
1% = (=M +30) Lan + (= Aa + M) JinJi 4
AT
1% = =2MJiv — Na (Ma — Aan) LaJan- (A1)

The boundary condition equation (27) becomes:

AM=0
62 c0s* 0 = /N A anJan]|sin20 cos (o + 3 — arg [Jan])

, . A .
Aafia = dun (]ANcos2 fe' 2 —]:ZNsin2 06_’25) +3—22_sinfcosfe @ H)

VNa
—i A —icx . i
AanJan = e 4’(\/;\%]ch0506 —AlA]’fAsmOeﬁ)
AIN —io [ AN i ;
=e ' = fe™"F + A fe™ ). A2
Tt = (Rt n A acoste” ) (A2

To proceed, we will look at each of the eight cases listed in table 1 one after the other.

A.l.)\]AZ A_ANZAIN:O
This case directly contradicts with equation (29) and thus will not lead to any locally time optimal
Hamiltonian.

A2.514(1) = Aan(f) = Ain(t) =0
In this case, we replace J; 4 (¢) with Joe~ 114 The equations (A1) and (A2) now become:

1 =2NaAi14lo
Ay cos?8 =0
et = Dt
0 = /N aJosin ge(#=B—1a)
0 = /N A aJocosfe (#—a—d1a) (A3)

These equations are self-contradictory and again indicate that there is no locally time optimal Hamiltonian
in this case.
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A3.san(t) = Aa(t) = Ain(t) =0 A
This case is very similar to case 2. Replacing J 4n(#) with Joe~ian() equations (A1) and (A2) become:
1 =2NaA anJo
Ay c0s® 0 = /N g A anJosin 20 cos (o + 5 — p.an)
3\, sinf cosfel(@—F)

VN4
0= VNl anJoe 44~ (A4)

0= )‘AN]O (C032 96i<2a_¢AN) — sin2 Qe_i(25—¢AN)) +

These equations are again self-contradictory and indicate that there is no locally time optimal Hamiltonian
in this case.

Ad.s14(t) = sin(t) = )\AN(t) =0 A
Replacing J; 4 (t) with Joe =14 and Jy(t) with Joe (") in equation (A1), the equation reduces to:

d);tA = AinlTan sin (¢1n — 1.4 — arg (Jan))
A d"jllt““ = =3% — Awllan| cos (¢in — P14 — arg (Jan))
dZ;N = —Nadialan[sin (¢1y — ¢14 —arg(Jan))
AlNd(Z;N = —Naial.an| cos (¢1n = ¢ra —arg (Jan))
0=3Lanh — (Aia — \iw) Joe (P —dra), (43

The same replacements in equation (A2) lead to:

1=2(Nghia+ )\IN)]é

Aycos’ =0
)\1A]067i¢““ — M
2+/N 4
0= Aincosfe =) — (/N4 gsinfe(@14+5)
Aiwe (O 8) = VNN 4 cosBel(H0) 4 Xy sin el =) (46)

implying that either A\, = 0 or cosf = 0 such that we will always have A\; 4(T) = 0.

The first case implies (from equation (A5)) that A\; 4 = Ay which leads to a contradiction in
equation (A6). Therefore, any generated unitary of the form in equation (27) for this case must have
cosf = 0 such that equation (A6) further reduces to:

1=2(Ng\a+M\NT5
0=Xa(T)=X14(0)
)\lNe—igb]N — iA]N@i(¢IN_¢_ﬁ)~ (A7)

By taking the derivative with respect to ¢ of the first equality of equation (A7), we find:

d\N N Al

A dr (48)
Combining equations (A5) and (A8):
d\ .
= Mallanlsin (fiy — g1 — arg (Lan))
= Ain|Jan|sin (o1n — P14 —arg(Jan)) (A9)

such that equation (A9) can be satisfied only if A\j 4 = AN, |[Jan(t)| = 0, or sin(¢1y — ¢1.4 — arg(Jan)) =0,
which implies d)(‘i—‘;“ = d;\i—;N = 0. Combined with equation (A7), this requires A\; 4 = 0, Ay # 0 such that

equation (A5) further reduces to:

10
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d .
0= PO _ Sin (gux — 614 — arg (an)
dpra  d
i aeUa)

cos (nm) = cos (¢1n — 14 —arg(Jun)), n € Z
3\, = —AinlJan]| cos (n)
Janl* =T5. (A10)

Thus, equation (A10) requires us to replace J 4y with & Joe~'?4v such that we can transform the Hamiltonian
of the form in equation (21) to a basis where it is real-valued

)2 (f) = e~ iy drHy(7) (H+ H¢> i Jo dTHy (1)

C1A vVNalo Jo
S OV S S ! (A1)
Jo ++v/Nalo 1A

where c; 4 = — d(@t" is potentially time-dependent and H is given by:
1A 0 0
Hy=[0 0o o0 |. (A12)
0 0 1A

Note that the above basis transformation does not affect the universality class of equation (27). Then, a
second iteration of the QB method can be performed on equation (A11) with respect to

/\1, VNAMA /\IIN
F'(t)= | VNaA 4 0 £/ NAA] 4 (A13)
>‘1/N ==V NA)\{A _)‘{

such that equations (17) and (18) lead to:

1=202NaN 4+ Ao
AN, ANy
dr — dt
0= 4(cra FJo) £ Ao (A14)

0=\ =

Equation (A14) can only be satisfied when ¢; 4 is a constant such that the unitary operator generated by
equation (A11) can be expressed as:

+ + +
Us (t) = ”1i2 Uy, tup

u;  fuyn g

eit(cm:l:]o) ei%(clA:Ffo) ( fwy aaFl . twi)
= —Ssin——

+ cos —— +
2 2 2 W4 2
* _ _jpir(aaFh) 20 si =
Wi 2

uf =+ (u“ - eit(flAi]U))

" tw .C1 Jo . tw
uf = e2(@aFh) ( cos W jaAtlo g, e
2 Wi 2

wi = \JSNAR+ (4 FJo)’- (A15)

In order for equation (A15) to be equivalent to a state transfer unitary operator of the form in equation (27),
we require that uli2 =0 such that r = T—I where m € N in order to respect the ambiguity of the phase
associated with evolving with respect to t. Further, we must require that uﬁ = 0, such that M =7

where 77 = 2n when m = odd and 1 = (2n 4 1) when m = even with n € Z. Now, to determine what value of

c1.4 £ 3Jo and m will minimize ¢, we will solve the related problem

11
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. x
minimize g (x,y) = ————
V&t
givenL—'yzf, |z x| >1landx>1 (Al6)
x

Vs

where g and r are some constants. Then, we will find that

rEply P+ (1-9)"¢
}/:

Al7
1— 72 ( )
such that equation (A17) is clearly maximal when v — 1 which is nearest met when v = Qxl Further,
without loss of generality, we can take v > 0 and r > 0 such that
_rx2+(x+1)\/r2x27(2x+1)q2 y= x+1
— 2x+1 ’ — x
U B e T (AI8)
- 251 V=T
We now take the derivative of g(x,y) from equation (A16) with respect to x after substituting in the
expressions of equation (A18)
7(1}x+rsz(x+2)(2x+l)f(72752(2x+1))?+) _oxfl
dg(x) ) ") (PGt )+ A2y )it iy 7=
dx - —(r3x—rsz(x—2)(2x—l)—(r2+sz(2x—1))?,) _ox=1
(2x71)(r2(x71)27?27 +2rx(14x)7— )7_5_ TR
Ty =/rPx?—s*(2x+1)
Sy [# o et (e D7)
Sp=4/+ —— (x4 (x 7
- (2x+1)° -
Fo=/rPx+s2(2x—1)
X2
57 = 52+ m(rx+(x_ 1);7)2. (A19)

By inspection, equation (A19) is a decreasing function of x >0 when y = *t and an increasing function of

x>0 when v = *~1. Given that both of these cases have g(x) asymptotically approach the same value, the
smallest possible value of g(x) occurs for x = 1.

Applying the result of equation (A16), in order for equation (A15) to be equivalent to a state transfer
unitary operator of the form in equation (27), we require that ¢; 4 £ 3J; = 0 and m = 1 such that the target
unitary is generated in a minimum time T, = ﬁ. However, in this case we require |J; 4(¢)| = Jo for all
time, which requires s; 4 = 0, and hence this case reduces to case 8.

A5 sAN(E) = sin(t) = Aa(t) =0

This case is very similar to case 4. We can perform the same analysis as case 4 by swapping the qubit labels ‘1’
and ‘N, and we will find that a locally time optimal QST can only be achieved here if |J 4n(t)| = Jo for all
time. This requires s 4y = 0 and again reduces to case 8.

A.6. SlN(t) = Al_A(t) = A_AN(t) =0
Replacing Jin(t) with Joe =90 equations (A1) and (A2) become:

1=2\nJ2
0= dpw _ dry
dt dt
0=31a\ +]T4N>\1N]0€_i¢w
0=3]anA2 + i g AinJoe . (A20)

Given A\jnJy # 0, equation (A20) can be satisfied if J; 4 = J a4y = 0 such that ¢,y is an arbitrary constant, or if

oiv=mm, m € Z, |1a(t)| = [Jan(t)|, and arg(J1.4) = arg(Jan) + n7, n € Z.
In the case where J; 4 () = J an(#) = 0, the unitary generated by equation (21) can be expressed as:

cosJot 0 —ie ®wginJot
U(t) = 0 1 0 (A21)
—je " wWginJor 0 cosJot

12
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which is equivalent to a state transfer unitary operator of the form in equation (27) in a minimum time of
Tin = ;TTO~

In the case where ¢y = mm, m € Z, |J1.4(t)| = [Jan(t)|, and arg(J1.4) = arg(Jan) + n7, n € Z, the
Hamiltonian operator of the form in equation (21) can be transformed to a basis where it is real-valued

HI (t) — e_ifothch(T) (H+ de)eifothqu(T)

—garg(la)  VNallia (1) | +Jo
= | VNal1a(t)] 0 VNAlla(?)]
*Jo VNAlLA (1) —%arg (J1.4)
—%arg(}m) 0 0
Hy = 0 0 0 (A22)
0 0 —d%arg(]lA)

where this basis transformation does not affect the constraints on the Hamiltonian. Therefore, a second
iteration of the QB method can be performed on equation (A22) with respect to an F’(t) operator
AlA Al
Fy= X 0 =)\ (A23)
Alv —A5 =

where equations (17) and (18) become:

1 =42\ /o
oD
T odt  dr dr
d
0=vVNallia| (A +Aly) — (dtarg (J14) ifo) A3

d
0= VNAIA| (3 = M)~ (are ()£ )

0= VNalJLal M £ T, (A24)

In order to satisfy equation (A24), we must require that |J; 4] = A{ = 0. Given the phase term arg(J;.4) will
have no physical source, we must further require that d%arg( J1.4) = 0. Then, the unitary generated by
equation (A22) can be expressed by equation (A21), which is equivalent to a state transfer unitary operator of
the form in equation (27) in a minimum time of Ty, = 2”70

A7. SlA(t) = SAN(t) = AIN(t) =0

Replacing J; 4 () with Joe~"®4(®) and J 4n(t) with Joe~*¢A(") equations (A1) and (A2) reduce to:

0=Na(Aia—Aan)J§
1=2NA(Ma+Aan) T

d)(;tA = —Aanl/in|sin (arg (Jin) — d14 — Pan)
Ara d(Z;A = =3\ + Aan|/in| cos (arg (Jin) — d14 — P.aN)
d/:;tw = Aral/infsin (arg (Jin) — d14 — ¢.an)
M A 3, — Xy Al cos arg (1) — 14— 6.ax). (A25)
In order to satisfy equation (A25), we must require that A\; 4 (¢) = Aan(t) and d(z;—‘;“ =— dﬂ%, such that it can

only be satisfied if |J;y| = 0 or if sin(arg(Jin) — p1.4 — dan) =0
In the case where |J15(t)| = 0, we can transform the Hamiltonian of the form in equation (21) to a basis
where it is constant, real-valued

H' (t) _ e—itH¢ (H+H¢)eitH¢

ClA VN o 0
= | vVNalo 0 VNao (A26)
0 VNalo ClA

13
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where c; 4 = — d¢“‘ = 12N\, J3 and H ¢ 1s given in equation (A12). Given that ¢; 4 is proportional to A, it
can be taken as a free parameter. Now, the unitary operator generated by equation (A26) can be expressed

U U U3
Ut)=|u wun up
Uiz Up U

i _ it
e Mta ¢ ’zCIA( woo.ca . to.J)

Ui = + Ccos — — i——sin —
2 2 w
. _iteia VNl . w
Up = —ie 294 —""gsin —
w 2
Uiz =uy —e 1A
it tw A . tw
Uy =€ 294 (cos— +i—Z sin —
2 w 2

=/8NAJ+c 4. (A27)

In order for equation (A27) to be equivalent to a state transfer unitary operator of the form in equation (27),
we require that 11, = 0 such that t = 2"”“ where m € N in order to respect the ambiguity of the phase
associated with evolving with respect to t. Further, we must require that u;; = 0, such that 24 = 0 where
1 =2nwhen m = odd and = (2n+ 1) when m = even with n € Z.

Applying the result of equation (A16), we find that in order for equation (A27) to be equivalent to a state
transfer unitary operator of the form in equation (27), we require that ¢; 4 = 0 and m = 1 such that the target

. . . . . o

unitary 1s generated in a minimum time Ty, = \/Z(TT)I%

In the case where sin(arg(Jin) — ¢1.4 — $.an) = 0, we can transform the Hamiltonian of the form in
equation (21) to a basis where it is real-valued
H/ (t) _ efiths (H+H¢) eitH¢

aa—|Ihnl VNalo [Jin]
=| VNab 0 v NaJo
[Jin] VNaJo ca—|In|

aa—1inl 0 0
Hy = 0 0 0 (A28)
0 0 cra— /N
where ¢; 4 = —doa _ pN _4\2J2. Given that ¢; 4 is proportional to )\, it can be taken as a free-parameter,
dr 0 prop P

and because the terms dependent on |J;n(#)| commute with the rest of the Hamiltonian, the unitary operator
generated by equation (A28) can be expressed

Ui Uiz U3

U(t)= | uy un un
Uiz U U
efit(C1A*2|71N\) N e—i10A ( tw + QA . tw)
U = cos Ty it siny
2 2 2w
u — _ie—iéCIA@Sintﬁ
12
w 2
Uiy = 1y — eit(ClA*ZUINI)
. tw 1A W
Uy = 1201 (cos— +itA n*)
2 w 2

=\/8NAB+ 4. (A29)

In order for equation (A29) to be equivalent to a state transfer unitary operator of the form in equation (27),
2’”“ where m € N in order to respect the ambiguity of the phase
m(aa—4lhnl) _

w : =0

we require that 11, = 0 such that t =

associated with evolving with respect to t. Further, we must require that u;; = 0, such that
where 77 = 2n when m = odd and n = (2n+ 1) when m = even with n € Z.

Applying the result of equation (A16), we find that in order for equation (A29) to be equivalent to a state
transfer unitary operator of the form in equation (27), we require that c; 4 = 4|71N| < 4Jyand m=1 such
that the target unitary is generated in a minimum time Tyyin = > \/ZlN]U which saturates only

s
\/E\/NA[f)JrZﬁN -

when |Jin(t)| = Jo. Hence, at its saturation limit, this case reduces to case 8.

14
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A8.51.4(t) =san(t) =sin(t) =0

This case can be reached by taking |J;n(t)| = Jo in the above case 7, which results in Ty, = #N] directly.
0

Alternatively, we can arrive at this case from case 4 or case 5, which results in the same minimal QST time.

Appendix B. Noise analysis for time optimal QST Hamiltonians

In equations (34) and (35), two experimentally realizable Hamiltonians that can implement QST in the
minimal time are presented. In practice, these Hamiltonians will experience some noise in their
implementation. Here we provide an analysis of the performance of QST using equation (34) when the
control on the interaction strengths and single-qubit fields is assumed to be noisy. We expect similar results
for the QST Hamiltonian in equation (35).

We add noise terms to the Hamiltonian in equation (34) as:

Hioisy = Hopt + Zeij (ofojf + h.c.) + €105 + enoy (B1)
i#]

where {¢;;} are noisy coefficients sampled from a normal distribution of zero mean and standard deviation
o, while {€;,ex} are sampled from a normal distribution of zero mean and standard deviation oy.

Since this noisy Hamiltonian does not change the state of the system if all qubits are in |0), the fidelity of
the QST for an arbitrary state of the source qubit is lower bounded by the fidelity of performing QST when
the source qubit is in |1). We can express this latter fidelity as

F= <¢1 |eiHop¢te—iH..oasyt

é1) (B2)

where |¢1) is defined in equation (7) and t = Wt

In the following, we will show that the infidelity 1 — F should scale linearly in o and oy, and more
importantly, as 1/+v/N. As a result, as long as the noise amplitudes o, and oy are finite, the infidelity should
vanish in the large N limit. Alternatively, we can argue that the infidelity can remain finite and small as long
as 0,07 <K V/N. Therefore, we believe our time optimal QST protocol is robust against control noises.

We first provide some intuitive analysis to explain the above mentioned scaling. If only the noise terms

€107 + enoy, are present in equation (B1), a simple first-order perturbation theory shows that
1—Fr|[{¢1](e1 — en) tdn)]. (B3)

Since t = O(1/v/N), we have 1 — F = O(os/V/N).

Next, we consider the case where only the noise on the interactions } -, , ; €i(or 0;" +h.c.) are present in
equation (B1). Intuitively, these additional interactions are disordered and should have little effect on the
QST. The time optimal QST achieved by equation (34) is through the collective couplings between the qubits
1, N and the qubits 2,3, ..., N. We therefore expect the noise on the interactions to mainly perturb the
collective coupling strength J; 4 and J 4y in equation (11), with an amplitude of o,. Since
Jia=Jan= O(\/KT) for equation (34), as long as o, < V/N, the effective Hamiltonian in equation (11) is
only weakly perturbed and a small infidelity is therefore expected.

We have also performed exact numerical calculations to support the above intuitive analysis. By
averaging 1 — F calculated using equation (B2) over 1000 different random realizations of the noisy
Hamiltonian in equation (B1), we show the dependence of this statistically averaged infidelity as a function
of N in figure 1 and as a function of o, or o in figure 2. We clearly see that the dependence of the infidelity
on N is approximately given by O(1/+/N), while the infidelity scales linearly with either o or o. For a
system of N = 500 qubits, the QST fidelity is above 99.5% even for a fairly large noise amplitude of oy = 0.1,
i.e. 10% of the interaction strength.
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Figure 1. Dependence of the QST infidelity on the number of qubits N for fixed noise amplitudes. The blue dots represent 1 — F
calculated using equation (B2) for o = 0.1 and oy = 0, while the red dots correspond to the case of oy = 0.1 and 0. = 0. The
blue (red) solid line is a power-law fit to the blue (red) dots.
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Figure 2. Dependence of the QST infidelity on the noise amplitudes o and o for N = 100 qubits. The blue dots represent 1 — F

calculated using equation (B2) for oy = 0 and varying o, while the red dots have o, = 0 and varying oy. The blue (red) solid line
is a linear fit to the blue (red) dots.
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