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Optimal Sensor Gain Control for Minimum-Information Estimation of
Continuous-Time Gauss-Markov Processes

Vrushabh Zinage!

Abstract— We consider the scenario in which a continuous-
time Gauss-Markov process is estimated by the Kalman-Bucy
filter over a Gaussian channel (sensor) with a variable sensor
gain. The problem of scheduling the sensor gain over a finite
time interval to minimize the weighted sum of the data rate (the
mutual information between the sensor output and the underly-
ing Gauss-Markov process) and the distortion (the mean-square
estimation error) is formulated as an optimal control problem.
A necessary optimality condition for a scheduled sensor gain is
derived based on Pontryagin’s minimum principle. For a scalar
problem, we show that an optimal sensor gain control is of bang-
bang type, except the possibility of taking an intermediate value
when there exists a stationary point on the switching surface in
the phase space of canonical dynamics. Furthermore, we show
that the number of switches is at most two and the time instants
at which the optimal gain must be switched can be computed
from the analytical solutions to the canonical equations.

I. INTRODUCTION

In this paper, we consider a controlled sensing problem
in which a continuous-time linear-Gaussian random process
is observed through a linear sensor whose sensor gain is
strategically adjusted. The sensor gain is optimized to min-
imize the weighted sum of the minimum mean-square error
(MMSE) attainable by a causal estimator and the mutual
information (I) between the underlying random process and
the sensor output. Generally, the former cost is reduced by
adopting a large sensor gain, while this leads to an increased
cost in the latter sense. Therefore, these two performance
criteria are in a trade-off relationship (I-MMSE relationship
[1]-[4]), and attaining a sweet spot by an optimal sensor gain
is a nontrivial problem.

The problem studied in this paper is motivated by a
practical scenario where a continuous-time source signal is
encoded, compressed, and transmitted to a remote user where
the signal is reproduced in a zero-delay manner (e.g., the
event-based camera [5] for robotics applications). Assuming
that binary codewords are used for communication, the trade-
off between the bit-rate and the best attainable quality of
the reproduced signal is of our natural interest. Although
designing the optimal architecture (e.g., the optimal spatio-
temporal sampling and encoding schemes) is a challenging
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task, it can be shown [6] that the minimum bit-rate required
for reproducing the signal within a given distortion criterion
is lower bounded by the aforementioned mutual information
required for reproducing the signal within the same criterion.
Thus, the solution we present in this paper reveals a funda-
mental performance limitation of the sensor-encoder joint
design for such a remote estimation problem.

In the literature, related problems are studied in the context
of sequential rate-distortion problems (the rate-distortion
problems with causality constraints) [7]-[11] and their appli-
cations to control problems [12], [13]. Most of the existing
works consider discrete-time source signals. For discrete-
time Gauss-Markov sources and mean-square distortion cri-
teria, [8] shows that the optimal policy (test channel) to the
sequential rate-distortion problem is linear. Based on this
observation, [11] shows that the Gaussian sequential rate-
distortion problem is equivalent to an optimal sensor gain
control problem, which was shown to be solvable by means
of semidefinite programming. A continuous-time counterpart
of the same problem is considered in [6], although only
infinite-horizon, time-invariant cases are studied there.

Main contributions: In this paper, we expand the problem
considered in [6] to finite-horizon, time-varying cases. We
first show that the optimal sensor gain control problem can
be formulated as a nonlinear optimal control problem to
which Pontryagin’s minimum principle is applicable. To gain
further insight into the optimal solution, we then restrict
ourselves to scalar (single-dimensional) problems where a
feasible control gain (control input) is constrained to be in
[0, 1]. We prove that the optimal sensor gain is of bang-bang
type characterized by a switching surface in the phase space,
except the possibility of taking an intermediate value if the
canonical equation admits an equilibrium on the switching
surface. Further, we provide a method to compute the optimal
sensor gain from the analytical expressions to the canonical
equations. Consequently, the optimal sensor gain for the
original sensor selection problem can be directly computed
from the optimal control input.

The paper is organized as follows. Section II introduces the
problem statement followed by preliminaries in Section III.
Section IV discusses the main result of the paper followed
by some concluding remarks and future work in Section V.

Notation: We will use notation Tty tn] = {zy 1t <t <
t2} to denote a continuous-time signal. Bold symbols like x
will be used to denote random variables. We assume all the
random variables considered in this paper are defined on the
probability space (2, F,P). The probability distribution ix
of an (X, A)-valued random variable x is defined by

tx(A) =Plw e Q:x(w) € A}, VA € A.
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If x; and x2 are both (X, .A)-valued random variables, the
relative entropy from xs to x; is defined by

D (s 113) = / log

dpix
i - d,ux1

provided that the Radon-Nikodym derivative 2 e ™1 exists, and
+00 otherwise. The mutual information between two random
variables x and y is defined by

I(x;y) = D(pxyllptx ® pry)

where fixy, and px ® py, denote the joint and product
distributions, respectively.

II. OPTIMAL SENSOR DESIGN AND PROBLEM
STATEMENT

Similarly to [6], we consider the scenario of estimating
an n-dimensional Ito process based on an n-dimensional
noisy measurement. Let (2, F,P) be a complete probability
space and suppose JF; C JF be a non-decreasing family of o-
algebras. Let (wy, F;) and (vy, F;) be R™-valued, mutually
independent standard Wiener processes with respect to P.
The random process to be estimated is an n-dimensional
Gauss-Markov process defined by

dx; = Axudt + Bdwt, te [to,tl] (1)

with x¢, ~ N(O, Xo), where X, = 0 is a given covariance
matrix and t9 < t; < oo is the horizon length of the
considered problem. We assume (A, B) is a controllable pair
of matrices. Let C; : [tg,t1] — R™*™ be a measurable
function representing the time-varying sensor gain. Setting
z; £ C}x,, the sensor mechanism produces an n-dimensional
signal

dyt = tht —+ th, t e [to,tl] (2)

with y;, = 0. Based on the sensor output y;, the causal
MMSE estimate %; = E(x;|F}) is computed, where 7} C
J denotes the o-algebra generated by y|o . Computation-
ally, this can be achieved by the Kalman-Bucy filter

dk; = Axidt + X,C, (dy; — Cy%,dt), t € [to,t1] (3)

with %;, = 0. Here, X; is the unique solution to the matrix

Riccati differential equation
= AX,+ X, AT - X,C]C, X, +BB", t€ [ty t1] (4)

with the aforementioned given initial covariance matrix

Xi, = Xo = 0. The overall architecture of the sensor
mechanism is shown in Fig. 1.
Vi
Xt i Zt }L\ Ye - X
Sensor gain ot Kalm-an Bucy
A Ct A A filter 0

Fig. 1: Architecture of the sensor mechanism and the perfor-
mance criteria.
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A. Performance Criteria

Unlike the standard filtering problem where the sensor
gain C; is given, in this paper, we consider the problem of
optimally choosing C to achieve the minimum-information
filtering. The optimality is characterized in terms of two
performance measures, namely the mean-square error and
the mutual information, as defined below.

1) Mean-square error (MSE): The first criterion is the
MMSE over the considered time horizon.

tl tl
/ E||xt—>2t||2dt:/ Tr(X,) dt.

to tO

&)

2) Mutual information: The second performance criterion
is the mutual information I(yp, ¢,];Z[t,,,])- We use the
following key result due to Duncan [1]:

Theorem 1. Let the random processes yy;, ¢, and z[, ;,] be
defined as above. Then

1 (4 R
I(y[t07tl];Z[t07t1]) = 5/ EHC’t(xt — Xt)||2dt

to

Theorem 1 together with equation (5) implies that the
mutual information I(yy,,¢,1;Z[,,¢,]) can also be expressed
as

1 b
I(y[tmtl];z[to,tl]):i/ Tr(C, X, C, )dt. (6)

to
B. Problem Statement

Minimizing the MSE (5) and the mutual information (6)
are in a trade-off relationship.1 Thus, our task is to choose
a measurable function C} : [tg, 1] — R™*"™ to minimize the
weighted sum of them. Introducing a trade-off parameter o >
0,2 the main problem we study in this paper is formulated
as follows:

t1
/ E”Xt — )A(t”th + 2OZI(y[t0,t1]; Z[to-,tl]> (73)

min
Ce Jio
st. Te(CL Cy) <1V teto,th]. (7b)

The constraint (7b) is introduced to incorporate the fact that
the allowable sensor gain usually has an upper bound. Using
(5) and (6), the problem (7) can be written as

t1 ty
n(ljin / Tr(X)dt + a/ Tr(C’tXtCtT)dt (8a)
t to to
st. Xy =AX, + X;AT — X,C]C, X, + BB (8b)
Xy, = Xo (8c)
Te(C, Cy) <1V t € [to, ta]. (8d)

Introducing U; = C, C; = 0, this can be written as an
equivalent optimal control problem with state X, and control

'Suppose we choose Cy = kC' Vt where k > 0 is a scalar and (A, C) is
an observable pair. As kK — +o0, the MSE tends to zero while the mutual
information tends to +oo.

>The parameter o is the Lagrange multiplier in view of the hard-
constrained version of the problem studied in [6].
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input Uy:
ty
n’[ljin / TI'(Xt + OéUtXt)dt (93)
t to
st. X, =AX,+ X, AT — X,U, X, + BBT  (9b)
X1, = Xo (9¢)
Ut Z 0, Tr(Ut) S 1 V¢t € [to,tl]. (9d)

The minimization is over the space of measurable functions
Uy : [to, t1] = ST (= {M € R : M > 0}).

Remark 1. The equivalence between (8) and (9) implies
that optimal solutions to the main problem (7), if exist, are
not unique. Namely, if U;" is an optimal solution to (9), then
both Cy and C; are optimal solutions to (8) if U; = C,/ C; =

CJ e,

Remark 2. We assume that the dimension of the sensor
output y; matches the dimension of the underlying Gauss-
Markov process x;. This assumption is needed to avoid
a technical difficulty that arises when y; needs to be m-
dimensional and m < n. To see this, suppose that the sensor
gain C; to be synthesized in (7) is required to be R™*"-
valued and m < n. Since this implies rank(C," C;) < m, an
additional non-convex constraint rank(U;) < m Vit € [to, t1]
must be included in (9) to maintain the equivalence between
(8) and (9). This type of difficulty has been observed in the
sensor design problems in the literature, as in [14].

III. OPTIMALITY CONDITION
A. Existence of optimal control

We first remark that the following result due to Filippov
[15] is applicable to guarantee the existence of an optimal
control for solving problem (9):

Theorem 2. (Filippov’s theorem): [16] Given a control
system &y = f(x¢,u;) with uy € U, assume that its solutions
exist on a time interval [tg,%;] for all controls and that
for every x; the set {f(x¢, ue) : uy € U} is compact and
convex. Then the reachable set R;(x() is compact for each
te [to, tl].

Specifically, one can convert the original Langrange-type
problem (9) into an equivalent Mayer-type problem by intro-
ducing an auxiliary state x3"* satisfying zy'* = 0 and 2j*
Tr(X; + aU;X;). In the Mayer form, the original problem
of minimizing (9a) becomes the problem of minimizing x}}*
over the reachable set at ¢ = t;. Since the premises of
Theorem 2 are satisfied by the obtained Mayer-type problem,
we can conclude that the reachable set at ¢ = ¢ is compact.
Therefore, Weierstrass’ extreme value theorem guarantees
the existence of an optimal solution.

B. Pontryagin Minimum Principle

In this section, we briefly discuss the minimum princi-
ple for fixed-endtime free-endpoint optimal control problem
followed by its application to our problem (9). Suppose
that an admissible control input is a measurable function

ug : [to,t1] — U where U C R™ is a compact set. We
assume that f(xs, us), %ﬂz;“*), L(x¢,us) and %ﬂ;t’“") are
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continuous on R™ x U X (tg,t1). Consider the Lagrange-type

problem
t1
min / L(zr,u;)dr (10a)
Ut to
st @y = f(o,ue), v €R, up €U (10b)
Tt, = T0. (10c¢)
Theorem 3. [17, Theorem 5.10] Suppose there exists an

optimal solution to (10). Let u} : [to, 1] — U be the optimal
control input and z} : [tg,t1] — R™ be the corresponding
state trajectory. Then, it is necessary that there exists a
function p} : [to, t1] — R™ such that the following conditions
hold for the Hamiltonian H defined as

(1)
(1) =7 and p; satisfy the following canonical equations:

OH (xf, pf, uf) OH (xf, pf, uy)
3pt Oy

with boundary conditions x;, = z¢ and p;, = 0.
(i) mir& H(z},pr,ue) = H(xy,pr,uy) for all ¢ €
ut€

[to, 1]

For our problem (9), the Hamiltonian is defined as

H(z4,proue) = Lxg,ue) +pp flae,ue)

sk

e
Ty

) t

H(Xt7 Pta Ut) :T‘I'(Xt + OéUtXt)+
(P, AX; + X, A" — X,U; X, + BB")
=Tr(P,(AX; + X; AT + BBT)) + Tr(X,)
+ ’I‘I'((O[Xt — XtPtXt)Ut).
Thus, the necessary optimality condition provided by Theo-
rem 3 is given by the canonical equations
X, = AX, + X; A" — X,U, X, + BB"
Pt = PtXtUt + UtXtPt—PtA—ATPt—I—OéUt

(12a)
(12b)

with boundary conditions X;, = Xy and P;, =0, and

Uy = argmin Tr[(aX; — X P Xy ) Uy
UeU

where U = {U; € S} Vt € [to,t1] : Tr(Uy) < 1},

13)

IV. OPTIMAL SOLUTION IN SCALAR CASE

To solve the optimality condition (12) and (13) explicitly,
in this section, we restrict our attention to scalar cases (i.e.,
n = 1). In what follows, we assume A =a < 0 and B = 1.
The assumption that @ < 0 is natural as it is required for the
source process (1) to be stable. The canonical equations (12)
are simplified as

(14a)
(14b)

Ty = 2ax; — xfut +1
Dt = 2T4prug — 2apy — 1 — auy
with z;, = xo and p;; = 0. Due to the original meaning

of zy as a covariance of the initial value of the underlying
process xg, we assume that zog > 0. Since (14a) is a
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5
Region 3
4+ i =2ax—22+1
p=2zp—2ap—1—a
3 L
= Region 2 (switching surface S)
27 & =2ax — 2*u+1 il
Region 1 p=2zpu—2ap—1—-ou
1 T =2ar+1
p=—2ap—1
O 1 1 1
0 1 2 3 4 5

Tt

Fig. 2: Mllustration of different regions in the phase space.

monotone system [18], 2; > 0 for ¢ € [tg,t;]. The optimal
control u; is given as follows:

uy = argmin x; (o — xepg)uy
0<u;<1
0 if pr <a
1 if pzy >«
u*€0,1] if prr =«

15)

The main result of this paper is stated as follows:

Theorem 4. For any xy > 0, a > 0, a < 0 and specified
time interval [to, 1], an optimal control exists and satisfies
(14) and (15). Furthermore, the optimal control is bang-bang
type (i.e., it takes either u; = 0 or u; = 1), except that in a
particular case, it can take an intermediate value (0 < u* <
1 specified by (23)). In all cases, the optimal control is a
piecewise constant function with at most two discontinuities.

Proof. The existence of an optimal solution and the neces-
sary optimality conditions were discussed in Section III. The
rest of the statement follows from the analysis in Sections V-
A and Section IV-B below. Explicit expressions for the
optimal control are also given in Section I'V-B. O

A. Phase Portrait analysis

To analyze the canonical equations (14), consider the
vector field defined by the RHS of (14) and (15). Because
of the classification in (15), the vector field is discontinuous
at the switching surface S characterized by p;x; = a. We
divide the domain {(z,p)|z > 0} into Regions 1, 2 and 3
as shown in Fig. 2.> Denote the vector field in Region 1, 2
and 3 (see Fig. 3) as f1, fo and f3, respectively. From (14)

3Fig. 2 only shows the region {(z, p)|z > 0,p > 0} as it turns out that
the region {(z,p)|z > 0,p < 0} plays no role in the following derivation.
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and (15), we have

vy = 2 1

TR (16)
Pt = —2ap; — 1
iy = 2axy — TF 1

Iy .%.‘t axy — Tiug + 17)
Pt = 2x4prug — 2apy — 1 — auy
iy = 2axy — xf + 1

foid 00T 2ame T (18)
Py = 2x4pr — 2ap; — 1 — a.

1) Local solutions in Regions 1 and 3: Since (16) is a
linear differential equation, its general solution is given by

kle2at -1 k2672at -1
2a 2a
where k; and ko are constants. Since (18) belongs to a class

of scalar Riccati differential equations, an analytical solution
exists and is given as follows:

Ty = bt = (19)

2c
xt:a—l—c—m, (203.)
k362ct+1 2 (1—|—O¢) ]4}362Ct—|-1
—_— — ) ( - ). 0w
e2c 2ckse?¢
where k3, k4 are constants and ¢ = va? + 1.

2) Stationary points: The nature of the phase portrait
(namely the location of the stationary points) changes de-
pending on the value of «. Observing that 0 < (a +
Vva? +1)? < 1/4a? for all a < 0, the following three cases
can occur:

o Case A: 1/4a® < . In this case, the phase portrait has
a unique stationary point in Region 1, located at

E = (zc,pe) = (—1/2a,-1/2a).

It is not possible for f, to have a stationary point in
Region 2 no matter what value of u; € [0,1] is chosen.
A stationary point does not exist in Region 3 either.

e Case B: (a + Va2 +1)? < a < 1/4a?. In this case,
no stationary point exists in Region 1 or in Region 3.
However, the point

2L

E = (z¢,pe) = (Va, Va) (22)
in Region 2 is a stationary point if u; is set to be
u* =2a/va+1/a. (23)

Under the Case B assumption that (a + Va2 + 1) <
a < 1/4a?, the value of u* from (23) satisfies 0 <
u* < 1. In Region 2, no other point can be a stationary
point.

e Case C: a < (a+ Va?+1)% In this case, the phase
portrait has a unique stationary point

1+«
Te,pe) = a4+ Va2 + 1, ———=
(e, pe) ( 2\/a2+1>

in Region 3. No stationary point can exists in Regions
1 and 2.

The vector field in each case is depicted in Fig. 3.

(24)
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S

(a) Case A

(b) Case B

(c) Case C

Fig. 3: Phase portraits for various cases.

3) Switching behavior: To understand the switching be-
haviour, we analyze the directions of vector fields fi1, fo
and f3 with respect to S in the neighborhood of S. Note
that we can analyze the solution by checking the signs of
Lie derivatives Ly V, Ly, V and Ly, V evaluated on surface
S. Note that the Lie derivatives along f1, fo and f3 are given
by:

or dp
=pax+1)—z2ap+1)=p—=x

szV:pa'c—i—a:p:meu—i—p—x—axu

Lf1V: p=Dpt+ xp

Ly, V =pt+xp

= p(2az —2* + 1) + 2(22p — 2ap — 1 — @)

x2p+p—x—aar.

Hence, when px = « (on S), we have
LypVis=LgpV|s=LgV|s=aj/z—u.

This would imply that f, fo and f3 would point along the
same direction everywhere on S. More precisely, all these
vector fields cross S downward when 2 </, upward when
x < /o and are tangential to S at point K = (\/a, /«).
When (a + Va2 +1)? < a < 1/4a® (Case B), the point
K becomes a stationary point and u; is defined as given in
(23). This point is the same E defined in (22).

An important consequence of the above analysis is that
the phase portraits in Fig. 3 are devoid of the “chattering”
solutions in all three cases. Therefore, the solution concept
of Caratheodory [19] is sufficient to describe the solutions
crossing the switching surface S. However, note that the
uniqueness of the solution is lost in Case B. For example,
consider the set of all trajectories (x;,p;) that “stay” on
E = K for an arbitrary duration as follows:

o (x¢,ps) solves (16) or (18) for tg < ¢t < t' with

(e, pr) = (Va, yo);
o (ze,p) = (Va, Vo) for t' <t <t
o (x4, pt) solves (16) or (18) for ¢ < t; with (ZTyr, pyrr) =
(Va,va).
It is easy to verify that regardless of the choice of ¢’ (>
t’), all these trajectories are Caratheodory solutions to the
canonical equations.
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B. Analytical solution

With the phase portraits shown in Fig. 3 in mind, we solve
the boundary value problem (14) and (15) with the initial
state constraint z;, = xo(> 0) and the terminal costate
constraint p;, = 0. In the following, the solution to this
boundary value problem is simply referred to as the optimal
solution. We now consider Cases A, B and C sequentially.

1) Case A: In this scenario, the initial point (denoted by
(w7,,p%,)) is either in the blue or yellow regions illustrated
in Fig. 4a. The boundaries of these two regions are charac-
terized by the horizontal separatrix converging to point E
and the switching surface S.

Subcase A-1 ((x},,py,) is in the yellow region): The par-
ticular solution satisfying (16) and the boundary constraints
Ty, = To and p,, = 0 are given as follows:

(2axq + 1)e2at=t0) — 1
2a
e—2a(t—t1) -1

2a

(252)

Dt

(25b)

If (Z4,,Dt,) computed using (25) lies in Region 1 (i.e.,
Tt,Pt, < ), then Subcase A-1 applies. There is no switching
as the optimal solution lies in Region 1.

Subcase A-2 ((x},,py,) is in the blue region): In this
scenario, there exists a switching time t' € (tg,t1). To
compute t', observe that a particular solution (20a) satisfying
the initial state constraint x;, = xo is given by

. 2c
Ty =a + C — W (26)
where ¢ = Va2 +1 and k3 = <S4FZe—2¢to QOp the

cta—x

contrary, the particular solution (19) satiszying py, = 0 1is
given by (25b). Therefore, at time ¢/, the state £;. and costate
pp must satisfy the governing switching surface equation i.e.

jt'ﬁt/ = «, Or
> ( — 1) =a. (27)

e*?d(t’*tl)

2a

2c
k’3€2Ct/ +1

<a+c

Thereafter, we can compute ¢’ by solving (27).
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(a) Case A.

(b) Case B.

(c) Case C.

Fig. 4: The different subcases for every particular case are depicted by colored regions .

2) Case B: The initial point (z},,pf,) lies in either of
the three colored regions shown in Fig. 4b. Let xx be the
z-coordinate at which a particular solution (19) to the vector
field f; that crosses K = E = (y/a, /) at a particular time
t"(< t1) reaches at the terminal time ¢;. It is trivial to show
that 25 = 2aa + 24/a and the time ¢” of crossing K = E
can also be computed from the following equation

1
t—t = 5 In(2av/a + 1). (28)

Subcase B-1 ((xf,,py,) is in the yellow region or on the
green curve): Notice that the solution (Z:,p:) to f1 with
boundary conditions z;, = x¢ and p;, = 0 is still given by
(25). If the condition Ty, < xk is satisfied, then the optimal
solution lies entirely in the yellow region and is given by
(25). In addition, switching does not occur in this case.

Subcase B-2 ((xf,,py,) is in the blue region): This sce-
nario arises when Z,pr, < o, Ty, > xx and xg > /. The
optimal solution lies entirely in the light blue region and is
given by (25). In this case too, switching does not occur.

Subcase B-3 ((x},,p;,) is on the orange curve): This
scenario arises when (25) satisfies Ty, pr, < o, Tt; > Tk
and zy < \/a. In this case, the particular solution (25)
for tg < t < t; does not lie in Region 1 and thus it is
not a reasonable solution to the boundary problem of our
interest. The optimal solution in this scenario is represented
by green and orange curves as shown in Fig. 4b. First, the
optimal solution follows the orange curve from x;, = xg to
xy =+/a, stays on E = K for ¢/ <t <", and then traces
the green trajectory from xy» = y/a to z;, = x). From
(25a), the time ¢’ can be computed from

(2axo 4 1)e2(t'~to) 1

Vo= 2a

(29)

Two switches occur in the optimal control input — a switch
at time ¢’ from v = 0 to uw = «*, and a switch at time ¢”
from u = u* to u = 0.

Subcase B-4 ((xy,, p;,) is in the light purple region): This
scenario arises when (25) satisfies T+, > xx and Ty, Dy, > a,
and equation (27) has a solution ¢’ in [tg,t1]. In this case, a
single switching occurs at ¢/, from the light purple region to
the blue region.

Subcase B-5 ((x},p;,) is on the purple curve): This
scenario arises when when (25) satisfies Z;,p;, > « and
Ty, > X, and equation (27) does not have a solution ¢’ in
[to,t1]. In this case, the optimal solution traces the purple
trajectory from z;, = g to xp = \/a, stays on £ = K for
t (where t' <t < t”), and then traces the green trajectory
from x4+ = \/a to z;, = zx. From (20a), the time ¢’ can
be computed from

\/a =a+c—
where k3 = Sitioe 2<%, The optimal control input
switches twice: a switch at time ¢’ from v = 1 to u = u*,
and a switch at ¢ from u = u* to u = 0.

3) Case C: In this scenario, the initial state-costate pair
(w7,,pt,) of the optimal solution can belong to four dif-
ferent regions as shown by different colors in Fig. 4c. The
boundaries of the blue region are characterized by S and the
separatrices converging to E.

Subcase C-1((x},,py,) is in the yellow region): Let x5 =
2aa + 2/« be the z-coordinate shown in Fig. 4c. Consider
once again the trajectory (25) solving f; with the boundary
constraints p;, = 0 and z¢, = x¢. If we have 7, < z,
then the optimal solution lies entirely in the yellow region
and hence in this case, no switching occurs.

Subcase C-2 ((x},,p;,) is in the green region): If
TPty < @, Ty, > wx and Tg > +/a , then the trajec-
tory (25) is lies in the green region entirely and therefore
switching does not occur.

Subcase C-3 ((xy,,p;,) is in the blue region): In this
scenario, a switching occurs only once. Let t' € (tg,t1)
be the switching time. Then the optimal solution traces the
trajectory of the form

2c

R+ 1 o

2c

:ftt:a-i-c—m, (313)
. kse2ct + 1 2 1+ @) (kse?t + 1
bt = 4( Gy ) ( ) et ) (31b)
e%c 2ckse?c
for to <t <t, and
e*Qa(tftl) -1
pt=—"—"F""" (32)

2a

for ¢’ <t < t;. Hence, the Subcase C-3 occurs only if the
following set of equations in terms of unknowns py,, k3, k4
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and ¢’ has a solution that satisfies xop;, > a and to < ¢’ <
tli

N 2c
l’to:xoza‘i’C*W (333)
kze2eto 4 1) 14 ) (kge2cto +1
;0=k4(3 — ) Q) (ks ) (33b)
e2cto 2ckse2cto
2¢c e—2a(t'=t1) _q

_ = 33

(a+c T T 1) 5 a  (33c)

!’ 2 ’7

(k‘ngCt + 1) (1+a) (kgeZCt + 1)
k
4 cht’ + 2Cl€3€20t/
e—2a(t’—t1) 1

= — (33d
7 (33d)
The condition (33c) guarantees that Z,py = «. Further,

(33d) ensures that pi = py (i.e., the transition from p; to p;
is continuous).

Subcase C-4 ((x},, p},) is in the purple region): Switching
occurs twice in this case. Let ¢’ and ¢” be the first and the
second switching times. The optimal solution follows the
trajectory of the form

_ kle2at -1 _ er—Zat -1
Ty = ———, e —
K 2a b 2a

for tg < t < t' and satisfies (31) for ¢/ < t < t”. For
t"” < t1, the p-coordinate of the optimal solution satisfies
(32). Hence, Subcase C-4 occurs only if the following set of
equations in terms of unknowns k1, ko, k3, k4, p1,,t" and t”
has a solution such that to <t <t” <t; and zops, <

k‘1€2at° —1
Z‘:O =Tg = T (343.)
]{326720’“} -1
= 34b
Py, 2 ( )
kleZat/ -1 k2e—2at/ -1
= 34
2a 2a @ (34¢)
kleQ‘lt, —1 2c
_— = - 34d
2a ate kge2ct’ 41 (34d)
, 2
k2e—2at/ -1 (k3620t + 1)
=k
2a 4 e2ct! +
(1+a) (kzgeZCt/ + 1)
34
2ckqe2ct’ (34)
2¢c e—2at"=t1) _ 1
— = 34
(a +c Fac2 1 1) g a (340
" 2 1"
(kgeQCt + 1) (1+a) (k3€26t + 1)
k
4 e2ct” + 2ckge2et”
e—2a(t”—t1) -1
=— (34
9 (34g)
Conditions (34c) and (34f) ensure that Z.py = « and

TPy = a (i.e., switching occurs on §). Conditions (34d),
(34e) and (34g) guarantees that the trajectory is continuous
at times when switching occurs.

V. CONCLUSION AND FUTURE WORK

In this paper, we formulated a finite-horizon optimal
sensor gain control problem for minimum-information es-
timation of continuous-time Gauss-Markov processes. We
established the existence of an optimal control based on
Filippov’s theorem and a necessary optimality condition
based on Pontryagin’s minimum principle. For scalar cases,
we computed the optimal solution explicitly and showed that
the optimal control is piecewise constant with switching at
most twice. Future work includes the computation of the
optimal control for vector cases, analysis of the solution
for infinite-horizon problems, and the applications of the
obtained results to sensor data compression problems.

REFERENCES

[1]1 T. E. Duncan, “On the calculation of mutual information,” SIAM
Journal on Applied Mathematics, vol. 19, no. 1, pp. 215-220, 1970.

[2] T. Kadota, M. Zakai, and J. Ziv, “Mutual information of the white
Gaussian channel with and without feedback,” IEEE Transactions on
Information theory, vol. 17, no. 4, pp. 368-371, 1971.

[3] D. Guo, S. Shamai, and S. Verdd, “Mutual information and minimum
mean-square error in Gaussian channels,” IEEE transactions on infor-
mation theory, vol. 51, no. 4, pp. 1261-1282, 2005.

[4] D. P. Palomar and S. Verdd, “Gradient of mutual information in linear
vector Gaussian channels,” IEEE Transactions on Information Theory,
vol. 52, no. 1, pp. 141-154, 2005.

[5] G. Gallego, T. Delbruck, G. Orchard, C. Bartolozzi, B. Taba, A. Censi,
S. Leutenegger, A. Davison, J. Conradt, K. Daniilidis et al., “Event-
based vision: A survey,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, 2020.

[6] T. Tanaka, M. Skoglund, and V. Ugrinovskii, “Optimal sensor design
and zero-delay source coding for continuous-time vector Gauss-
Markov processes,” 2017 IEEE 56th Annual Conference on Decision
and Control (CDC), pp. 3992-3997, 2017.

[71 A. Gorbunov and M. S. Pinsker, “Prognostic epsilon entropy of
a Gaussian message and a Gaussian source,” Problemy Peredachi
Informatsii, vol. 10, no. 2, pp. 5-25, 1974.

[8] S. Tatikonda, A. Sahai, and S. Mitter, “Stochastic linear control over
a communication channel,” IEEE transactions on Automatic Control,
vol. 49, no. 9, pp. 1549-1561, 2004.

[9] M. S. Derpich and J. Ostergaard, “Improved upper bounds to the causal
quadratic rate-distortion function for Gaussian stationary sources,”
IEEE Transactions on Information Theory, vol. 58, no. 5, pp. 3131-
3152, 2012.

[10] C. D. Charalambous, P. A. Stavrou, and N. U. Ahmed, “Nonantici-
pative rate distortion function and relations to filtering theory,” IEEE
Transactions on Automatic Control, vol. 59, no. 4, pp. 937-952, 2013.

[11] T. Tanaka, K.-K. K. Kim, P. A. Parrilo, and S. K. Mitter, “Semidefinite
programming approach to Gaussian sequential rate-distortion trade-
offs,” IEEE Transactions on Automatic Control, vol. 62, no. 4, pp.
1896-1910, 2016.

[12] V. Kostina and B. Hassibi, “Rate-cost tradeoffs in control,” IEEE
Transactions on Automatic Control, vol. 64, no. 11, pp. 4525-4540,
2019.

[13] T. Tanaka, P. M. Esfahani, and S. K. Mitter, “LQG control with
minimum directed information: Semidefinite programming approach,”
IEEE Transactions on Automatic Control, vol. 63, no. 1, pp. 37-52,
2017.

[14] R. Bansal and T. Basar, “Simultaneous design of measurement and
control strategies for stochastic systems with feedback,” Automatica,
vol. 25, no. 5, pp. 679-694, 1989.

[15] A. Filippov, “On certain questions in the theory of optimal control,”
Journal of the Society for Industrial and Applied Mathematics, Series
A: Control, vol. 1, no. 1, pp. 76-84, 1962.

[16] D. Liberzon, Calculus of Variations and Optimal Control Theory: A
Concise Introduction. USA: Princeton University Press, 2011.

[17] M. Athans and P. L. Falb, Optimal control: an introduction to the
theory and its applications. Courier Corporation, 2013.

[18] D. Angeli and E. D. Sontag, “Monotone control systems,” [EEE
Transactions on automatic control, vol. 48, no. 10, pp. 1684-1698,
2003.

[19] J. Cortes, “Discontinuous dynamical systems,” IEEE Control Systems
Magazine, vol. 28, no. 3, pp. 36-73, 2008.

Authorized licensed use limited to: University of Texas at Austin. Downloaded on January 30,2024 at 21:31:18 UTC from IEEE Xplore. Restrictions apply.



