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Hoffman and Bridle [1] describe two
processes that the framework introduced
by Vinton et al. [2] did not explicitly con-
sider. These two processes, reversibility
of plastic responses and time lags in sensi-
tivity of responses to the environment, can
affect how plasticity impacts evolution.
These processes are easily incorporated
into our framework by adding stage
structure and lagged environmental drivers.
In Vinton et al. [2], when discussing the
costs of plasticity, we primarily focused
on energetic impacts on fitness, and
the role of environmental predictability.
Hoffman and Bridle [1] are correct that
differential impacts of plasticity across
an individual’s lifetime might determine
its response to different types of envi-
ronmental change.

In Vinton et al. [2], we took a quantitative
genetic approach whereby an individual’s
phenotypic trait can be decomposed into
a genetic and environmental component.
Environmental drivers impact the environ-
mental component of the phenotype [3].
For example, the presence of predators
may induce the development of armour
in Daphnia [4]. Morphological traits such
as armour that develop early in life are irre-
versible. Such irreversible plasticity could
impact population dynamics and evolution
if there is a cost of having armour in a
predator-free environment, a cost to not
having it in a predator-rich environment,

and/or the presence of predators fluctuates
with time. Thus, the expression of armour
remains constant at all ages greater than
the age at which it was produced. In con-
trast, other traits are reversible. For instance,
in Drosophila melanogaster, individuals
can reversibly adjust the fluidity of their
membranes in response to temperature
change [5]. Such phenotypically plastic
reversibility is most likely to impact evolu-
tion for long-lived species, or species
which experience high intragenerational
environmental variation.

Both the reversibility of plasticity and tem-
poral lag between the environmental cue
and the plastic response become especially
relevant for individuals experiencing high
temporal variation, especially in environ-
ments with low temporal autocorrelation.
For example, Daphnia exposed to predator
cues produce offspring that develop spines
even if the offspring does not experience
these cues. Thus, parental and develop-
mental cues can contradict each other
and the adaptive anticipatory effects prove
maladaptive. Environmental lags such as
these are straightforward to incorporate
into the framework in Vinton et al. [2]. To
do so, one must identify the pertinent envi-
ronmental drivers from previous time steps
and link their effects on phenotypic transi-
tions going forward [6].

Furthermore, spatial structure can impact
the effect of plasticity on fitness [7]. If the
environment is locally heterogeneous, the
organism might experience multiple envi-
ronments during its lifespan – in this con-
text plasticity will be beneficial. In contrast,
if the environment is locally homogeneous,
individuals may only experience a single
type of environment within their home
range. Here, there is less opportunity to
modify their phenotype.

The reversibility and time lags of plasticity
can be incorporated into our framework
introduced in Vinton et al. [2] via an ex-
plicit temporal component. This component

accounts for the stage of individuals, as well
as other issues that we did not include in
depth, such as how the cost of plasticity
may be related to the life stage in which
it occurs (Figure 1). To incorporate these
drivers, we recommend two relevant widely
used methods: structured population and
individual-based models (IBMs). Structured
population models such as integral projec-
tion models (IPMs) have the advantage that
they quantify all possible transitions between
phenotypic traits, even if these transitions
are unlikely. These models can also be
analysed with the tool box of linear algebra.
Specifically, trade-offs of plasticity within
lifecycle stages, or related to a quantitative
trait such as body size, can be incorporated
to assess the impact of plasticity on popula-
tion growth rate and evolution [3]. Similarly,
spatial structure can also be incorporated
[8]. Performing integrated sensitivity analysis
would allow us to assess how important
specific stages or traits are to population
dynamics and evolution while explicitly
incorporating lagged trade-offs. The data
to construct a model necessary for such
analysis are best obtained via experimental
manipulations – or via simulations. In addi-
tion to the data recommended in Vinton
et al. [2], experimental work will be neces-
sary to parameterise the stages at which
individuals are most sensitive to environ-
mental change, as well as at the stages
where phenotypic plasticity occurs [9].

A limitation of IPMs is that they become
computationally demanding when the
number of phenotypic traits being tracked
becomes large. IBMsmay bemore appro-
priate in such cases. A limitation of IBMs,
however, is that they only iterate forward
a sample of all possible phenotypic transi-
tions, such that each run of the model will
produce a different outcome, thus limiting
reproducibility. Nonetheless, the algorithms
defining IBMs are similar to those used in
structured population models. This similarity
means that, for low dimensional stage
models, insights gained from IPMs and
IBMs are equivalent [10].
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The flexibility of the proposed modelling
approaches has been vastly increased
in recent years. For instance, IPMs have
been expanded to examine the role
of plasticity on population growth rate,
phenotypic traits, life history traits, and
ecoevolutionary dynamics [3]. An exam-
ple includes the role of plasticity in great
tit (Parus major) in hatching date, coupled

with shifts in temperature [11]. Although
reversibility and environmentally lagged
variables have not been explicitly incor-
porated into these approaches, it is
a simple step to do so. The conditions
under which these processes impact the
role of plasticity in adaptive evolution
have yet to be investigated, and there
will likely be parameter space in which

factors such as reversibility and lag time
are more or less impactful. We pose the
utilisation of the aforementioned well-
developed approaches to theoretically and
empirically explore the impact of these
processes. Ultimately a spatiotemporal
framework will lend the ability to connect
hypotheses drawn from Vinton et al. [2]
to real-world systems.
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Figure 1. Factors that impact the cost of plasticity on individual fitness. In addition to the components discussed in Vinton et al. [2], here we explicitly include the
importance of the reversibility and temporal lag of plasticity, spatial structure and stage structure in the impact of plasticity on adaptive evolution. Spatial complexity (top left)
depicts the importance of the scale of spatial variability within an individual’s home range. Stage structure (top right) depicts the importance of the stage (e.g., age or body
size) in the potential benefit of plasticity. Trait reversibility and temporal lag (bottom right) refer to the potential impact of whether plasticity can be reversed, and the time lag
between when an individual is sensitive to an environment, and when the plasticity is manifested. Lastly, environmental component (bottom left) refers to the different types
of temporal change discussed in Vinton et al. [2], changes in the environmental mean, variation, and temporal autocorrelation.
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