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Abstract

Computer vision models suffer from a phenomenon

known as catastrophic forgetting when learning novel con-

cepts from continuously shifting training data. Typical solu-

tions for this continual learning problem require extensive

rehearsal of previously seen data, which increases memory

costs and may violate data privacy. Recently, the emer-

gence of large-scale pre-trained vision transformer mod-

els has enabled prompting approaches as an alternative

to data-rehearsal. These approaches rely on a key-query

mechanism to generate prompts and have been found to

be highly resistant to catastrophic forgetting in the well-

established rehearsal-free continual learning setting. How-

ever, the key mechanism of these methods is not trained

end-to-end with the task sequence. Our experiments show

that this leads to a reduction in their plasticity, hence sac-

rificing new task accuracy, and inability to benefit from ex-

panded parameter capacity. We instead propose to learn a

set of prompt components which are assembled with input-

conditioned weights to produce input-conditioned prompts,

resulting in a novel attention-based end-to-end key-query

scheme. Our experiments show that we outperform the cur-

rent SOTA method DualPrompt on established benchmarks

by as much as 4.5% in average final accuracy. We also

outperform the state of art by as much as 4.4% accuracy

on a continual learning benchmark which contains both

class-incremental and domain-incremental task shifts, cor-

responding to many practical settings. Our code is avail-

able at https://github.com/GT-RIPL/CODA-Prompt

1. Introduction

For a computer vision model to succeed in the real world,

it must overcome brittle assumptions that the concepts it

will encounter after deployment will match those learned

a-priori during training. The real world is indeed dynamic

and contains continuously emerging objects and categories.

Once deployed, models will encounter a range of differ-

ences from their training sets, requiring us to continuously
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Figure 1. Prior work [65] learns a pool of key-value pairs to select

learnable prompts which are inserted into several layers of a pre-

trained ViT (the prompting parameters are unique to each layer).

Our work introduces a decomposed prompt which consists of

learnable prompt components that assemble to produce attention-

conditioned prompts. Unlike prior work, ours is optimized in an

end-to-end fashion (denoted with thick, green lines).

update them to avoid stale and decaying performance.

One way to update a model is to collect additional train-

ing data, combine this new training data with the old train-

ing data, and then retrain the model from scratch. While

this will guarantee high performance, it is not practical for

large-scale applications which may require lengthy training

times and aggressive replacement timelines, such as models

for self-driving cars or social media platforms. This could

incur high financial [26] and environmental [33] costs if the

replacement is frequent. We could instead update the model

by only training on the new training data, but this leads to

a phenomenon known as catastrophic forgetting [46] where

the model overwrites existing knowledge when learning the

new data, a problem known as continual learning.

The most effective approaches proposed by the continual

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.

Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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learning community involve saving [50] or generating [55]

a subset of past training data and mixing it with future task

data, a strategy referred to as rehearsal. Yet many impor-

tant applications are unable to store this data because they

work with private user data that cannot be stored long term.

In this paper, we instead consider the highly-impactful

and well-established setting of rehearsal-free continual

learning [38, 56, 57, 65, 66]1, limiting our scope to strate-

gies for continual learning which do not store training

data. While rehearsal-free approaches have classically

under-performed rehearsal-based approaches in this chal-

lenging setting by wide-margins [57], recent prompt-based

approaches [65, 66], leveraging pre-trained Vision trans-

formers (ViT), have had tremendous success and can even

outperform state-of-the-art (SOTA) rehearsal-based meth-

ods. These prompting approaches boast a strong protection

against catastrophic forgetting by learning a small pool of

insert-able model embeddings (prompts) rather than mod-

ifying vision encoder parameters directly. One drawback

of these approaches, however, is that they cannot be opti-

mized in an end-to-end fashion as they use a key and query

to select a prompt index from the pool of prompts, and thus

rely on a second, localized optimization to learn the keys

because the model gradient cannot backpropagate through

the key/query index selection. Furthermore, these meth-

ods reduce forgetting by sacrificing new task accuracy (i.e.,

they lack sufficient plasticity). We show that expanding the

prompt size does not increase the plasticity, motivating us

to grow learning capacity from a new perspective.

We replace the prompt pool with a decomposed prompt

that consists of a weighted sum of learnable prompt com-

ponents (Figure 1). This decomposition enables higher

prompting capacity by expanding in a new dimension (the

number of components). Furthermore, this inherently en-

courages knowledge re-use, as future task prompts will in-

clude contributions from prior task components. We also

introduce a novel attention-based component-weighting

scheme, which allows for our entire method to be optimized

in an end-to-end fashion unlike the existing works, increas-

ing our plasticity to better learn future tasks. We boast sig-

nificant performance gains on existing rehearsal-free con-

tinual learning benchmarks w.r.t. SOTA prompting base-

lines in addition to a challenging dual-shift benchmark con-

taining both incremental concept shifts and covariate do-

main shifts, highlighting our method’s impact and gener-

ality. Our method improves results even under equivalent

parameter counts, but importantly can scale performance

by increasing capacity, unlike prior methods which quickly

plateau. In summary, we make the following contributions:

1We focus on continual learning over a single, expanding classification

head called class-incremental continual learning. This is different from the

multi-task continual learning setting, known as task-incremental continual

learning, where we learn separate classification heads for each task and the

task label is provided during inference. [25, 61]

1. We introduce a decomposed attention-based prompt-

ing for rehearsal-free continual learning, characterized

by an expanded learning capacity compared to exist-

ing continual prompting approaches. Importantly, our

approach can be optimized in an end-to-end fashion,

unlike the prior SOTA.

2. We establish a new SOTA for rehearsal-free continual

learning on the well-established ImageNet-R [21, 65]

and CIFAR-100 [32] benchmarks, beating the previous

SOTA method DualPrompt [65] by as much as 4.5%.

3. We evaluate on a challenging benchmark with dual

distribution shifts (semantic and covariate) using the

ImageNet-R dataset, and again outperform the state of

art, highlighting the real-world impact and generality

of our approach.

2. Background and Related Work

Continual Learning: Continual learning approaches can

be organized into a few broad categories which are all

useful depending on the problem setting and constraints.

One group of approaches expands a model’s architecture

as new tasks are encountered; these are highly effective for

applications where a model growing with tasks is practi-

cal [16, 35, 39, 43, 54]. Another approach is to regularize

the model with respect to past task knowledge while train-

ing the new task. This can either be done by regularizing

the model in the weight space (i.e., penalize changes to

model parameters) [2, 15, 30, 58, 71] or the prediction space

(i.e., penalize changes to model predictions) [1,8,23,34,38].

Regularizing knowledge in the prediction space is done us-

ing knowledge distillation [22] and it has been found to

perform better than model regularization-based methods for

continual learning when task labels are not given [36, 60].

Rehearsal with stored data [3±5, 7, 9, 10, 18, 19, 24, 29,

41, 50±52, 63, 67] or samples from a generative model [27,

28, 47, 55, 59] is highly effective when storing training data

or training/saving a generative model is possible. Unfortu-

nately, for many machine learning applications long-term

storage of training data will violate data privacy, as well as

incur a large memory cost. With respect to the generative

model, this training process is much more computationally

and memory intensive compared to a classification model

and additionally may violate data legality concerns because

using a generative model increases the chance of memo-

rizing potentially sensitive data [45]. This motivates us to

work on the important setting of rehearsal-free approaches

to mitigate catastrophic forgetting.

Rehearsal-Free Continual Learning: Recent works pro-

pose producing images for rehearsal using deep-model in-

version [12, 17, 56, 68]. While these methods perform well

compared to generative modeling approaches and simply
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rehearse from a small number of stored images, model-

inversion is a slow process associated with high compu-

tational costs in the continual learning setting, and fur-

thermore these methods under-perform rehearsal-based ap-

proaches by significant margins [56]. Other works have

looked at rehearsal-free continual learning from an online

ªstreamingº learning perspective using a frozen, pre-trained

model [20, 40]. Because we allow our models to train to

convergence on task data (as is common for continual learn-

ing [67]), our setting is very different.

Continual Learning in Vision Transformers: Recent

work [6, 37, 69] has proven transformers to generalize well

to unseen domains. For example, one study varies the num-

ber of attention heads in Vision transformers and conclude

that ViTs offer more robustness to forgetting with respect to

CNN-based equivalents [44]. Another [70] shows that the

vanilla counterparts of ViTs are more prone to forgetting

when trained from scratch. Finally, DyTox [14] learns a

unified model with a parameter-isolation approach and dy-

namically expands the tokens processed by the last layer to

mitigate forgetting. For each task, they learn a new task-

specific token per head using task-attention based decoder

blocks. However, the above works either rely on exemplars

to defy forgetting or they need to train a new transformer

model from scratch, a costly operation, hence differing from

our objective of exemplar-free CL using pre-trained ViTs.

Prompting for Continual Learning: Prompt-based ap-

proaches for continual learning boast a strong protection

against catastrophic forgetting by learning a small num-

ber of insert-able model instructions (prompts) rather than

modifying encoder parameters directly. The current state-

of-the-art approaches for our setting, DualPrompt [65] and

L2P [66], create a pool of prompts to be selected for inser-

tion into the model, matching input data to prompts without

task id with a local clustering-like optimization. We build

upon the foundation of these methods, as discussed later in

this paper. We note that the recent S-Prompts [64] method

is similar to these approaches but designed for domain-

incremental learning (i.e., learning the same set of classes

under covariate distribution task shifts), which is different

than the class-incremental continual learning setting of our

paper (i.e., learn emerging object classes in new tasks).

3. Preliminaries

3.1. Continual Learning

In our continual learning setting, a model is sequentially

shown N tasks corresponding to non-overlapping subsets

of semantic object classes. Each class appears in only a sin-

gle task, and the goal is to incrementally learn to classify

new object classes as they are introduced while retaining

performance on previously learned classes. To describe our

models, we denote θ as a pre-trained vision encoder and ϕn

as our classifier head with logits corresponding to task n

classes. In this paper, we deal with the class-incremental

continual learning setting rather than the task-incremental

continual learning setting. Class-incremental continual

learning is challenging because the learner must support

classification across all classes seen up to task n [25] (i.e.,

no task labels are provided to the learner during inference).

Task-incremental continual learning is a simpler multi-task

setting where the task labels are given during both training

and inference.

We also include experiments that contain both class-

incremental and domain-incremental continual learning

at the same time. The difference between this setting and

the former is that we also inject covariate distribution

shifts (e.g., task 1 might include real images and clip-art,

whereas task 2 might include corrupted photos and artistic

paintings). The motivation is to make continual learning

more practical - as in the real world we might encounter

these dual types of domain shifts as well.

3.2. Prompting with Prefix-Tuning

In our work, we do not change the technical founda-

tions of prompting from the prior state-of-the-art Dual-

Prompt [65]. We instead focus on the selection and for-

mation of the prompt (including enabling an end-to-end op-

timization of all prompting components), and the resulting

prompt is used by the vision transformer encoder in an iden-

tical fashion to DualPrompt. This allows us to make a fair

comparison with respect to our novel contributions.

As done in DualPrompt, we pass prompts to several

multi-head self-attention (MSA) layers in a pre-trained ViT

transformer [13, 62] and use prefix-tuning over prompt-

tuning2, which prepends prompts to the keys and values of

an MSA layer rather than prepending prompts to the input

tokens. The layers in which prompting occurs is set as a hy-

perparameter, and the prompting parameters are unique be-

tween layers. We define a prompt parameter as p ∈ R
Lp×D

where Lp is the prompt length (chosen as a hyperparame-

ter) and D is the embedding dimension (768). Consider an

MSA layer with input h ∈ R
L×D, and query, key, and val-

ues given as hQ,hK ,hV , respectively. In the ViT model,

hQ = hK = hV = h. The output of this layer is given as:

MSA(hQ,hK ,hV ) = Concat (h1, . . . , hm)W
O

where hi = Attention
(

hQW
Q
i ,hKWK

i ,hV W
V
i

) (1)

where WO, W
Q
i , WK

i , and WV
i are projection matrices

and m is the number of heads. We split our prompt p into

{pK ,pV } ∈ R
Lp

2
×D and prepend them to hK and hV with

2We refer the reader to sections 4.2 and 5.4 of the the DualPrompt [65]

paper for a discussion on this design choice.
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prefix-tuning (P-T) as:

fP−T (p,h) = MSA(hQ, [pK ;hK ] , [pV ;hV ]) (2)

The result is that we now only train a small number of pa-

rameter (the prompts) while leaving the rest of the trans-

former encoder unmodified. The critical question that now

remains is how to select and update prompts in a continuous

fashion? The next subsection will discuss how prior works

select and update prompts.

3.3. L2P and DualPrompt

L2P [66] and DualPrompt [65] select prompts from a

pool using an image-wise prompt query. Specifically, these

methods use a key-value pair based query strategy3 to dy-

namically select instance-specific prompts from a pool of

candidate prompts. Each prompt pm is selected from a

pool of learnable keys km ∈ R
D where M is the size of

the prompt pool, based on cosine similarity to an input-

conditioned query. Queries are produced as: q(x) ∈ R
D =

θ(x) where θ is the pretrained ViT encoder and x is the

input image4. A query q(x) is matched to a key km by se-

lecting the key with the highest cosine similarity, denoted

as: γ(q(x),km). The keys are learned with a separate op-

timization from the task classification loss by simply max-

imizing the cosine similarity between each matched q(x)
and km, acting as a clustering-like approach. However, this

approach does not directly update the key with gradients

from the task loss, which is critical in our experiments.

4. Method

4.1. Prompt Formation

While prompting has been shown to perform excep-

tionally well in terms of mitigating catastrophic forgetting,

the existing state-of-the-art approach DualPrompt lacks the

ability to expand learning capacity within a given task.

Specifically, DualPrompt learns a single prompt for each

new task - regardless if the task is easy (such as learning a

handful of new object classes) or complex (such as learn-

ing a large number of new object classes). One might try to

increase the length of the prompt, but we show in our exper-

iments (Section 5.3) that increasing the prompt length has

saturated returns. Intuitively, we instead desire a method

where the learning capacity is correlated to the underlying

complexity of task data, rather than a single prompt. Addi-

tionally, we desire an approach that is end-to-end differen-

tiable, which we conjecture increases the ability to learn a

new task with higher accuracy.

3We note that the difference between L2P and DualPrompt w.r.t.

prompt querying is that the size of the prompt pool in L2P is chosen as a

hyperparameter, but in DualPrompt it is equal to the number of tasks and,

during training, DualPrompt selects the prompt using task-id (and selects

the closest key-query match during inference).
4The output is read from the class token.

We grow our learning capacity by introducing a new

axis: a set of prompt components. Rather than pick and

choose prompts from a pool, we learn a set of prompt com-

ponents which, via a weighted summation, form a decom-

posed5 prompt that is passed to the corresponding MSA

layer. This allows us to grow our prompting capacity to

arbitrary depth and capture the rich underlying complexity

of any task while maintaining a fixed prompt length. In

addition, prompting in new tasks will inherently reuse the

previously acquired knowledge of past tasks rather than ini-

tializing a new task prompt from scratch.

Specifically, we replace learnable prompt parameter p

with a weighted summation over the prompt components:

p =
∑

m

αmPm (3)

where P ∈ R
Lp×D×M is our set of prompt components, M

is the length of our set (i.e., the introduced axis of additional

capacity), and α is a weighting vector that determines the

contribution of each component which will be discussed in

the next subsection.

A distinct difference between our method and

L2P/DualPrompt is that all of our learnable parame-

ters are optimized using the classification loss rather than

splitting into two separate loss optimizations. This allows

for better end-to-end learning in our method, and we argue

this is a key reason why our method performs better in the

benchmarks described in Section 5.

4.2. Prompt-Component Weighting

Rather than a pool of prompts, we have a set of prompt

components and desire to produce a weight vector α given

a query θ(x), rather than a prompt index. We compute the

cosine similarity between a query and keys to produce our

weighting vector as:

α = γ(q(x),K)

= {γ(q(x),K1), γ(q(x),K2), . . . , γ(q(x),KM )}
(4)

where K ∈ R
D×M contains keys corresponding to our

prompt components. The intuition here is that the contribut-

ing magnitude of each prompt component Pm to the final

prompt p is determined by the similarity between the query

q(x) and corresponding key Km.

The prompt-query matching can be thought of as cluster-

ing in a high dimension space D which is a well-known and

difficult problem [31]. To mitigate this drawback, we intro-

duce another component to our key-query matching: atten-

tion. Each Pm has a corresponding attention vector Am

in addition to the key Km. This allows the the query to

focus on certain features from the high dimensional query

5Decomposed in the sense that our prompt is a weighted summation of

components.
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Figure 2. Our CODA-Prompt approach to rehearsal-free continual learning. An input (e.g., image) is passed through a query function

(we use the pretrained ViT encoder) and used for a novel attention-based prompt-selection scheme to produce prompts which are passed

to multiple layers of a large-scale, pre-trained transformer. Our method is parameterized by an expanding set of small prompt components,

with each prompt having a corresponding key and attention vector. Both the input and produced prompts are passed through the transformer

and sent to the task head. Only the prompting and task parameters are learned which is parameter efficient and no training data is stored for

replay which is memory-efficient and privacy preserving. Importantly, our prompt selection scheme can be optimized end-to-end, unlike

prior works which have a local similarity-based optimization for key-query matching.

q(x) output - for example, a prompt component used for

mammalian face features to classify dogs and cats would be

able to focus on relevant query features such as eye place-

ment and skin texture, and furthermore ignore features of

unrelated semantics, such as features useful for automo-

bile classification. We use a simple feature-selection at-

tention scheme with element-wise multiplication between

the query vector and attention vector to create an attended-

query which is then used for the key-similarity matching.

Specifically, our updated approach to producing our weight-

ing vector is:

α = γ(q(x)⊙A,K)

= {γ(q(x)⊙A1,K1), . . . , γ(q(x)⊙AM ,KM )}
(5)

where A ∈ R
D×M contains learnable parameters (atten-

tion vectors) corresponding to our prompt components and

⊙ is the element-wise product (also known as the Hadamard

product). Notice that our attention vectors are learnable fea-

ture weightings rather than input-conditioned modules - we

found that this fixed representation was less vulnerable to

forgetting by its simple design, similar to the our prompt

component keys.

4.3. Expansion & Orthogonality

Crucial to mitigating catastrophic forgetting is the avoid-

ance of overwriting knowledge acquired in prior tasks.

When we visit a new task we freeze our current compo-

nents and expand the set, only updating the new compo-

nents. This is visualized in the bottom of Figure 2 where

the existing parameters are locked and only the expanded

parameters are optimized. Specifically, in task t we learn
M
N

components where N is the number of tasks and M is a

chosen hyperparameter, keeping the previous
(t−1)·M

N
com-

ponents frozen. This expansion is enabled by our attention-

based component-weighting scheme, in that expanding our

parameters do not alter the computation of weights α cor-

responding previously learned components. For exam-

ple, expanding the capacity of a nonlinear model like an

MLP module, transformer attention head [13], or hyper-

network [63] would alter the weight outputs of previously

learned components.

While the prior heuristic is focused on reducing catas-

trophic forgetting (not destroying previously acquired

knowledge), we also want to reduce interference between

existing and new knowledge. To do this, we add an orthog-

onality constraint to P , K, and A. The intuition is that or-

thogonal vectors have less interference with each other. For

example, we would want a key and prompt learned in task

2 to not attract task 1 data, otherwise the encoder output for

task 1 data will change, resulting in misclassified data. We

introduce a simple orthogonality penalty loss to our method

as:

Lortho(B) = ||BB⊤ − I||2 (6)

where B represents any arbitrary matrix.

4.4. Full Optimization

Given task classification loss L, our full optimization is:

min
Pn,Kn,An,φn

L(fφ(fθ,P ,K,A(x)), y) +

λ(Lortho (P ) + Lortho (K) + Lortho (A))
(7)

where Pn,Kn,An refer to the prompt components and

corresponding keys/attention vectors that are unfrozen and
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trained during task n (see Section 4.3) and λ is a hyperpa-

rameter balancing the orthogonality loss. Note that we do

not update the logits of past task classes, consistent with

L2P and DualPrompt. We formally refer to our method

as COntinual Decomposed Attention-based Prompting, or

simply CODA-P.

5. Experiments

We benchmark our approach with several image datasets

in the class-incremental continual learning setting. We im-

plemented baselines which do not store training data for re-

hearsal: Learning without Forgetting (LwF) [38], Learning

to Prompt (L2P) [66], and DualPrompt [65]. Additionally,

we report the upper bound performance (i.e., trained offline)

and performance for a neural network trained only on classi-

fication loss using the new task training data (we refer to this

as FT), and include an improved version of FT which uses

the same classifier implementation6 as L2P/DualPrompt

(referred to as FT++). We also compare to Experience Re-

play [11] to provide additional context to our results. We

implement our method and all baselines in PyTorch [48] us-

ing the ViT-B/16 backbone [13] pre-trained on ImageNet-

1K [53]. Our contribution includes faithful PyTorch im-

plementations of the popular prompting baselines L2P and

DualPrompt, which were released in JAX [65, 66]. Our im-

plementations of the competing methods actually achieve

slight boosts in the performance of DualPrompt in most

benchmarks, as well as significant performance boosts in

L2P due to the improved prompting type7 (which we refer

to as L2P++).

DualPrompt uses length 5 prompts in layers 1-2 (referred

to as general prompts) and length 20 prompts in layers 3-5

(referred to as task-expert) prompts. We insert prompts into

the same layers as DualPrompt (layers 1-5) for CODA-P

and use a prompt length of 8 and 100 prompt components,

which were chosen with a hyperparameter sweep on vali-

dation data to have the best trade-off between performance

and parameter efficiency. Because our approach introduces

more learnable parameters compared to DualPrompt, we

include a variant of out method CODA-P-S which uses a

smaller number of parameters equal to DualPrompt for ad-

ditional comparison. We show that our method outperforms

other methods even under this condition, while still retain-

ing the capability to scale if desired.

We report results on the test dataset, but emphasize that

all hyperparameters and design decisions (including for the

baselines) were made using validation data (20% of the

training data). Unlike DualPrompt, we run our benchmarks

for several different shuffles of the task class order and re-

6See the SM for additional details
7As discussed in Section 3.2, we use pre-fix tuning over prompt-tuning

for all implementations as is shown to work best for continual learn-

ing [65].

port the mean and standard deviation of these runs. We do

this with a consistent seed (different for each trial) so that

results can be directly compared. This is crucial because the

results with different shuffling order can be different due to

differences in task difficulty and their appearance order. We

include additional implementation details and results in the

Supplementary Material (SM).

Evaluation Metrics: We evaluate methods using (1) aver-

age final accuracy AN , or the final accuracy with respect

to all past classes averaged over N tasks, and (2) average

forgetting [9, 41, 42] FN , or the drop in task performance

averaged over N tasks. The reader is referred to our SM

for additional details about these metrics. We emphasize

that AN is the more important metric and encompasses both

method plasticity and forgetting, whereas FN simply pro-

vides additional context.

5.1. CODA-P sets the SOTA on existing benchmarks

We first evaluate our method and state of art on sev-

eral well-established benchmarks. Table 1 provides results

for ImageNet-R [21, 65] which is composed of 200 object

classes with a wide collection of image styles, including

cartoon, graffiti, and hard examples from the original Im-

ageNet dataset [53]. This benchmark is attractive because

the distribution of training data has significant distance to

the pre-training data (ImageNet), thus providing a fair and

challenging problem setting. In addition to the original

10-task benchmark, we also provide results with a smaller

number of large tasks (5-task) and a larger number of small

tasks (20 task). We first notice that our reported perfor-

mance for DualPrompt is a few percentage points higher

compared to the original DualPrompt [65] paper. We re-

implemented the method from scratch in a different frame-

work (PyTorch [48]) and suspect the difference has to do

with our averaging over different class-order shuffling. We

note that our implementation of L2P (L2P++) performs sig-

nificantly better than originally reported because we use the

same form of prompting as DualPrompt (for fair compari-

son). Furthermore, our ªDeep L2P ++º, which prompts at

the same 5 layers as DualPrompt (rather than only at layer

1), actually performs similarly to DualPrompt. See supple-

mentary for discussion and figures illustrating this.

Importantly, we see that our method has strong gains

in average accuracy across all three task lengths, with

as much as 4.5% improvement in average accuracy

over DualPrompt. We remind the reader that CODA-P

is our proposed method with tuned prompt length and

component set size, whereas CODA-P-S is downsized

(see SM for exact details) to exactly match the number

of learnable parameters as DualPrompt. We notice that

our method often has slightly higher average forgetting

compared to DualPrompt. Given that average accuracy is

the crucial metric that captures practical performance, we
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Table 1. Results (%) on ImageNet-R. Results are included for 5 tasks (40 classes per task), 10 tasks (20 classes per task), and 20 tasks

(10 classes per task). AN gives the accuracy averaged over tasks and FN gives the average forgetting. We report results over 5 trials.

Tasks 5 10 20

Method AN (↑) FN (↓) AN (↑) FN (↓) AN (↑) FN (↓)

UB 77.13 - 77.13 - 77.13 -

ER (5000) 71.72± 0.71 13.70± 0.26 64.43± 1.16 10.30± 0.05 52.43± 0.87 7.70± 0.13
FT 18.74± 0.44 41.49± 0.52 10.12± 0.51 25.69± 0.23 4.75± 0.40 16.34± 0.19

FT++ 60.42± 0.87 14.66± 0.24 48.93± 1.15 9.81± 0.31 35.98± 1.38 6.63± 0.11
LwF.MC 74.56± 0.59 4.98± 0.37 66.73± 1.25 3.52± 0.39 54.05± 2.66 2.86± 0.26
L2P++ 70.83± 0.58 3.36± 0.18 69.29± 0.73 2.03± 0.19 65.89± 1.30 1.24± 0.14

Deep L2P++ 73.93± 0.37 2.69± 0.10 71.66± 0.64 1.78± 0.16 68.42± 1.20 1.12± 0.13
DualPrompt 73.05± 0.50 2.64± 0.17 71.32± 0.62 1.71± 0.24 67.87± 1.39 1.07± 0.14
CODA-P-S 75.19± 0.47 2.65± 0.15 73.93± 0.49 1.60± 0.20 70.53± 1.24 1.00± 0.15
CODA-P 76.51± 0.38 2.99± 0.19 75.45± 0.56 1.64± 0.10 72.37± 1.19 0.96± 0.15

Table 2. Results (%) on CIFAR-100 and DomainNet. AN gives the accuracy averaged over tasks and FN gives the average forgetting.

We report results over 5 trials for CIFAR-100 and 3 trials for DomainNet (due to dataset size).

(a) 10-task CIFAR-100 (10 classes per task)

Method AN (↑) FN (↓)

Upper-Bound 89.30 -

ER (5000) 76.20± 1.04 8.50± 0.37
FT 9.92± 0.27 29.21± 0.18

FT++ 49.91± 0.42 12.30± 0.23
LwF.MC 64.83± 1.03 5.27± 0.39
L2P++ 82.50± 1.10 1.75± 0.42

Deep L2P++ 84.30± 1.03 1.53± 0.40

DualPrompt 83.05± 1.16 1.72± 0.40
CODA-P-S 84.59± 0.87 1.76± 0.28
CODA-P 86.25± 0.74 1.67± 0.26

(b) 5-task DomainNet (69 classes per task)

Method AN (↑) FN (↓)

Upper-Bound 79.65 -

ER (5000) 58.32± 0.47 26.25± 0.24
FT 18.00± 0.26 43.55± 0.27

FT++ 39.28± 0.21 44.39± 0.31
LwF.MC 74.78± 0.43 5.01± 0.14
L2P++ 69.58± 0.39 2.25± 0.08

Deep L2P++ 70.54± 0.51 2.05± 0.07
DualPrompt 70.73± 0.49 2.03± 0.22

CODA-P-S 71.80± 0.57 2.54± 0.10
CODA-P 73.24± 0.59 3.46± 0.09

are not worried by the slight uptick in forgetting. In fact,

we argue it is very reasonable and reflects the strength of

our approach: our method has a larger capacity to learn

new tasks, and thus we can sacrifice marginally higher

forgetting. Crucially, we see that as the task sequence

length grows, the forgetting metric of our method versus

DualPrompt begin to converge to a similar value.

We provide results for experience replay to provide ad-

ditional context of our results. While the gap between re-

hearsal with a substantial coreset size (i.e., the buffer size

of replay data) and our approach is small for the short task

sequence, we see that our method strongly outperforms re-

hearsal in the longer task sequence.

Tables 2a and 2b provide results on additional8

benchmarks ten-task CIFAR-100 [32] and five-task Do-

mainNet [49]. While neither dataset is as impactful as

ImageNet-R in terms of challenge and distance from the

pre-trained distribution, these tables provide additional

8Note that the hyperparameters for both DualPrompt and CODA-P

were tuned on ImageNet-R, which was intentionally done to evaluate ro-

bustness of all methods.

context to our method’s performance. These tables illus-

trate a similar story to the ImageNet-R benchmarks, with

improvements of +3.2% and +2.5%, respectively. We

do note that, surprisingly, LwF [38] slightly outperforms

prompting on this benchmark.

5.2. CODA-P sets the SOTA for a new dual-shift
benchmark

We also evaluate on a challenging dual-shift benchmark

using the ImageNet-R dataset. Our motivation is to show

robustness to two different types of continual distribution

shifts: semantic and covariate. We accomplish this by ran-

domly selecting image types from the ImageNet-R dataset

to include in each task’s training data (while keeping the

evaluation data unmodified). The reader is refereed to our

SM for more details. Results for this benchmark are pro-

vided in Table 3. Compared to 5-task ImageNet-R where

our method improves SOTA by 4.5% average accuracy, we

see a 4.4% improvement on this 5-task benchmark with sim-

ilar forgetting margins. Our results indicate that CODA-P

better generalizes to real-world type shifts.
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Table 3. Results (%) on ImageNet-R with covariate domain

shifts. Results are included for 5 tasks (40 classes per task). We

simulate domain shifts by randomly removing 50% of the dataset’s

domains (e.g., clipart, paintings, and cartoon) for the training data

of each task (see SM for more details). AN gives the accuracy av-

eraged over tasks and FN gives the average forgetting. We report

results over 5 trials.

Method AN (↑) FN (↓)

Upper-Bound 77.13 2.66
ER (5000) 67.39± 0.37 11.94± 0.17

FT 17.93± 0.27 37.49± 0.28
FT++ 54.51± 0.68 14.41± 0.33

LwF.MC 64.02± 1.55 7.05± 0.27
L2P++ 65.08± 0.29 2.79± 0.32

Deep L2P++ 65.74± 0.12 2.48± 0.30
DualPrompt 66.98± 0.08 2.21± 0.28

CODA-P-S 69.73± 0.18 2.35± 0.19
CODA-P 71.35± 0.08 2.56± 0.26

Table 4. Ablation Results (%) on 10-task ImageNet-R. AN

gives the accuracy averaged over tasks and FN gives the average

forgetting. We report results over 5 trials.

Method AN (↑) FN (↓)

CODA-P 75.45± 0.56 1.64± 0.10
Ablate Attention 74.52± 0.65 1.67± 0.13
Ablate Freezing 74.60± 0.64 2.29± 0.10

Ablate Orthogonality 70.66± 0.60 1.74± 0.25

5.3. Ablations and Additional Analysis

We take a closer look at our method with ablation stud-

ies and additional analysis. In Table 4 we show the effect of

removing a few key components of our method: attention

keys, freezing of past task components, and our orthogonal-

ity regularization. We show that removing attention slightly

reduces forgetting degrades performance on average accu-

racy (the more important metric). This makes sense be-

cause removing the attention keys makes our query process-

ing more aligned with the L2P/DualPrompt methods which

boast low forgetting but lack sufficient learning capacity.

We see larger drops when removing freezing and orthogo-

nality. This indicates that these aspects are crucial to our

approach. Our intuition is is that, without these, our prompt

formation is similar to a shallow MLP module which, un-

regularized, should suffer from high forgetting.

We also look at our ability to grow in model capacity

along our newly introduced prompt component dimension

using the 5-task ImageNet-R benchmark (with validation

data). We show in Figure 3 that, with a number of prompt

components equal to the number of prompts learned in

DualPrompt, we achieve higher performance. Importantly,

when we increase the number of components, we are able

to leverage the scaled parameters for significantly higher

Figure 3. Analysis of average accuracy AN vs prompt com-

ponents (or pool size) for CODA-P, L2P, and DualPrompt. The

setting is 5 task ImageNet-R, and we report the mean over 3 trials.

Figure 4. Analysis of average accuracy AN vs prompt length

for CODA-P, L2P, and DualPrompt. The setting is 5 task

ImageNet-R, and we report the mean over 3 trials.

performance, finding that our method is closer to upper

bound performance than it is to DualPrompt in average

accuracy. Because the prompt pool in L2P can be increased

to arbitrary size as well, we include results in this analysis

as well. However, we show that the L2P method peaks with

a pool size equal to twice the task sequence length, and

then drops in performance. This reflects that our prompt

components benefit from scale, whereas the existing prompt

pool actually suffer.

Finally, we show average accuracy versus prompt length

in Figure 4 using the same setting as above. The purpose

of this experiment is to emphasize that accuracy saturates

with prompt length, thus motivating the need to expand in

our introduced component dimension. Additional analysis

and hyperparameter sweeps is available in our SM.

6. Conclusion

We present COntinual decomposed attention-based

prompting (CODA-Prompt) for rehearsal-free continual

learning. Our approach assembles learnable prompt compo-

nents which are then inserted into a pre-trained ViT encoder

for image classification. Importantly, CODA-Prompt is op-

timized in an end-to-end fashion (unlike prior SOTA meth-

ods which involve two, separate optimizations). Further-

more, CODA-Prompt can scale prompting capacity to ar-

bitrary sizes. We set a new SOTA on both well-established

benchmarks and a dual-distribution shift benchmark (con-

taining semantic and covariate shifts), highlighting the

potential real world impact and generality of our approach.
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