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Coupling Asymmetry Optimizes Collective
Dynamics over Multiplex Networks

Zhao Song and Dane Taylor

Abstract—Networks are often interconnected, with one system wielding greater influence over another. However, the effects of such
asymmetry on self-organized phenomena (e.g., consensus and synchronization) are not well understood. Here, we study collective
dynamics using a generalized graph Laplacian for multiplex networks containing layers that are asymmetrically coupled. We explore
the nonlinear effects of coupling asymmetry on the convergence rate toward a collective state, finding that asymmetry induces one or
more optima that maximally accelerate convergence. When a faster and a slower system are coupled, depending on their relative
timescales, their optimal coupling is either cooperative (network layers mutually depend on one another) or non-cooperative (one
network directs another without a reciprocated influence). It is often optimal for the faster system to more-strongly influence the slower
one, yet counter-intuitively, the opposite can also be true. As an application, we model collective decision-making for a human-Al
system in which a social network is supported by an Al-agent network, finding that a cooperative optimum requires that these two
networks operate on a sufficiently similar timescale. More broadly, our work highlights the optimization of coupling asymmetry and
timescale balancing as fundamental concepts for the design of collective behavior over interconnected systems.

Index Terms—Multiplex Networks, Asymmetric Coupling, Interconnected Systems, SupralLaplacian, Consensus Dynamics.

1 INTRODUCTION

OLLECTIVE dynamics are widespread in nature and
C technology [1] with applications ranging from synchro-
nized oscillations in brains [2] and power grids [3] to con-
sensus processes in social networks [4]-[7], animal groups
[8], [9], and decentralized algorithms for machine learning
and AI [10]-[15]. The formulation of many such models
involves a graph Laplacian matrix L. whose entries encode
a network, including models for the synchronization of
networks of identical dynamical systems [16], [17] and het-
erogeneous phase oscillators [18], [19], consensus dynamics
[15], [20], Markov chains [21], [22], diffusion [23], [24], and
DC electricity flow [25]. The analyses of such systems often
utilize spectral theory, and in particular, the second-smallest
eigenvalue A, of L can help determine dynamical properties
such as convergence rate [15], [20] and local stability [16],
[17].

One should note, however, that systems rarely exist
in total isolation, and it is important to understand the
dynamics of interconnected (i.e., multilayer) networks [26],
[27]. A popular modeling framework is multiplex networks
[28], consisting of network layers, each involving the same
set of nodes but possibly different edges (called intralayer
edges). In recent years, there has been growing interest in ex-
tending Laplacian-based models to the setting of multiplex
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networks, including work on random walks [29]-[32], syn-
chronization [33]-[37], and diffusion [38]-[40]. Of particular
importance are supraLaplacian matrices [38], [39] that general-
ize graph Laplacians to multiplex networks, thereby extend-
ing the general field of Laplacian-based dynamics to this
setting. Importantly, existing research on supraLaplacian
matrices and related applications has focused on multiplex
networks in which the layers are symmetrically coupled
using undirected interlayer edges. This is problematic since
the effects of asymmetry are known to play a crucial role
in shaping self-organization for network-coupled dynam-
ical systems [41]-[47], and they provide opportunities for
system optimization [48]. Moreover, it is natural to assume
that the relationship between networks is asymmetric for
many contexts.

Here, we propose and analyze a model for intercon-
nected consensus systems, which can represent, for ex-
ample, collective decision-making over a social network
that is supported by AI agents, which provide decision
support and themselves interact and cooperatively learn.
(See Sec. 5 for further description.) Human-AlI systems are
gaining popularity for decision-making in military [49]-
[51] and financial contexts [52]-[54], yet existing theory for
interconnected decision systems is insufficient (even, as we
shall show, for a simple linear model). For this application, a
dystopian-minded engineer would naturally design the so-
cial network to wield greater influence over the network of
Al agents, but how can this be achieved? And how might such a
system be optimized? Similar questions arise for any collective
dynamics over asymmetrically coupled networks, as well as
the following question: When networks are optimally coupled, is
their coupling configuration cooperative or non-cooperative? That
is, do optimally coupled networks mutually influence each
other, or does one network direct others without feedback.

In this work, we approach these questions by consider-
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ing networks that are optimally coupled to maximize the
convergence rate toward a collective state. We propose a
generalized supralaplacian matrix [32], [38], [39], [55], [56]
L(w,d), where w > 0 is a coupling strength that controls how
strongly network layers influence each other and ¢ € [—1, 1]
is an asymmetry parameter that tunes the extent to which in-
terlayer edges are biased in a particular direction. Motivated
by human-AlI decision systems, we use L(w, §) to formulate
a continuous-time linear model for interconnected consen-
sus systems. We find that coupling asymmetry can signifi-
cantly bias the limiting consensus state and possibly speed
or slow the rate Re(\2) of convergence (which depends
on the real part of Ay, since L(w,d) can be an asymmetric
matrix).

To gain analytical insight, we develop spectral approxi-
mation theory for the large w (i.e., strong coupling) limit to
identify and characterize different effects on Re()\2) due to
varying d. This reveals several surprising and unintuitive
insights. For example, depending on the network layers’
structures, increasing the magnitude (i.e., |d|) of coupling
asymmetry can monotonically slow convergence, monoton-
ically speed convergence, or have a more complicated effect
on Re()\z). For some systems, the direction (i.e., sign(¢))
of asymmetry is extremely important, whereas it doesn’t
matter for others. We provide an initial identification and
taxonomy for such nonlinear behaviors.

Because technological and natural systems are often
highly optimized due to engineering and the process of
natural selection, we present theory and experiments to
study network layers that are coupled with an optimal level
of asymmetry, § = argmax sRe()z), that maximally accel-
erates convergence toward a collective state. Focusing on
the case of two layers, we characterize these configurations
as being either cooperative, in which case |[§] < 1 so that
d lies within the open set (—1,1) and the layers mutually
influence each other; or non-cooperative, in which case \3 |=1
so that § € {—1,1} lies on the boundary. In the latter
case, the optimal asymmetry involves one network fully
directing the other without feedback. Notably, the existence
of a cooperative optimum guarantees that the convergence
rate of the multiplexed systems is faster than that for either
system.

We find that the nonlinear effects of 6 on Re(\2) and op-
tima 0 depend sensitively on the layers” distinct topological
structures as well as their separate time scales for consensus.
Therefore, we introduce and study a rate-scaling parameter
x that allows us to tune whether consensus is faster within
layer 1 (x ~ 1) or layer 2 (x ~ 0). By considering the range
d € [-1,1] for fixed x € (0,1), we obtain a criterion (see
Sec. 4.2) that can guarantee the existence of a cooperative
optimum, which requires that the layers’ dynamics have
sufficiently similar time scales (i.e., x is neither too large
or small). Finally, we also consider situations where both
0 and x can be freely varied and jointly optimized. We
also identify scenarios of cooperative and non-cooperative
optima for this more complicated setting, showing that it
can be beneficial to design one layer to be as fast as possible
and then have that layer non-cooperatively influence other
layers without feedback. However, for other network struc-
tures, convergence can be fastest by striking a cooperative

2

balance, both in terms of the asymmetric coupling of layers
as well as a balance for their respective time scales. Our
work highlights optimization through coupling asymmetry and
time-scale balancing as important directions for understand-
ing and engineering collective dynamics over human-Al
consensus systems and other interconnected networks in
general. Moreover, because graph Laplacian matrices are so
widely used to study physical, biological and technological
systems, our findings are relevant and broadly informative
for many other types of dynamics.

This paper is organized as follows. In Sec. 2, we in-
troduce the model that we study. In Sec. 3, we present
experiments highlighting various effects of coupling asym-
metry. In Sec. 4, we present theoretical results including an
existence guarantee for a cooperative optimum. In Sec. 5,
we apply the framework to model collective decisions by
human-AlI teams. A discussion is provided in Sec. 6.

2 MoODEL

We first define a model for multiplex networks with asym-
metrically coupled layers (Sec. 2.1) and a model for col-
lective dynamics over such networks (Sec. 2.2). Our for-
mulation has three tunable parameters: w and § control
the strength and asymmetry of coupling between layers,
respectively, whereas x controls the different timescales of
dynamics in separate layers.

2.1 Multiplex Networks with Asymmetric Coupling

We begin by defining supralLaplacian matrices for multi-
plex networks with asymmetrically coupled layers and by
formulating an interconnected consensus model for col-
lective dynamics. Consider a multiplex network with T
network layers, each consisting of N nodes. For each layer
t € {1,...,T}, we let AW ¢ RV*N be its “intralayer”
adjacency matrix and L) = D® — A® be its intralayer
unnormalized Laplacian matrix, where D® is a diago-
nal matrix that encodes the nodes” weighted in-degrees,
Dg) = >, A,E;) (also called ‘strengths’). Note that our
notational convention is to let A;; > 0 encode the weight
for an edge from node j to i. Matrices A®) and L(*) are
size N x N and are asymmetric if network layer ¢ contains
directed edges.

We couple the layers using an “interlayer” adjacency
matrix A!(0) = (1+6)A'+(1—6)[A1T, where § € [—1,1] is
an asymmetry parameter that tunes the magnitude and direc-
tion of coupling asymmetry and Alis an adjacency matrix
for a graph in which all edges are strictly directed (i.e., there
no bidirectional edges or self edges). Each positive matrix
element Ait > 0 encodes a directed influence from network
layer ¢ to layer s. When § # 0, the coupling between layers
is biased in a particular direction that is encoded by Al
whereas the coupling is symmetric when § = 0. We refer
the situation of 6 € {—1,1} as fully asymmetric coupling,
and it can possibly yield situations in which a network
layer influences other layers but itself is not influenced
by any other layer. Note also that we can equivalently
define A'(§) = AL + 0AL, where A, = A' 4+ [A]T
and AT = A" — [AY]T are symmetric and skew-symmetric
matrices, respectively.
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Given A!(5), we define an associated interlayer unnor-
malized Laplacian L(§) = D'(5) — A!(5), where D'(4) is a
diagonal matrix with entries D! (6) = 3, AL,(6). It is also
useful to define an equivalent formulation,

L'(6) =L +oL", @

where LI+ = DI+ - AI+, L' = DI — AT, [Dﬁr]SS =
Zt[AHst/ and [Dl]ss = Y°,[Al]s. Note that LI+ is a
Laplacian matrix that is associated with an undirected
graph, whereas L' may be interpreted as a Laplacian for
a directed, signed graph that has a very particular structure:
for any positive edge weight [A! ]5; > 0, the reciprocal edge
must exist and have negative weight [AL |;; = —[AL];. (We
note that there are other ways to define signed Laplacians
[57], [58].) In the case of T' = 2 layers, such as the multiplex

0 0
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L) = <_1 1)ty 1) ()
We next define a supraLaplacian matrix following [38] by

scaling each L!(§) by a coupling strength w > 0 to construct
a supraLaplacian matrix

L(w,d) = LY + wIL!(4), 3)

where LY = diag[L™"), ... L(")] contains intralayer Lapla-
cians as diagonal blocks, and L!(§) = L!(§) ® I couples the
layers in a way that is uniform (i.e., any coupling between
two given layers is the same) and diagonal (i.e., any coupling
between layers connects a node in one layer to itself in
another layer) [59], [60]. Symbol ® indicates the Kronecker
product. Note that L(w, ¢) is a size-(NT') square matrix, and
we will enumerate its rows an columns by p € {1,..., NT}.

Under the choice § = 0, L(w, §) is a symmetric matrix,
and it recovers previously studied supralaplacians [32],
[38], [39], [55], [56], which that have been used to study
diffusion and random walks over multiplex networks with
layers that are symmetrically coupled using undirected
interlayer edges. Understanding the spectral properties of
supraLaplacians has revealed novel insights including “su-
perdiffusion” [55], [56], [61], whereby diffusion over cou-
pled networks is faster than that of any single network
layer, if it were in isolation. The study of synchronization
over multiplex networks has similarly led to discoveries
including the observation the networks coupled with mod-
erate coupling strength have better synchronizability [39]
and other insights [33]-[37]. Despite this progress, the effects
of asymmetric coupling on multiplex-network dynamics
remains under-explored.

network shown in Fig. 1, we define Al =

2.2 Asymmetrically Coupled Consensus Systems

Consensus is a popular model for collective decision making
in the cognitive, social and biological sciences [4], [6]-[8],
and it also provides a foundation for decentralized algo-
rithms for neural networks and machine learning [10]-[15].
Thus motivated, we propose a model for interconnected
consensus systems via the following linear ordinary differ-
ential equation,

d
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Fig. 1. Asymmetric coupling biases the limit and convergence rate for
interconnected consensus systems. (A) A two-layer network in which
layer 1 is an empirical social network that encodes mentoring relation-
ships among corporate executives [62]. Layer 2 models a communica-
tion network over which Al-agents cooperatively learn, which we gener-
ate as a random directed graph. The Al-agents provide decision support
to the executives through “interlayer” edges of weight (1 £ §)w, where
w and é encode the strength and asymmetry, respectively, of coupling
between the two networks. (B) Nodes’ states =, (7) reach consensus
(i.e., a collective decision) following (4), which uses a supralLaplacian
matrix L(w, §) with (w,d) = (30,0.5) and converges to a limit = that is
a weighted average of the initial condition with weights that are biased
by ¢. (C) Convergence x, (1) — Z is shown to occur faster for § = —0.5
than for § € {0,0.5}. For each 4, the convergence rate Re(\2) gives the
curve’s asymptotic slope for large 7.

where x(7) = [21(7),...,2p(7),...,2zn7(7)]" is a length-
NT vector. Each z,(7) encodes the state of node i, =
(pmod N) in layer t, = [p/N] at time 7. (We let p €
{1,...,NT} and use mod(-) and [-] to denote the modulus
and ceiling function, respectively.) In Sec. 5, we interpret (4)
as a simple-yet-informative model for collective decisions in
a human-AlI system in which individuals in a social network
are supported by Al agents, who themselves coordinate and
collectively learn.

Equation (4) can be considered as the “multiplexing” of
two consensus processes: consensus within each network
layer and consensus across layers. That is, one could define
an intralayer consensus dynamics for each network layer ¢:
Lx®(r) = —~LOx®(r) with initial condition x(0) € RV.
Similarly, one can define an interlayer consensus dynamics
by Lx(r) = —wL'(6)z(r) with some initial condition
x(0) € RT. In this context, the scaling by w controls the
timescale of consensus across layers as compared to con-
sensus within layers. As such, it is important to consider
dynamics for a wide range of w values. We also note that
each of these differential equations can be interpreted as a
type of Abelson model [63], [64] for opinion dynamics.

One can also vary the timescales for dynamics and
consensus within each separate layer by scaling each L®) by
some nonnegative constant. Focusing on the case of T' = 2
layers, replace the intralayer Laplacians by L) — yL®)
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and L® — (1 — x)L® where x € (0,1) is a a rate-scaling
parameter that controls whether the layers’ timescales are
equally balanced (x ~ 0.5), whether layer 1 is much faster
than layer 2 (y ~ 1), or vice versa (x ~ 0). We will initially
not include x in our model and will investigate it later in
Sec. 4.2 and Sec. 5.

Although we focus here on consensus dynamics, it
would be straightforward to utilize matrix L(w,d) to for-
mulate models for diffusion, synchronization and other
Laplacian-based dynamical processes over multiplex net-
works with asymmetrically coupled layers. For example,
the substitution of L(w,d) — L(w,d)T in (4) would yield
a model for diffusion.

3 EFFECTS OF COUPLING ASYMMETRY

We first show how coupling asymmetry can have various
effects on solutions to (4). In Sec. 3.1, we highlight that
asymmetry can bias the consensus limit and either increase
or decrease the convergence rate. In Sec. 3.2, we discuss
the optimization of coupling asymmetry J to maximize the
convergence rate. In Sec. 3.3, we study the effects on random
multiplex networks.

3.1 Impact on Consensus Limit and Convergence Rate

We assume that the smallest eigenvalue A; = 0 of L(w, d) is
simple (i.e., has algebraic and geometric multiplicities equal
to one), which is guaranteed, e.g., if the interlayer network
and aggregated network are both strongly connected [32].
Then for any real-valued initial condition x(0), (4) con-
verges to an equilibrium x(7) — X = [7,...,7|", which
is the right eigenvector associated with A;. The consensus
limit is reached at a scalar value

T = Z upxp(0)/ Zup/, )
P P’

which is a weighted average of the initial states, and the
weights u, are entries of the left eigenvector u of L(w, J)
that is associated with \;. The asymptotic convergence rate,

I -
— lim sup 7/ log <||X(7)X|> dr <Re(\2), (6)
x0) T Jo |[<(0) — x|

is bounded by Re(\y), the real part of the eigenvalue of
L(w,d) that has second-smallest real part. Throughout this
manuscript, we refer to Re(\2) simply as the “convergence
rate”, keeping in mind that it is a bound on the asymptotic
behavior of convergence.

In Fig. 1, we show how coupling asymmetry can bias
the collective state T as well as the convergence rate Re(Az).
In this example, we study (4) for T" = 2 network layers
with L'(§) given by (2). The first intralayer consensus
system models group decision making within an empirical
social network that encodes mentoring relationships among
corporate executives [62]. It contains N = 21 nodes and
190 directed edges and was downloaded from [65]. The
second intralayer consensus system represents Al agents
that support the executives’” decisions, and we model their
communication by a directed 4-regular graph that we gen-
erated using the configuration model. We note that we have

4

selected this empirical example because collective human-
Al decision making is already widespread in military [49]-
[51] and financial contexts [52]-[54], and we predict that it
will become increasingly popular in corporate settings in the
near future.

In Fig. 1(B), we show converging trajectories z,(7) un-
der the parameter choices (w,d) = (30,0.5) for an initial
condition where x,(7) are positive for nodes in layer 1 and
negative for nodes in layer 2. Observe that the limit 7 > 0
is biased to be positive, implying that the social network
has a “stronger say” than the AI agents regarding the state
at which consensus is reached. This occurs here because
we chose § > 0, implying that the social network more
strongly influences the Al agents, that is, as compared to
the reciprocal relationship. However, observe in Fig. 1(C)
that convergence is slower for this value of § as compared
to the other shown values: § € {0,—0.5}. Later in Sec. 5,
we will present an extended study of the network shown in
Fig. 1, showing that Re(\2) has a maximum near § =~ —0.6.
We will also further discuss the implications of our work for
the application area of human-Al systems.

3.2 Optimizing Asymmetry for Fast Convergence

For many applications it is beneficial for consensus to
converge quickly, and we are particularly interested in
understanding the value (or values) of ¢ that maximize
the convergence rate: § = argmaxzRe(X2). To this end,
it is beneficial to first gain a broader understanding for
the diverse ways that ¢ can influence Re()\z). Below, we
offer a characterization of several possible ways for how
the convergence rate Re()\2) toward a collective state can
be affected by the asymmetric coupling of network layers.
The columns of Fig. 2 highlight five distinct behaviors for
how asymmetric coupling can affect Re(\2) and its optima
5 = argmax sRe(X2). These are:

(i) layer dominance: Re(A2) monotonically increases or
decreases with ¢ and obtains a maximum at either
0 ==1;

(ii)  robust cooperative optimum: Re(\) obtains a maxi-
mum at some value 6 € (—1,1), and Re()\;) is
differentiable with respect to J at the optimum;

(iii) nonrobust cooperative optima: Re()\2) obtains a maxi-
mum at some value 6 € (—1,1), but Re()\;) is not
differentiable with respect to d at the optimum;

(iv)  strictly positive effect: Re(2) is a non-decreasing func-

tion of |d| (i.e., slowest convergence at § = 0);
(v) strictly negative effect: Re(A2) is a non-increasing func-
tion of |0] (i.e., fastest convergence at § = 0).

Notably, these characterizations are an incomplete list.
Future work will likely reveal other possible behaviors,
thereby broadening our understanding of how the asym-
metric coupling of networks can impact a combined sys-
tem’s convergence rate and other dynamical properties for
collective dynamics.

We provide examples that exhibit the behaviors (i)—(v)
in the five columns, respectively, of Fig. 2. We visualize the
multiplex networks in Fig. 2(A), and for each system, we
plot Re(\2) versus d in Fig. 2(B) for different choices of w.
The solid black curves in Fig. 2(B) are a theoretical predict
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Fig. 2. Characteristic ways in which coupling asymmetry can affect convergence rate. (A) Interconnected consensus systems with N = 6 nodes
and T = 2 layers that are asymmetrically coupled through the interlayer Laplacian matrix defined in (2). (B) For each respective system, we plot
the convergence rate Re(\2) versus §. Colored curves depict different w (see legend). Observe for different networks that asymmetry (i.e., § # 0)
has remarkably diverse effects in which it either speeds/slows convergence depending on the sign and magnitude of ¢ (e.g., see columns 1 and 2),
always accelerates convergence (e.g., see columns 3 and 4), or always slows convergence (e.g., see column 5). Black curves depict our theoretical
prediction for large w given by (7)—(9). (C) For each system, we plot Re(A2) versus coupling strength w. Observe for all systems that ¢ impacts
Re()\2) only when w is sufficiently large and that some systems exhibit an intermediate coupling optimum (ICO), which is a peak that can either be

exaggerated or diminished by introducing coupling asymmetry.

that we will present in Sec. 4.1. The systems depicted in
columns 1 and 4 of Fig. 2 exhibit behaviors (i) and (iv),
respectively, which exhibit non-cooperative optima. That is,
convergence toward the collective state occurs optimally
fast only when one layer influences the other without a
reciprocated influence (i.e., 6 £ 1). In contrast, the systems
depicted in columns 2, 3 and 5 exhibit behaviors (ii), (iii)
and (v), which have cooperative optima. Convergence is
fastest when the layers mutually influence one another (i.e.,
|6 < 1). We further note that it is beneficial to distin-
guish between robust vs non-robust optima, and we call
an optimum “robust” if and only if -ARe();) is zero at
the optimum. Robustness is important when considering

here we show that there exists a similar ICO phenomenon
for multiplexed consensus systems, and that the size of the
peak can be either exaggerated or inhibited depending on
the direction and magnitude of coupling asymmetry.

3.3 Effects on Random Multiplex Networks

We conclude this section by studying Re(Az) for random
multiplex networks with 7' = 2 layers, each of which is
generated by two of the following generative models:

(i) Erdos-Rényi (ER) graphs [66] in which each edge is
independently created as a Bernoulli random vari-
able probability p.

the possible effects on Re(A2) of uncertainty for § near the (ii) ~Barabasi-Albert (BA) graphs [67], which are grown

optimum. by attaching each new node to m edges that are
. . . : preferentially selected based on their degree.

In Fig. 2(C), we plot Re(A2) versus w to investigate the re (i) Watts-Strogatz small-world (SW) graphs [68], which

lation between coupling asymmetry ¢ and coupling strength
w. First, observe that there exists a peak for the third, fourth
and fifth systems for some intermediate value of w, but
not the first or second system. Such a peak corresponds
to an optimal choice of w at which the convergence rate
maximized. We refer to this phenomenon as an intermediate
coupling optimum (ICO), and this spectral property for Ay
has been previously called “superdiffusion” [55], [56], [61]
in the context of diffusion on multiplex networks. In fact, the
first, second and fifth systems were previously used to study
diffusion over multiplex networks in [32], [38] and [55],
respectively. Those studies were restricted to the assumption
of symmetric coupling in which § = 0. Extending that work,

are created by first assigning nodes positions along
a ring and by creating edges between each node and
its k nearest neighbors. Then, each edge is replaced
by a new, randomly selected edge with probability p.

We selected these three models, since they give rise to dif-
ferent well-known properties: degree-homogeneity for ER
graphs; degree-heterogeneity for BA graphs; and the small-
world property for SW graphs. Unless otherwise specified,
we construct multiplex networks with N = 500 nodes and
choose p = 0.02 for the ER layers, m = 4 edges for the BA
layers, and (p, k) = (0.2,8) for the SW layers. Additional
parameter choices are studied in Appendix D.
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Fig. 3. Cooperative optima for random multiplex networks with layers sampled from random-graph models. We study Re(X2) versus either
(A) ¢ or (B) w for six multiplex networks, each having 7' = 2 layers coupled by the interlayer Laplacian matrix defined in (2). Each network layer
is sampled from one of three generative models: Erdés-Rényi graphs (ER), Barabasi-Albert graphs (BA), and Watts-Strogatz small-world graphs
(SW). Black curves in (A) depict a theoretical prediction for large w that we will develop in Sec. 4.

In Fig. 3, we study Re(\2) for six multiplex networks in
which each layer is generated by one of the three generative
models. (For example, “ER-BA” indicates that the first layer
is an ER graph, whereas the second is a BA graph.) Similar
to Figs. 2(B) and (C), we plot Re(\2) versus ¢ in Fig. 3(A)
and Re(\z) versus w in Fig. 3(B). Our main observation in
Fig. 3(A) is that these six random multiplex networks all
exhibit a cooperative optimum for sufficiently large w.

In Sec. 4, we will develop and apply theory to shed light
on the various dynamical and structural mechanisms that
can give rise to behaviors (i)—(v) and yield optimally cou-
pled systems that are either cooperative or non-cooperative.
Our analytical approach is motivated by the following ob-
servations. Observe in each panel of Figs. 2(B) and 3(A) that
the different curves reflect different choices for the inter-
layer coupling strength w and that the qualitative effects
on Re(Az) of § are consistent across a wide range of w
values. Moreover, observe in each panel of Figs. 2(C) and
3(B) that there exists a critical value of w below which ¢§ has
no observable effect on Re(Az). That is, the various effects of
coupling asymmetry only arise when w is sufficiently large.
[Interestingly, the fifth system in Fig. 2 is an exception, since
J appears to affect Re(\2) only for intermediate values of w
near the ICO peak.] With this in mind, in the next section we
present theory to predict the effects of coupling asymmetry
on Re(\2) for when the layers are strongly coupled with
large w.

4 THEORETICAL RESULTS

We now present our main theoretical findings. In Sec. 4.1,
we analyze Re()z) in the limit of strong interlayer coupling.
In Sec. 4.2, we build on these results to provide criterion
that guarantees the existence of a cooperative optimum. Our
derivations are defered to appendices.

4.1

To provide analytical guidance, we characterize the depen-
dence of Re(A2) on ¢ using spectral perturbation theory for
multilayer networks with asymmetric matrices [32], [60]. We
present the derivations in Appendix B and summarize our

Theory for Strong Coupling, w — oo.

findings here. The black curves in Fig. 2(B) and Fig. 3(A)

depict our predictions for large w,
w—r00

where \2(6) is the eigenvalue of L(6) that has the second-

smallest real part, and

T
L) = > w(5)L® 8)

t=1
is a weighted average of the layers” Laplacian matrices. The
weights w,(6) = w(8)/>., up(4) come from the entries
of the left eigenvector u(d) [u1(8),...,ur(8)]T that is
associated with the zero-valued (i.e., trivial) eigenvalue of
L'(6). (See [38], [39] for results that are similar to (8) but
which assume symmetric coupling, § = 0).

Equations (7)—(8) imply that when a multiplex consensus
system is strongly coupled, the convergence rate is identical
to that for consensus on an “effective” network that is
associated with a Laplacian matrix L(d), and the effects of
d can be examined by considering the dependence of w;(d)
on J. For example, for T' = 2 layers, the interlayer Laplacian
L'(§) is given by (2), u(d) = [1 + 4,1 — §]" and we find

L) = (17”) LY + <1T_6) L3, )

Despite this simple form, the associated convergence
rate Re(A\2(0)) can exhibit a complicated dependence on
0. For example, observe in Fig. 2(B) and Fig. 3(A) that in
addition to being accurate for large w, this theory predicts
the qualitative behavior of the relationship between Re(A2)
and § for a broad range of w. At the same time, also
observe that the characterization of the optimum as being
cooperative vs. non-cooperative in the limit w — oo also is
predictive of that optimum for other choices of w.

One consequence of (7)—(9) is the following limiting
behavior for when either layer 1 or layer 2 directs the other
layer without feedback:

(1)

lim A2 (8) — Ay, (10a)
§—1
Hm Ao (8) = A2, (10b)
o——1
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Fig. 4. Layers’ relative timescales influence if optima are cooperative vs. non-cooperative. We plot the convergence rate Re(\2) versus § for
the system that was visualized in the second column of Fig. 2(A). Different columns correspond to different choices for a rate-scaling parameter
x € (0,1), which we introduce to tune whether layer 1 is much faster (x = 1) or layer 2 is much faster (x ~ 0). Colored curves yield results for
different w (see legend), and black curves depict our theoretical prediction for large w that is given by (7)—(9). By comparing across the columns,
observe that their optima are cooperative for intermediate values of x (i.e., the second, third and fourth columns) and non-cooperative when  is

sufficiently small or large (see left-most and right-most columns).

where )\gl) and )\g2) are the second-smallest eigenvalues of

LM and L®), respectively. This follows immediately after
considering that lims_,; L(J) = LM and lims_, 4 L(6) =
L(?). Thus, the convergence rate of a single layer dictates the
overall system’s convergence when the coupling asymmetry
implements non-cooperation.

Given the above theory, we can now better understand
the results that were previously shown in Fig. 2(B). Recall
that the black curves in that figure represent our analytical
prediction Re(A2(d)). Moreover, for all five systems, we
predict that Re(\z) converges to Re()\(;)) and Re()\él)) in
the limits 6 — —1 and § — 1, respectively. Interesting,
our derivation of (10) has assumed the limit of large w,
but one can observe in Fig. 2(B) that it accurately predicts
the limiting 6 — +1 behavior of Re(\3) for a wide range
of coupling strengths w. That is, most of the curves that
represent different w values converge to the same point on
the left-hand and right-hand sides of each subpanel. We only
observe (10) to yield an inaccurate prediction for the § — +1
limits of Ay when w is very small [e.g.,, when w = 0.316
in columns 1, 3 and 4 of Fig. 2(B) or w = {0.316,0.562} in
column 2 of Fig. 2(B)]. Similar results can also be observed in
Fig. 3(A). For all six multiplex networks, Re(\2) converges
to Re()\g)) and Re()\él)) in the limits § - —1land 0 — 1,
respectively, for a wide range of coupling strengths w.

Equation (10) also hints at why an optimally coupled
system will exhibit layer dominance rather than a cooper-
ative optimum. Consider the first column of Fig. 2, where
we observed a non-cooperative optimum: Re(Az2) obtains its
maximum at § = —1, whereby layer 2 influences layer 1
without feedback. In this case, layer 1 is an undirected chain
graph that has a convergence rate of )\gl) ~ 0.26, whereas
layer 2 is a star graph that has a convergence rate of )\52) ~ 1.
Thus, the convergence rate is faster for the star graph than
the chain graph, and this particular system converges fastest
when the faster system (layer 2) non-cooperatively influ-
ences the slower one without feedback. In the next section,
we develop theory that can help determine whether the
optimum is cooperative and how that relates to the layers’
individual timescales.

4.2 Existence Guarantee for a Cooperative Optimum

We first show that a cooperative optimum vs. layer dom-
inance occurs when the layers have a sufficiently similar

timescale, and in fact, we can adjust a system between
these two behaviors by varying their timescales. Recall from
the model definition in Sec. 2.2 that we can use a rate-
scaling parameter x € (0, 1) to vary the relative convergence
rate for each layer. That is, we define the the intralayer
Laplacians YL and (1 — x)L® so that their se}saarate
convergence rates are XRe()\gl)) and (1 — X)Re(/\;2 ), re-
spectively. It also then follows that (9) takes the form
L(6) = H2yL®W + 122(1 — \)L®.

In Fig. 4 , we plot the convergence rate Re(\z) versus §
for the system that was visualized in the second system in
Fig. 2(A). Different columns correspond to different choices
for x. In each panel, different curves reflect different choices
for w. Black curves indicate the analytical prediction for
large w given by (8). By comparing across the columns
of Fig. 4, observe that their optima are cooperative for
intermediate values of x (i.e., the second, third and fourth
columns) and non-cooperative when x is sufficiently small
or large (see the left-most and right-most columns). That
is, we observe a cooperative optimum for these systems
when the convergence rates for the two separate layers
are sufficiently similar. Otherwise, in this experiment, we
find that the convergence is fastest when the faster layer
influences the slower one without a reciprocated influence,
i.e., layer dominance. This observation is further supported
in Appendix D, where we provide additional figures similar
to Fig. 4 for the family of random multiplex networks
described in Sec. 3.3.

We now present a criterion that predicts how the optimal
asymmetric coupling of layers can change between cooper-
ative and non-cooperative as one varies x. We present this
theory in Appendix C and summarize our main findings
here. We predict the existence/nonexistence of an optimum
in the limit of large w by considering the derivative

d —
and by invoking Rolle’s Theorem [69] for a continuous
function: if X;(—l) > 0 and X;(l) < 0, then there exists at
least one optimum 6= argmax;Re(\2) that is cooperative,
i, d € (—1,1). In the limits § — =1, the derivatives X;(é)
converge to a simplified form:

X2 (0) (11)

_aW L@y

2u(1)*v(1)

a* (L(l) + L(2)> v

2u(1)*v(1) ’
(12a)

Ao(1) = + X
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u®* (Lu) + L<2>) v

2u@*v(2)

(2)
— A
Ao(—1) = 22

Letting ¢t € {1,2}, here we define u” and v() as the
left and right eigenvectors, respectively, that are associated
with the eigenvalue /\g’) of L") that has the second-smallest
real part (assumed to be nonzero). Symbol * denotes a
vector’s complex conjugate. Interestingly, (12) imply that the
derivatives XIQ (0) at 6 = £1 change linearly with the time-
scaling parameter x.

By combining (12) with Rolle’s Theorem, we can identify
for each x, whether a cooperative optimum is guaranteed to
exist. Moreover, we can use the linear form of (12) to predict
the values of ¥ at which Ay(1) and X,(—1) change sign,
allowing us to obtain a simplified criterion for this trait.

+x (12b)

That is, we solve for Re (X; (il)) = 0 to obtain x-intercepts
for x

S RCIME
)=
X(1) = Re (uu)*(L(l) FLO)WD ) (132)
u@ L@@
((—1) =R : 1
X(—=1) =Re (H(Q)*(L(l) TLO)® (13b)

Considering the lines defined in (12), when the slopes are
positive and y-intercepts are negative (which we observe to
be true for all our experiments, but in principle, it may not
always be true), then the implications of Rolle’s Theorem
can be summarized in a simplified form: a cooperative
optimum is guaranteed to exist when the the two layers
have sufficiently similar timescales in that

x € (x(=1),x(1))-

That is, x is neither too large nor too small. Moreover, the
criterion given by (14) also guarantees that the convergence
rate Re(A\2(68)) of the multiplexed system is faster than that
for either system,

(14)

Re(A2(8)) > max{xRe(AS"), (1 — x)Re(AS))}.  (15)

In Fig. 5, we study the combined effects of the asymme-
try parameter § and rate-scaling parameter x on the conver-
gence rate for the multiplex network that was visualized
in the second column of Fig. 2(A). In Fig. 5(A), we plot
Re (A2(8)) versus & for several choices of . Observe for
x € {0.15,0.25,0.5} that the optimum is cooperative, which
agrees with our predicted range given by (14). This range
is indicated by the shaded region in Fig. 5(B), where solid
and dashed black lines illustrate (12), and their intersections
with the x-axis yield the critical values of x that are defined
by (13). The colored lines depict empirically observed values
of LRe(\) that were computed directly from L(w, §) with
several choices of coupling strength w. Interestingly, our
theoretical predictions for x(+1) appear to describe the x-
axis intercepts for all of these w values, which is surprising
since our derivation has assumed the limit large w.

In Fig. 5(C), we visualize by color the convergence rate
Re (A\2(8)) across the parameter space § € [—1,1] and
X € [0,1]. The dashed white curve indicates the optimal
asymmetry 5 = argmaxzRe (X2(d)) for each value of y.
The arrow in the top-right corner highlights the location
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Fig. 5. Combined effects of coupling asymmetry and relative
timescale for the second system in Fig. 2(A). (A) We plot the predicted
convergence rate Re (A2(8)) given by (7)—(9), which assume large
coupling strength w, versus ¢ for several choices of x. Black arrows
highlight derivative X5 (5) = 4 Re Xg(é)) for one curve at § = =+1.
(5) Black solid and dashed lines indicate our predicted derivatives
Ao (£1) given by (12), and colored curves indicate observed values of
—5 Re(A2) for several choices of w. As indicated by the shaded region,
I—déolle's Theorem guarantees the existence of a cooperative optimum

when x € (x(—1),x(1)) [see (14)], where x(£1) are given by (13)
and are the values of x at which X'Q(il) change sign. (C) We use
color to depict Re (Xg(&)) across the (8, x) parameter space. The

dashed white curve shows the asymmetry & that maximizes Re ( A2(4)
for each value of x. The arrow in the top-right corner highlights the
location of the overall optimum, maxs,, Re (A2(5) ), which is a non-

cooperative optimum at (d,x) ~ (1,1). (D) We plot the convergence
rate for each separate layer as a function of x and highlight a counter-
intuitive phenomenon that occurs for the shaded range of x (see text).

of the overall optimum, max; ,Re (A2(d)), which is a non-
cooperative optimum at (9, x) = (1, 1). That is, convergence
is optimally fast for this system when the first layer is made
to be as fast as possible (x = 1), and it influences the second
layer without a reciprocated influence (6 = 1).

In Fig. 5(D), we highlight a counter-intuitive property:
when two layers are coupled with an optimal asymmetry
parameter §, it may involve the slower system having
a greater influence over the faster system. To make this
point, the solid blue and dashed orange lines in Fig. 5(D)
indicate the separate convergence rate of each (uncoupled)
layer. The vertical dotted line in Fig. 5(D) highlights that
layer 1 is slower than layer 2 when x < 0.29. Moreover,
observe in Fig. 5(C) that §>0 (see dashed white curve)
for approximately x > 0.13. Therefore, the shaded region
x € (0.13,0.29) in Fig. 5(D) highlights values of x in which
the optimal asymmetry correspond to when the slower
system (layer 1) more strongly influences the faster one
(layer 2). That said, our experiments also suggest that if
X is sufficiently large or small (i.e., of one layer is much,
much faster than the other), then the optimal asymmetry
does coincide with our intuition: the faster system should
more strongly influence the slower one.

In Fig. 6, we repeat the experiment shown in Fig. 5,
except we now study the six random multiplex networks
that were introduced in Sec. 3.3. In Fig. 6(A), we plot
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Fig. 6. Combined effects of coupling asymmetry ¢ and relative timescale x on the convergence rates for random multiplex networks. Here,
we extend the results shown in Fig. 5 to the six random multiplex networks described in Sec. 3.3. The main difference is highlighted by the black

arrows in panel (C), which denote the locations of the overall optimum: maxs , Re (Xz (6) ). Observe that the overall optimum is cooperative for the

ER-ER and SW-ER networks (i.e., see the leftmost and rightmost columns), whereas it is non-cooperative for the others. Additionally, as indicated
by the shaded regions in (D), there are several counter-intuitive scenarios. For these value of x, convergence occurs fastest when the layer with

slower dynamics more-strongly influences the faster layer.

A2(8) versus & for several choices of Y, and observe for
all networks that the optimum is cooperative when Y is
neither too large nor too small. Specifically, this occurs when
x € {0.25,0.5,0.75} for the multiplex networks labeled ER-
ER, ER-BA, BA-SW and SW-ER, and when x = 0.5 for the
BA-BA and SW-SW networks. The remaining curves depict
a non-cooperative optimum (i.e., layer dominance). These
values of x are in excellent agreement with our predicted
ranges of x that yield a cooperative optimum, which are
given by (14) and are indicated by the shaded regions
in Fig. 6(B). As before, the solid and dashed black lines
illustrate (12).

In Fig. 6(C), we use color to visualize Re (A\2(8)) across
the parameter space § € [—1,1] and x € [0,1]. In each
column, dashed white curves highlight the optimum 5 =
argmax;Re (Xg(d )) for a fixed, given value of y, whereas the
arrows highlight the overall optimum, maxs,Re (A2(d)).
Observe that the overall optimums are cooperative for the
models ER-ER and SW-ER, which occur, respectively, near
(0, x) =~ (—0.1,0.48) and (4, x) =~ (—0.03,0.48). Intuitively,
consensus is maximally accelerated in both models when
the second layer is slightly more influential than the first
(i.e., since 6 < 0), and the first layers’ dynamics are slightly
slowed down (i.e., since x < 0.5). On the other hand, the
overall optimum is non-cooperative for the models BA-BA,
SW-SW and BA-SW—that is, convergence is optimally fast
for these systems when the first layer is made to be as fast
as possible (x — 1) and that layer influences the second
without reciprocation (6 — 1). The model ER-BA also

exhibits a non-cooperative overall optimum; however in this
case the optimum involves the second layer dominating the
first: (6, x) — (—1,0).

Finally, lines in Fig. 6(D) illustrate each layers’ separate
convergence rate, and the shaded regions highlight values
of x in which the dynamics are counter intuitive. For these
values of x, convergence is fastest when the layer with
slower dynamics more-strongly influences the faster layer.

5 APPLICATION: MODELING THE COLLECTIVE
DECISIONS OF HUMAN-AI SYSTEMS

We propose the interconnected consensus system presented
in Sec. 2 as an insightful model for studying the collective
decisions of human-AlI teams. In Sec. 5.1, we motivate and
interpret our model for this application. In Sec. 5.2, we
study the network presented in Fig. 1(A), showing that
a cooperative optimum requires human-human and Al-
Al interactions to have similar timescales. In Sec. 5.3, we
study the overall optimum that maximizes the convergences
rate by simultaneously tuning layers’ timescales and the
asymmetry of coupling between the human layer and the
Al layer.

5.1

Within the social and cognitive sciences, there is a rich liter-
ature of dynamical models for collective decision making by
social groups and social networks, many of which describe

Motivation and Interpretation
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Fig. 7. A cooperative optimum requires the human and AI network layers have sufficiently similar timescales. For the system visualized
in Fig. 1(A), we plot the convergence rate Re(\2) versus 4. Different columns reflect different choices for the rate-scaling parameter x € (0,1),
which tunes whether layer 1 is much faster (x ~ 1) or layer 2 is much faster (x ~ 0). Colored curves yield results for different w (see legend), and
black curves depict our theoretical prediction for large w that is given by (7)—(9). By comparing across the columns, observe that their optima are
cooperative for intermediate values of x (i.e., the second, third and fourth columns) and non-cooperative when x is either too small or large (see

left-most and right-most columns).

processes by which populations can reach consensus [4]-
[7]. Of particular interest is the Abelson model [63], [64]
for opinion dynamics, which takes the form of a linear
differential equation similar to our proposed model (4).
Similar consensus models have also been utilized in the
biology community to model decision making by animal
groups [8], [9] and by the computer science community to
implement decentralized algorithms for machine learning
and Al [10]-[15]. We offer one interpretation of the latter
application—that is, a set of ML/AI models are trained on
different data to have different parameter values, and they
reach a “collective decision” on the best model parameters
using a similar model for consensus.

Given the ubiquity of consensus models for collective
decision making in a wide variety of applications, we pro-
pose the interconnected consensus system in Sec. 2 as a
simple-yet-informative model for collective decisions made
by a social network in which individual are supported
by Al agents, who themselves coordinate and collectively
learn. In this context, the asymmetry parameter has the
following interpretation: § > 1 implies that the humans’
states more strongly influence those of the Al agents, and
0 < 1 implies the opposite. Moreover, the rate-scaling pa-
rameter y controls the relative timescale for coordination via
human-human interactions as compared to AI-Al interac-
tions. Collective consensus-based decisions within the social
network is represented by the intralayer consensus model
LxMW(r) = —xLMxW(r), while consensus among Al
agents is represented by -Lx(?)(r) = —(1 — x)L@x® (7).
The choice x ~ 0 corresponds to when the Al agents
coordinate much faster than the humans, while y ~ 1
implies the opposite.

The two consensus systems are coupled according to
(4) so that consensus over the entire system represents a
decision that is collectively obtained over the ‘multiplexed’
human-AlI social system. Such a model could interpreted
as a binary model so that a state z,, € R represents the
tendency of a human or agent to make some particular
binary decision, such as taking a strategic military action
[49]-[51] or investing in a particular stock [52]-[54]. Having
a strong preference for (or against) such an action would
be represented by a large positive (or negative) value, and
weaker preferences can be represented by small-magnitude
values. We interpret a collective decision of yea or nay as
the converged state being positive or negative, and it can

be beneficial for systems to make optimally fast decisions
(which can be engineered by maximizing the convergence
rate). That said, in real-world scenarios one should also
consider other system properties that are essential includ-
ing, e.g., trust [70] and coordinating agents’ expertise to be
complementary [71].

We now further study the multiplex network shown
in Fig. 1(A), where layer 1 is an empirical social network
that encodes mentoring relationships among corporate ex-
ecutives [62], and as such, our system models a collective
business decision in which each executive boardroom mem-
ber has the unique support of a personalized Al agent.
Layer 2 is created as a random directed graph. We will
show for this system that the existence of a cooperative
versus non-cooperative optimum depends crucially on the
relative timescales of two coupled consensus systems. We
again focus on the case of 7' = 2 layers with Laplacians
given by YL and (1 — x)L®), where rate-scaling parameter
X € (0,1) tunes the relative convergence rate for each
layer. We insert these weighted Laplacians into (9) to obtain
L) = 2°xLW + 152(1 — x)L®, and then study how
a system’s behavior (i)—(v) depends on both x and §. Note
that the introduction of x changes the layers’ separate con-
vergence rates to be xRe()\gl)) for layer 1 and (l—x)Re()\g))
for layer 2.

5.2 A Cooperative Optimum Requires that Humans and
Al-Agents Coordinate on Similar Timescales

We now examine the influence of layers’ relative timescales
on the convergence rate for the human-Al system shown
in Fig. 1(A). In Fig. 7, we present results for an experiment
that is similar to the results shown in Fig. 4. We plot the
convergence rate Re(Az2) versus § for the human-Al system,
and different columns reflect different choices for y. In each
panel, different curves reflect different choices for w, and
black curves indicate our analytical prediction for large w.
By comparing across the columns, observe that their optima
are cooperative for intermediate values of x (i.e., the second,
third and fourth columns) and non-cooperative when x
is either too small or large (e.g., see left-most and right-
most columns). That is, a cooperative optimum requires that
the humans and Al-agents coordinate on similar timescales.
Otherwise, we find that the convergence is fastest when the
faster layer influences the slower one without a reciprocated
influence, i.e., layer dominance.
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Fig. 8. Combined effects of coupling asymmetry and relative
timescale on a Human-Al consensus system. We present identical
information as in Fig. 5 but for the Human-Al network that was shown in
Fig. 1(A). The main difference is highlighted by the arrow in panel (C):

the overall optimum max; , Re (XQ(S)) is now a cooperative optimum

that occurs at approximately (4, x) ~ (—0.5,0.25). That is, if one allows
coordination within the social-network layer to be faster than that of the
Al-agents, or vice versa, and one also allows for asymmetric coupling
between these two consensus systems, then for this particular multiplex
network, the overall system converges optimally fast when the Al layer
coordinates slightly faster than, and has a slightly stronger influence
over, the social-network layer.

5.3 Cooperative Optimum Yields Fastest Convergence

In Fig. 8, we present results that are identical to those
that were presented in Fig. 5, except we now examine
the convergence rate for the human-Al system shown in
Fig. 1(A). In Fig. 8(A), we plot Re (X2(8)) versus § for
several choices of x. Observe that the optimum is co-
operative for x € {0.05,0.85} and non-cooperative for
x € {0.25,0.45,0.65}. This is in agreement with our theory,
which is shown Fig. 8(B). Specifically, we find this system
to exhibit a cooperative optimum for the approximate range
x € (0.1,0.7) and a non-cooperative optimum outside this
range. That is, the rates of AI-Al coordination/communicate
should be sufficiently similar to that for human-human co-
ordination/communicate, otherwise the optimally coupled
system will be non-cooperative—i.e., convergence will be
optimally fast when one network layer influences the other
without feedback.

In Fig. 8(C), we plot Re (A2(d)) across the parameter
space § € [—1,1] and x € [0,1]. The dashed white curve
in indicates the optimum o = argmaxzRe()2) for each
value of x. The black arrow highlights that the overall opti-
mum is cooperative and occurs at the approximate location
(0,x) = (—0.5,0.25). Intuitively, consensus is maximally
accelerated when the Al-agents are slightly more influential
(i.e., since 6 < 0), and collective dynamics among humans
are slightly slowed down (i.e., since x < 0.5).

Finally, in Fig. 8(D), we highlight that an unintuitive
property also occurs for this humam-Al system. Specifi-
cally, the shaded area highlights for the approximate range
x € (0.45,0.65) that convergence is fastest if the slower
layer (the Al-agents layer) is actually more influential than
the faster layer (the human layer).
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Before concluding, we emphasize that these specific
findings are a result of the particular network layers that
we study (i.e., layer 1 is an empirical social network [62]
and we generate layer 2 as a random directed graph). Thus,
these network-specific findings describe the behavior of this
specific model and should not be simply extrapolated to
real-world decision systems. In general, the optimal cou-
pling of a human-Al decisions system will greatly differ
from one application to another depending on the specific
details of each system, which includes the layers” unique
network topologies, their respective dynamics, and one’s
design goals for that systems. In principle, one should also
consider other design factors beyond convergence rate [70],
[71]. Nevertheless, our theory provides a baseline of under-
standing for the effects on convergence rate for human-Al
decision systems in which these two network types (a social
network and coordinating Al agents) are asymmetrically
coupled and have different timescales for collective coor-
dination.

6 DISCUSSION

By now, the scientific literature on multiplex network dy-
namics is well established [28]. However, most theory fo-
cuses on network layers that are symmetrically coupled,
and there remains a lack of understanding of how the
asymmetric coupling of layers can affect dynamics and also
provide new strategies for optimization. This is troubling
since real-world networks are often interconnected with one
layer being more influential than another. Thus motivated,
we formulated a model for multiplex networks in which
an asymmetry parameter J can tune the extent to which
interlayer influences are biased in a particular direction.
Although our work is primarily motivated by modeling
collective behavior over a human-Al system, our formula-
tion of a supraLaplacian L(w, ) in (3) using an asymmetry
parameter 6 € [—1,1] can support the broader study of
how coupling asymmetry can affect any Laplacian-related
dynamics (i.e., diffusion, synchronization, and so on).

Here, we have focused on the impact of coupling asym-
metry on the convergence rate Re()\2) toward a collective
state, which is an important property that is often opti-
mized for engineered systems [11]-[15]. We provided an
initial observation and categorization revealing five distinct
ways [see (i)—(v) in Sec. 3.2] in which coupling asymmetry
has a nonlinear effect on Re(\2). Moreover, it is insightful
to consider systems that are optimally coupled and ask
whether their coupling is cooperative, in that they mutually
influence each other, or non-cooperative, in that one system
directs another without reciprocated feedback. It's worth
highlighting that the situation of non-cooperative coupling
between network layers closely relates to prior research
for collective dynamics over ‘master-slave’ systems [72]-
[74]. These similarities contain subsystems in which one
influences another without reciprocated feedback. Our work
extends their study to the setting of optimized multiplex
networks.

We find a non-cooperative configuration to be optimal
when one system is much faster than the other, whereas
a cooperative coupling is optimal if the layers have suf-
ficiently similar dynamics timescales. In fact, we obtained
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a theoretical criterion (see Sec. 4.2) for when the fastest
convergence is cooperative versus non-cooperative. This
result, in addition to the system properties (i)-(v) and the
structural/dynamical factors influencing (non)-cooperation
for optimal systems, should be considered as a stepping
stone for further research on the optimization of inter-
connected systems using techniques that jointly consider
coupling asymmetry and timescale tuning. It would be
interesting to explore whether our findings/methods are
also predictive for more-complicated dynamics including,
e.g., the optimization of synchronized chaotic systems [16],
[17], [75] and empirical human-Al systems.

See [76] for a codebase that models interconnected con-
sensus systems and reproduces our findings.
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