RESEARCH ARTICLE | OCTOBER 24 2023
Blockage and speedup in the proximity of an onshore wind
farm: A scanning wind LiDAR experiment @

Special Collection: Preparatory work for the American Wake Experiment (AWAKEN)
M. Puccioni @ ; C. F. Moss @ ; C. Jacquet; G. V. lungo & ©

’ '.) Check for updates ‘

J. Renewable Sustainable Energy 15, 053307 (2023)
https://doi.org/10.1063/5.0157937

A CrossMark
X A

View Export
Online  Citation

L®)
-
©

9

o)
)
S
()
| -
()

o

Y
o
©
| -
-
-
@)

ﬁ

Sustainable Energy

APL Quantum

Bridging fundamental quantum research with technological applications

Now Open for Submissions
No Article Processing Charges (APCs) through 2024

AlP
Submit Today Z-_ Publishing

€0:51:81 ¥20z Atenige 80


https://pubs.aip.org/aip/jrse/article/15/5/053307/2918300/Blockage-and-speedup-in-the-proximity-of-an
https://pubs.aip.org/aip/jrse/article/15/5/053307/2918300/Blockage-and-speedup-in-the-proximity-of-an?pdfCoverIconEvent=cite
https://pubs.aip.org/aip/jrse/article/15/5/053307/2918300/Blockage-and-speedup-in-the-proximity-of-an?pdfCoverIconEvent=crossmark
https://pubs.aip.org/jrse/collection/1595/Preparatory-work-for-the-American-Wake-Experiment
javascript:;
https://orcid.org/0000-0002-0764-9430
javascript:;
https://orcid.org/0000-0002-4188-6915
javascript:;
javascript:;
https://orcid.org/0000-0002-0990-8133
javascript:;
https://doi.org/10.1063/5.0157937
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2219938&setID=592934&channelID=0&CID=814978&banID=521401185&PID=0&textadID=0&tc=1&scheduleID=2141444&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fjrse%22%5D&mt=1707416103608821&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Fjrse%2Farticle-pdf%2Fdoi%2F10.1063%2F5.0157937%2F18183669%2F053307_1_5.0157937.pdf&hc=efbdc1c33298cd589ad406573acfeac4bdb91eae&location=

J |l of R [o]| . .
TR
Blockage and speedup in the proximity

of an onshore wind farm: A scanning

wind LIiDAR experiment @

ite as: J. Renewable Sustainable Ener: , ; doi: 10. /5.

Submitiec: 12 May 2025 . Accepted: T September 2023 o @& ot @
Published Online: 24 October 2023 View Oniine Export Ciatior Crossilark

M. Puccioni,"? (% C. F. Moss,' (%) C. Jacquet,® and G. V. lungo"®

AFFILIATIONS

'Wind Fluids and Experiments (WindFluX) Laboratory, Mechanical Engineering Department, The University of Texas at Dallas,
800 W Campbell Rd., Richardson, Texas 75080, USA

ZAtmospheric, Earth and Energy Division, Lawrence Livermore National Laboratory, Livermore, California 94550, USA
*General Electric Renewable Energy, Boulogne-Billancourt, France

Note: This article is part of the special issue Preparatory Work for the American Wake Experiment (AWAKEN).
2 Author to whom correspondence should be addressed: valerio.iungo@utdallas.edu. URL: https://websites.utdallas.edu/windflux/

ABSTRACT

To maximize the profitability of wind power plants, wind farms are often characterized by high wind turbine density leading to operations
with reduced turbine spacing. As a consequence, the overall wind farm power capture is hindered by complex flow features associated with
flow modifications induced by the various wind turbine rotors. In addition to the generation of wakes, the velocity of the incoming wind field
can reduce due to the increased pressure in the proximity of a single turbine rotor (named induction); a similar effect occurs at the wind-
farm level (global blockage), which can have a noticeable impact on power production. On the other hand, intra-wind-farm regions featuring
increased velocity compared to the freestream (speedups) have also been observed, which can be a source for a potential power boost. To
quantify these rotor-induced effects on the incoming wind velocity field, three profiling LiDARs and one scanning wind LiDAR were
deployed both before and after the construction of an onshore wind turbine array. The different wind conditions are classified according to
the ambient turbulence intensity and streamwise/spanwise spacing among wind turbines. The analysis of the mean velocity field reveals
enhanced induction and speedup under stably stratified atmospheric conditions. Furthermore, a reduced horizontal area between adjacent
turbines has a small impact on the induction zone but increases significantly the speedup between adjacent rotors.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0157937

I. INTRODUCTION

With 134 GW of new capacity installed in 2021 in the U.S.,'
wind energy is playing a major role in the transition toward the net-
zero emission goal by 2050.” However, the increased wind power har-
vesting capabilities are challenged by the scattering of available wind
resources. To address this challenge, wind turbines are typically clus-

turbine. The latter is, therefore, related to a location where the wind
velocity is not affected by the pressure field induced by the turbine
rotor. This task can be addressed only by quantifying the velocity defi-
cit occurring by approaching the rotor as done, for instance, through
an analytical model."’

For wind farm operations, the incoming velocity field is also
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tered into wind farms installed over sites characterized by variable ter-
rain characteristics. As a consequence, compact wind farm layouts can
give rise to highly complex flow features, such as wake interactions,”
terrain-related effects,” internal boundary layers,7 and farm-to-farm
interactions.””

A detailed quantification of the extension and magnitude of the
velocity reduction of the incoming wind field while approaching a
wind turbine rotor, which is referred to as induction zone, is of pri-
mary importance for a correct prediction of the power harvested by a

affected by the mutual interactions of multiple rotor-induced flow
modifications, which are exacerbated as wind turbines are closely
arranged in a wind farm layout.'" * Therefore, besides the single-
turbine induction, a cumulative effect on the incoming wind field is
generated for the entire wind plant, which is termed blockage.” Major
experimental and numerical efforts have been performed to under-
stand this wind farm phenomenon. For instance, two-way couplings
between the first row of a wind farm and downstream turbines were
identified by wind tunnel experiments with subsequent effects on the
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power produced by the upstream row due to blockage-related velocity
reductions.'® This phenomenon was empirically modeled as a function
of the wind farm layout, in particular of the streamwise (s,) and span-
wise (s,) spacing among turbines, as well as of the number of rows.

The global blockage effect on power production was estimated
for the Lillgrund offshore wind farm by comparing wind speed distri-
butions before and after the wind farm construction.'” Annual energy
production (AEP) losses due to wind farm blockage were estimated to
be in the range between 2% and 4%. A Reynolds-averaged Navier—
Stokes (RANS) model was used to interpret the experimental results
collected by meteorological towers in the upstream region of three
wind farms, before and after the construction of the power plants."”
Specifically, a 3.4% velocity reduction was found 2D upstream of the
first row (where D is the turbine diameter), while 1.9% velocity reduc-
tion was quantified between 7D and 10D upstream, associated with
lower energy production from the first row with respect to the
isolated-turbine case. Comparing the mean velocity field evolving
around a single turbine, a single isolated row, and an eight-row wind
farm with infinite width along the spanwise direction, it was found
that the upstream row benefits both from close spanwise spacing (due
to flow speedups caused by mass conservation) and from large stream-
wise spacing.lg However, the authors evidenced that, for an isolated
row of wind turbines, the velocity reduction within 2D upstream of the
turbine row is larger than what was predicted with the analytical model
proposed by Ref. 10. Furthermore, stronger velocity reduction was
observed as the spanwise spacing between rotors reduces. By contrast,
for a finite spanwise array of wind turbines, the increase in power pro-
duction is different depending on the resolved domain size in the verti-
cal direction and the presence of an inversion layer aloft the
atmospheric boundary layer.”” Finally, the impact of atmospheric sta-
bility on the induction zone and global blockage was investigated
through numerical simulations as well,”” with particular regards to sta-
ble conditions' " and the possible presence of gravity waves.”

Another important feature of a wind farm flow is the presence
of speedup regions in the area between neighboring rotors with lim-
ited spacing. Due to mass conservation, a local increase in the free-
stream wind speed arises due to the confinement generated by the
rotors and their wakes. The presence of these speedups has been
observed both through numerical simulations'””" *° and experi-
ments,'”'” and it has been shown to have a direct impact on the
overall power production.”* **

Similar results were obtained through large eddy simulations
(LES) of wind farms with constant streamwise spacing but different
spanwise spacing, and different spanwise offsets between consecutive
wind turbine rows.”* From the analysis of the time-averaged stream-
wise velocity, it was observed that speedups were enhanced for a
decreasing spanwise distance. Furthermore, the overall power produc-
tion was maximized for a layout where the wind turbines in the second
row were installed within the observed speedup regions. Speedups
were also identified at the first row of an onshore wind farm for vary-
ing wind directions leading to the generation of channel regions
between consecutive wind turbines.”®

The occurrence of modifications of the incoming wind field
induced by wind turbine rotors, such as single-turbine induction,
global blockage, and speedups, calls for further assessments through
real-scale flow measurements around utility-scale wind turbines. In
this realm, light detection and ranging (LIDAR) anemometry offers

ARTICLE pubs.aip.org/aip/rse

compelling features to probe the flow both at the single turbine and at
the wind farm level. In particular, the typical spatial resolution (from
10 m up to 100 m) and sampling rate (few Hertz) of modern LiDARs
allows the design of several scans able to capture bi- and three-
dimensional features of wind farm flows.'>” " Focusing on the
induction zone of an isolated turbine, three continuous-wave LiDARs
were recently deployed to quantify a velocity reduction of 1%—3% at a
distance of 1D upstream of an isolated onshore wind turbine, and up
to 18% at the turbine position for wind turbine operating under high
thrust and power coefficients.” Similarly, the induction zone of a sin-
gle wind turbine was investigated both through profiling LiDAR and
wind tunnel measurements.”® After quantifying a velocity reduction of
8% at 0.64D upstream of the rotor, the authors found significant corre-
lations between time series of power and upstream velocity measured
0.25D above hub height, thus suggesting that remote sensing data col-
lected at upstream locations can efficiently be leveraged for proactive
turbine control purpose. Nonetheless, numerical simulations
highlighted the impact of terrain elevation changes upstream of a wind
farm on the accuracy for the quantification of global blockage.””

Regarding global blockage, scanning pulsed LiDARs were
deployed to perform plane position indicator (PPI) scans at hub height
reaching up to 40D upstream of an offshore wind farm under different
thermal stratification and turbine operating conditions.” The stron-
gest velocity reduction due to blockage (—4% between 25D and 5D
upstream the array) was found to occur for stable conditions and oper-
ative conditions corresponding to the high thrust coefficient of the
wind turbine rotors (C;>0.8), while no evidence of blockage was
found for convective conditions and low-C, operations. The impact of
atmospheric stability on wind farm blockage was further highlighted
by data collected by five profiling LIDARs positioned in proximity of
an onshore wind farm.™

For the site under investigation for the present work, previous
measurements performed with wind profiling LIDARs confirmed the
primary role of atmospheric stability on the interaction between the
incoming atmospheric boundary layer and a wind turbine rotor.”
Specifically, under convective atmospheric conditions, velocity reduc-
tions of up to 3% were observed at an upstream distance of 1.5D while
they were negligible at a further upstream distance of 3D. On the other
hand, for more unusual flow conditions, such as during the occurrence
of low-level jets and negative shear, the rotor-induced modifications
consisted of speedups above the rotor top tip and velocity reductions
in the lower half of the turbine rotor."’

Although extensive efforts have been done to characterize global
wind farm blockage, single-turbine induction zone and speedups for
onshore sites, a detailed characterization of these phenomena for differ-
ent operative and atmospheric conditions through real-scale field
experiments is still lacking. In the present work, the experiment intro-
duced in Ref. 39 is leveraged to quantify induction zone and speedup
regions under a broader range of atmospheric conditions. In particular,
mean velocity and turbulence intensity (7I) are quantified through
scanning and profiling wind LIDAR measurements within a domain
encompassing three onshore utility-scale wind turbines. The high spatial
resolution adopted by the scanning LIDAR allows to quantify induction
zone and speedup regions at the single-turbine level within the wind
farm; such a resolution is obtained through the optimal design of
LiDAR scans via LIDAR Statistical Barnes Objective Analysis (LiSBOA)
technique.**" The same algorithm is also used in post-processing to

J. Renewable Sustainable Energy 15, 053307 (2023); doi: 10.1063/5.0157937
Published under an exclusive license by AIP Publishing

15, 053307-2

€0:51:8} ¥20z Aienigad g0


pubs.aip.org/aip/rse

Journal of Renewable
and Sustainable Energy

retrieve the hub-height mean velocity field from the LiDAR data. The
induction and speedup regions are systematically quantified for differ-
ent wind turbine spacing associated with varying wind directions, as
for previous laboratory experiments,'™'” and for different regimes of
ambient turbulence intensity." """

The remainder of this paper is organized as follows: in Sec. II, the
experimental campaign (Sec. 1T A), scanning LIDAR strategy (Sec.
11 B), data selection (Sec. 11C), and quality control (Sec. I1D) are
presented. In Sec. III, the results are organized in profiling- vs
scanning-LiDAR data assessment (Sec. III A), mean flow variability
with atmospheric turbulence intensity (Sec. 111 B) and turbine spacing
(Sec. 111 C). Finally, conclusions are reported in Sec. IV, while in the
Appendix detailed analysis of the LiSBOA design of the volumetric
scan is presented.

Il. EXPERIMENTAL CAMPAIGN
A. Experimental site and data collection

The experimental data presented in this study were collected
before and after the construction of four onshore wind turbines char-
acterized by a diameter D =127 m, hub height H=89 m, and rated
power close to 3MW. The aerial view of the experimental site is
reported in Fig. 1(a). As appears from the topography, some changes
in altitude are present but, overall, the site is classified as flat according
to the IEC international standards."’

In this work, two distinct right-handed reference frames are used:
the first one, referred to as the “global reference frame,” is aligned
along west—east and south-north directions with the vertical coordi-
nate increasing moving away from the ground; the second one,
referred to as “hub reference frame” and indicated by (x, y, z) is ori-
ented along streamwise (with x increasing moving downstream), trans-
verse (), and vertical (z) directions, respectively, and it is obtained by
aligning the x-axis with the downwind direction.

During the pre-construction phase (from June to August 2020),
four ground-based Windcube v1 profiling LIDARs (PLs hereinafter)
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were deployed in the proximity of the future turbine locations to inves-
tigate the site climatology.”* " PL data are available at z =40, 64, 89
m (hub height), 114, 140, 153, 160, 180, and 200 m, where z is the
height above the ground. The PLs are utilized to reconstruct the
incoming wind at each height through a six-beam Doppler Beam
Swinging (DBS) technique."* For a given height, the DBS technique
adopts six beams with constant elevation angle (28°) equally spaced
between 0°- and 360°-azimuth angle to retrieve the 10-min-averaged
radial wind speed at each azimuth. Subsequently, the magnitude of the
horizontal wind component (U) and direction (®) are obtained by fit-
ting a sinusoidal function onto the time-averaged radial wind speed
across azimuth angles. This operation is repeated for all the heights to
obtain vertical profiles of wind speed and direction [U(z), ©(z),
respectively].

In addition to U(z) and ®(z), the incoming wind is characterized
by the shear exponent (x). The latter is obtained by fitting a power-law
function over each wind speed profile obtained from the DBS

scans:' 70"
Ul(z z\*
v _ () 1)
R ZR
where the subscript “R” refers to reference values assumed at the low-
est available height.

Each vertical profile of wind direction is further characterized
through the wind direction value at hub-height (®) and veer
(d®/dz), both of them calibrated through a first-order polynomial fit-
ting of the wind direction profile obtained from the DBS scans:

0(z) ~ % (z—H)+Opap. @)

In the remainder of this study, large veer and shear coefficients will be
used to rule out non-canonical boundary layer flows from further anal-
ysis (see Sec. II C for more details).

For the pre-construction phase, a prevailing hub-height wind
direction from south-west (x240°) is estimated from the reconstructed
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FIG. 1. Experimental site: (a) topographic map of the wind farm under investigation (topography from USGS.gov) and positions of wind turbines, profiling LIDARs (PLs) and
scanning LIDAR (SL) (circle symbols); the shaded area corresponds to the region probed by the scanning LiDAR; (b) wind rose at the experimental site collected before the

construction of the wind farm.
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wind profiles, as reported in the wind rose of Fig. 1(b). Furthermore,
observing the PL locations with respect to the turbines [Fig. 1(a)], it is
observed that PL04 is located about 10D upstream of the turbine row
along the prevailing wind direction, while other PLs are placed in the
vicinity of the turbine of interest (T07), to measure flow distortions.
Thus, in the remainder of this analysis, velocity profiles from PL04 will
be utilized as a reference undisturbed wind speed [U(z)].

During the post-construction phase (between March 23, 2021,
and May 19, 2021), one Windcube 200S scanning Doppler LiDAR
(SL) was added to the setup to probe the radial wind speed (v,) over a
volume including turbines 706, T07, and T08 [see the shaded area in
Fig. 1(a)]. Technical specifications of the SL used for this experiment
are available in the literature [see, e.g., Ref. 4].

During the construction of the wind turbines (August 2020 to
September 2020), all the remote sensing instruments deployed for this
experiment were co-located for a period of 35 days to perform DBS
scans with the aim of characterizing the instruments accuracy. The
LiDAR data are quality-controlled and averaged over 10-min periods
to then perform a linear-regression of data collected from the different
LiDARs. The obtained cross correlation coefficient is always within the
range [0.998, 1.002] for all the measured heights with a deviation
from unit slope smaller than 1.5%, and intercept smaller than 0.2 m/s.””
All these statistical values are deemed suitable to investigate wind farm
blockage and speedup zones.

Finally, each turbine was monitored through a Supervisory
Control And Data Acquisition (SCADA) system collecting the 10-
min-averaged hub-height wind speed, power, turbulence intensity
(TI), thrust coefficient (C;), power coefficient (Cp), revolutions-per-
minute (RPM), and set point of each turbine. For the data post-
processing, SCADA data are interpolated over the PL04 time stamp to
monitor inflow and turbine operating conditions in a synchronized
fashion.

B. Scanning LiDAR strategy

The SL is deployed to perform optimally designed volumetric
scans over a region encompassing turbines 706, 707, and T08 [shaded
area in Fig. 1(a)]. Each volumetric scan is made of a sequence of PPI
scans probing the flow over a prescribed azimuth range with increasing
the elevation angles (¢b). The angular limits chosen in this work are
10° < 0 < 100° for the azimuthal direction (assuming zero azimuth
aligned with north) and ¢ < 75° for elevation angle. The SL gate
length and sampling rate have been set equal to 50 m (0.39D) and
2 Hz, respectively.

The azimuth resolution (Af) and the number of PPI scans (Npp;)
within the above-mentioned limits are selected by applying the LIDAR
Statistical Barnes Objective Analysis (LISBOA) algorithm.”"' The latter
allows reconstructing time-averaged flow statistics within a three-
dimensional Cartesian volume with user-defined resolution. However,
due to the finite resolution of the SL, statistics of the measured velocity
field can be reconstructed only down to a fundamental half-
wavelength vector [indicated by An = (An,, An,, An;) in the hub
reference frame], while spatial fluctuations with smaller half-
wavelengths will be filtered out. To reconstruct meaningful flow fea-
tures both in the induction zone and the speedup region at hub height,
in this work the fundamental half-wavelengths are chosen as
Any = 1D, An, = 0.5D, and An, = 0.8D, while the grid resolution is
set equal to 0.25An. A sensitivity analysis on the choice of the
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fundamental half-wavelength, which is reported in the Appendix,
reveals a low sensitivity of the LiSBOA-reconstructed mean velocity
field to the choice of the fundamental half-wavelength vector around
the selected value.

Several combinations of Af and Npp; have been tested to opti-
mally reconstruct the chosen spatial wavelength within the domain
(x, ¥, 2) = [-2, 4]D x [—4, 4]D x [—0.25, 0.25|D centered around
TO07 at hub height (see the Appendix for further details). Eventually,
the chosen volumetric scan parameters are A = 2° and Npp; = 5 cor-
responding to the following elevation angles ¢ = [3.4°, 4.4°, 6.1°,
10.1°, 28°], and to a volumetric scan time of 7, = 129 s.

After collecting the data through the volumetric scan, the
LiSBOA algorithm is leveraged to reconstruct streamwise mean veloc-
ity and 7T on the same Cartesian grid chosen during the scan design
phase.” To validate the mean flow reconstruction through the selected
scan, the non-dimensional LiSBOA mean flow will be first assessed
against PL data (Sec. IIIA). Subsequently, the non-dimensional
LiSBOA mean velocity and TT will be evaluated for different inflow
conditions (cf. with Secs. I11 B and 111 C) in terms of hub-height cross
sections of the three-dimensional reconstructed flow.

In addition to the statistical uncertainty (addressed in Sec. I1 C),
one source of error that must be accounted for when the induction
zone is quantified via SL measurements is the instrumental error;”
this uncertainty is introduced by fluctuations of the LIDAR’s scanning
head performing volumetric scans (resulting in uncertainty of the
probed position at a certain radial distance), Earth curvature over the
measured domain (resulting in uncertainty of the vertical position of
the scanned points) and, if present, motions of the structure support-
ing the LiDAR. For the present experiment, the scanning LIDAR was
fixed to the ground without any intermediate support. Furthermore,
the error due to the Earth curvature over the measured radial distance
(2050 m) is quantified as ~0.66 m (thus negligible when compared to
the turbine diameter and hub-height). Finally, the standard deviation
of the azimuth and elevation angles with respect to the nominal posi-
tions is of 0.017° and 0.0012°, respectively, which correspond to a
maximum deviation from the nominal position of 0.61 and 0.04 m,
respectively, at a distance of 2050 m, thus negligible for the present
purpose.

C. Data down-selection and binning

After collecting wind data from different instruments (PLs,
SCADA, and SL) during the post-construction phase, the data are syn-
chronized on a common time stamp. Specifically, PL and SCADA data
are interpolated via the nearest-point algorithm onto the SL time
stamp limited to =5 min. After interpolating all the data on the same
time stamp, only region-II, non-derated operating conditions are
down-selected. Thus, for each turbine only flow realizations character-
ized by hub-height wind speed (Uyp, obtained from SCADA) within
[0.6, 1]Uraea (Where Upeq is the rated wind speed) have been consid-
ered in order to exclude both turbine de-rated conditions and operat-
ing conditions forced by the controller for low incoming wind speed.
Finally, only conditions with power less than the rated value (Praeq)
and RPM greater than the turbine set-point value are retained for fur-
ther analyses. The latter ensures that curtailed turbine operations are
ruled out from further analysis. The selected operative conditions are
visualized as a function of the normalized hub height wind speed
(Unub/ Uratea) in Fig. 2 as averaged values across turbines T06-T09
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FIG. 2. Region I data selection of non-derated operations: (a) power; (b) turbulence intensity (T1); (c) power coefficient (C,); (d) thrust coefficient (Cy); and (e) RPM. Data are

shown after interpolation on SL time stamp and averaging among single-turbine data

(red dots) and compared with all the available operative conditions
before the data selection (black dots).

From the inspection of the normalized power [Fig. 2(a)], power
coefficient, C, [Fig. 2(c)], and thrust coefficient, C; [Fig. 2(d)], curves,
it can be stated that region II conditions are effectively isolated.
Notably, over the 93 646 time realizations available from SCADA data
before the data filtering, only 11796 (=12.6%) are available for further
analyses. Similarly, starting from 53651 time realizations available
from PL04 data after the interpolation on the SL time stamp, the
above-mentioned data selection process leaves 15440 samples (29%)
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for further analysis. The significant reduction of available data is due
to the highly occurring wind farm curtailment throughout the dura-
tion of the experiment.

The variability of the selected dataset is further explored considering
the bi-dimensional normalized probability density functions (pdfs)
reported in Fig. 3. In particular, the pdf of incoming wind speed at hub
height normalized with the rated wind speed (Usonub/Urated> Where
Uso hub 18 evaluated from PL04 data) vs veer [Fig. 3(a)] unveils significant
occurrence of high-veer events at low wind speed (Us, < 0.6 Upgeea)- It
is noteworthy that such conditions mostly occur during nighttime and
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FIG. 3. Bi-dimensional normalized probability density functions of inflow and SCADA data in region Il: (a) veer vs hub-height wind speed; (b) veer vs shear; (c) wind direction

vs hub-height wind speed; and (d) turbulence intensity vs hub-height wind speed.
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are associated with the presence of low-level jets and negative-shear
velocity profiles.”” However, these events are characterized by low
incoming velocity (Us hub < 0.6Urated); thus, based on the above-
mentioned data filtering, they are not considered for further analysis.
In addition, wind veer and shear seem to be practically uncorrelated, as
shown in Fig. 3(b).

The bi-dimensional pdf of hub-height wind speed vs hub-height
wind direction [Fig. 3(c)] confirms the presence of two peaks
highlighted by high occurrence values roughly located around 45° and
240°. Thus, following the results shown in Fig. 3(c), in the remainder
of this study the selected data in region II will be binned
based on the incoming wind direction at hub height within the range
200° < Oy, < 270° with a bin size of 10° (as prescribed by Ref. 46).
The bin sizes are reported in Fig. 3(c) with vertical red dashed lines.
The bi-dimensional plot of TT (evaluated from SCADA data) vs hub-
height wind speed [Fig. 3(d)] reveals events occurring all across the
considered TT range. Thus, simultaneously with the wind direction
binning, the selected data in region II will be subdivided also in terms
of TT in the range 0% to 15% with a bin size of 5% [reported in Fig. 3
(d) with red dashed lines].

As a result of the aforementioned binning criteria, 21 non-
overlapping wind direction and TT conditions are identifiable. For each
bin, the radial wind speed collected by the SL is injected into the qual-
ity control process described in Sec. II D. However, only bins including
a minimum number of volumetric scans (N,) should be considered for
further analyses to limit the statistical uncertainty on the mean, which
is a crucial parameter when the mean velocity in the induction zone
must be estimated. To this aim, the statistical uncertainty on the mean
for auto-correlated signals has been used”” [Eq. (A2) in the Appendix].
Assuming a streamwise velocity standard deviation of ¢, = 0.1Ujqted>
a minimum hub-height freestream velocity of Usg hub = 0.6Upated> and
an integral timescale of 24 s (see the Appendix), the non-dimensional
statistical uncertainty on the mean (g) calculated from Eq. (A2) is
estimated a priori as ey < 0.056Usohgy if Ny > 9 (cf. with the
Appendix). Thus, only data bins featuring a minimum number of nine
volumetric scans have been considered for further analysis. Based on
this criterion, ten data bins (reported in Table I) are available for the
remainder of this study. From Table I, homogeneous conditions across
bins are observed in terms of C, C,, incoming wind speed, and

ARTICLE pubs.aip.org/aip/rse

diameter-based Reynolds number (Rep = U, D/v, where v = 1.41
x 107° m?/s is the kinematic viscosity).

D. Quality control of scanning LiDAR data

For each bin reported in Table I, the SL scans are examined to
individuate possible outliers in the data, i.e., erroneous quantification of
the radial wind speed (v,) due to instrumental errors. To this aim, a
dynamic filtering algorithm is used to remove instantaneous radial
wind speed samples characterized by low occurrences.*® Specifically, a
spatiotemporal interval of (Ax, Ay, Az, At) = (1D, 1D, 0.5D, 1125s)
in the global reference frame is defined around each SL physical point.
For each point, all the instantaneous (v,, CNR) pairs (where CNR is the
carrier-to-noise ratio) are utilized to estimate a normalized bi-variate
probability density function centered about the space-time averaged
values of v, and CNR. All the samples characterized by low occurrence
(<0.1%) are treated as outliers and marked by Not-a-number (Nan)
values. An example of the outcome of this step is visualized in Fig. 4(b)
where, with respect to Fig. 4(a), velocity samples in the proximity of
turbines T06, T07, and T08 are removed for this reason. Finally, the
outliers located within the boundaries of the SL domain are replaced
through the “inpaint_nans” function available in Matlab."’

After assessing the quality of the radial wind speed, the non-
dimensional streamwise velocity (1/Uy,) is calculated from each v,
sample [Fig. 4(c)]:

ulx, y,z, 1) _ v (x, 9, 2, t)

Uy (z,1) ~ Usx (2,t)cos (0 — O (z,t))cos ¢’ 3

where (0, ¢) represent the azimuth and elevation angles utilized by
the SL to probe the generic position (x, y, z), t is the time stamp of
the SL, and O (z, t) is the incoming wind direction obtained fitting Eq.
(2) onto the synchronized PL04 data [see Fig. 4(d)]. Equation (3) is
leveraged up to a maximum wind misalignment of |6 — ®| < 45° to
avoid excessive cross-wind contamination; instantaneous samples
associated with larger misalignment are discarded from further analy-
ses. The reference velocity Uy (z,t) evaluated on the SL points
[reported in Fig. 4(e) with black line] is obtained from the best fit of
the shear exponent («) of Eq. (1) onto the synchronized velocity profile
along z measured by PL04 [reported in Fig. 4(e) with green symbols].

TABLE |. Data binning in region I according to hub-height wind direction and turbulence intensity. The mean and standard deviation (SD) values of normalized wind speed at
hub height, C;, and C, are reported for each bin as well. The last column reports the diameter-based Reynolds number (Rep = U,D/v).

. Uoo«,hub / Urated o Cp

Bin Ohub TI Rep

D ) (%) Mean SD Mean SD Mean SD (x107)
1 220-230 5-10 0.70 0.02 0.740 0.007 0.424 0.006 6.3
2 230-240 0-5 0.66 0.04 0.749 0.014 0.420 0.006 5.9
3 230-240 5-10 0.67 0.04 0.752 0.012 0.429 0.008 6.0
4 230-240 10-15 0.64 0.03 0.763 0.012 0.448 0.003 5.8
5 240-250 5-10 0.66 0.07 0.756 0.010 0.429 0.004 5.9
6 250-260 5-10 0.70 0.06 0.744 0.022 0.428 0.004 6.3
7 250-260 10-15 0.71 0.06 0.739 0.043 0.442 0.017 6.4
8 260-270 0-5 0.74 0.04 0.748 0.008 0.429 0.001 6.7
9 260-270 5-10 0.72 0.07 0.737 0.030 0.428 0.005 6.5
10 260-270 10-15 0.69 0.05 0.748 0.020 0.442 0.009 6.2
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FIG. 4. Quality control of SL data for bin 3 (cf. with Table ) collected on April 21, 2021, 07:46 AM (local time): (a) radial wind speed (v;) measured by the SL; (b) v, retrieved
through the dynamic filter;"® (c) streamwise wind velocity; (d) incoming wind direction profile fitted with Eq. (2); and (e) incoming wind velocity profile from PLO4 (green symbols)
fitted with Eq. (1) (black symbols) and evaluated over the SL grid points. In panels (a)—(c), the contour lines refer to height levels between 280 and 310 m with 2.5 m increase.

After approximating the instantaneous streamwise wind speed
via Eq. (3), the dimensional (U) and non-dimensional (U/Uy,) mean
velocity fields are calculated through the LiSBOA algorithm as a time
average of SL streamwise wind speed realizations.”** Similarly, the
standard deviation of the streamwise velocity fluctuations (,,) and tur-
bulence intensity based on shear-corrected non-dimensional SL data
(TIgp ) are estimated as

Ou (x7 Vs Z) = <[u (x7 Vs 2, t) -U (x’ Vs Z)]2>0'57 (4a)
st (x, y, 2) = <{u Ej';)zzzt)t) - U((;; {;)Z)} > L @)

ie, obtained by subtracting the local time-averaged flow from the
instantaneous streamwise wind speed evaluated over the SL physical
points. The LiSBOA mean flow, originally calculated on the Cartesian
points, is estimated over the SL points through linear interpolation and
subtracted from the instantaneous values.*' It is noteworthy that, for the
data analysis detailed in Sec. 111, g, from Eq. (4a) has been leveraged to
estimate the statistical uncertainty on the mean (gj) through Eq. (A2).

lll. RESULTS
A. Assessment of scanning LiDAR data against
profiling LiDAR data

Before delving deeper into the analysis of the wind field over the
induction zone and speedup regions for different wind conditions, it is

important to assess the mean velocity field reconstructed through
LiSBOA at hub height against PLO1 and PL03 mean velocity data col-
lected within the SL measurement domain. In particular, PLO1 and
PLO3 are placed upstream of T07 and between T07 and T08, respec-
tively, for the considered wind sector (200°—270°); thus, they may be
used as further quantification of the induction and speedup effects
investigated in this study.

For each bin of quality-controlled data reported in Table I, the
instantaneous non-dimensional velocity sampled by the SL is injected
into the LiSBOA algorithm to reconstruct mean velocity and standard
deviation through Eq. (4a) within the Cartesian domain limits
(AX, AY, AZ)/D = [-2, 4] x [—4, 4] x [-0.25, 0.25]; as stated in
Sec. 11 B, a fundamental half-wavelength vector of An = [1 D, 0.5D,
0.8 D] is chosen. The resulting hub-height mean velocity is linearly
interpolated over the PLO1 and PL03 locations and finally compared
against the PL mean velocity records at hub height (here named Upr,
and Upyps, respectively). To obtain a meaningful comparison, the latter
are averaged in time considering only PL flow realizations simulta-
neous to the SL time samples injected into the LiSBOA algorithm for
each bin.

The linear regressions of the PLO1 and PLO3 data with the SL
data are reported in Figs. 5(a) and 5(b), respectively, for all the bins
listed in Table 1. For both panels, the abscissa reports the hub-height
mean velocity estimated by LiSBOA at the considered PL position,
while the ordinate reports the reference mean velocity value measured
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FIG. 5. Linear regression between the mean velocity values estimated by LISBOA (horizontal axes) from SL data at PL location vs the values measured by the PLs (vertical
axes) for each bin listed in Table | (reported with a different color): (a) PLO1 values and (b) PLO3 values. Each bin is reported with a different color.

by the PLs. Overall, good agreement is found between reference and
LiSBOA-estimated values of mean wind speed over the PL locations,
with normalized mean absolute errors (NMAEs) of 5.8% and 2.0% of
the incoming wind speed, thus lower than the estimated statistical
uncertainty on the mean for the chosen scanning strategy (7.4%, cf.
with the Appendix).

Although consistent mean velocity estimates are obtained from
both regression analyses (R-square values of 0.75 and 0.98 for PLO1
and PLO3 references, respectively), a better agreement between SL and
PLO3 is observed with respect to SL vs PLO1 data (slope of 0.957 vs
0.754, and intercept of 0.018 Uryed VS 0.178 Upyea). The larger data
scattering observed for the PLO1 assessment is thought to be due to the
enhanced flow three-dimensionality in the induction region, which is
harder to reproduce both through SL and PL velocity measurements.

B. Variability of rotor-induced effects on the incoming
wind field for different turbulence intensity

For flat terrain, the freestream 77 at hub height is generally corre-
lated with the atmospheric stability regime.”” Thus, SL data from data
bins 8, 9, and 10, which are characterized by the same wind direction
and incoming TI within 0%—5%, 5%SS—10%, and 10%—15%,
respectively (Table 1), are injected into the LiSBOA algorithm to evalu-
ate the hub-height non-dimensional mean velocity and TIg;, (Fig. 6).
The two-dimensional mean velocity fields [Figs. 6(a)-6(c)] highlight
the presence of a zone within a streamwise extent of 2 D upwind of the
T08 rotor characterized by a velocity reduction, which is typical of the
induction zone, while speedup regions are observed on both sides of
T07 for TT < 10% [Figs. 6(a) and 6(b)].

From Fig. 6, it is observed that with increasing TI wake recovery
occurs over shorter downstream distances due to the enhanced turbu-
lent fluxes [Figs. 6(d)-6(f)], as already documented in the litera-
ture.**** Furthermore, for the speedup regions located on both sides
of T07, the magnitude of the velocity decreases with increasing free-
stream TT [Figs. 6(a)-6(c)]. In the hub reference frame, the speedup
region is characterized for different levels of the incoming TT both
through the position of the maximum speedup (Xyax, Yimax) and

through the centroid of the area where U > U,. In particular, the
streamwise (x¢) and spanwise (yc) positions of the centroid are calcu-
lated as

J U(x,y)xdxdy
xc="A— ) (52)
J Ul(x, y) dxdy
x’y

J U(x,y)y dydy
po="2r . (5b)
| vt axey

xy

U(x,y)>Ux

For the selected bins, the location of the maximum velocity [cross sym-
bol in Figs. 6(a)-6(c)] and of the centroid [circle symbol in Figs. 6(a)
and 6(b), no speedup is observed for bin 10] of the speedup region
shift upstream with increasing incoming T1.

The mean velocity along the streamwise direction, x, is then
extracted at two different spanwise locations situated along the T08
axis and within the T07-T08 speedup region, whose transects are
reported in Figs. 6(a)-6(c) with continuous and dashed lines, respec-
tively. The selection of T08 instead of T07 is due to the fact that, for
the chosen bins, the SL-T08 direction is better aligned with the wind
direction (260°—270°) rather than the SL-T07 direction, thus SL mea-
surements can provide a better accuracy in probing the streamwise
velocity component. The mean velocity along the selected transects is
reported in Fig. 7 in the hub reference frame along the x-direction cen-
tered at the turbine location (x7). The shaded areas represent the statis-
tical uncertainty on the mean calculated via Eq. (A2) with ¢, obtained
from Eq. (4a). In particular, the mean wind speed within the stream-
wise range [—2 D, 0] from TO8 is depicted in Fig. 7(a), while the veloc-
ity deficit within 1D is further quantified in Table II.

Comparing the velocity reduction for different levels of the
incoming T7, bin 8 with the lowest TI range shows the strongest veloc-
ity reduction as (x—x7) < 0.5D (cf. also with Table II), in agreement
with previous scanning wind LIiDAR experiments."”
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FIG. 6. Non-dimensional mean velocity (a)-(c) and Tls. (d)—(f) at hub height for different ranges of the freestream turbulence intensity: (a) and (d) T/ = 0—5%; (b) and (e)
Tl = 5—10%; (c) and (f) T/ = 10—15%. Black arrows report the mean wind direction for each bin, cross and circle symbols report the location of the maximum and centroid
of the speedup region, while continuous and dashed lines report the locations of transects within the wake and speedup regions, respectively. The black contour lines refer to
height levels between 280 and 310 m with 2.5 m increase.
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FIG. 7. Mean velocity at hub height along the streamwise direction referred to T08 streamwise position (x7): (a) induction zone, (b) wake region, and (c) speedup region.
Uncertainty intervals are evaluated through Eq. (A2) with &, from Eq. (4a).
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TABLE II. Non-dimensional velocity extracted at streamwise locations between 0
and 1D upstream of the reference turbine (T08) for different freestream TI.
Uncertainty intervals represent the statistical uncertainty on the mean calculated
through Eq. (A2).

U/UOO
X—XT08 U/Ux
[D] TI = 0%—5% TI =5%—10% TI =10%—15% Ref. 10

-1 e 0.960 £ 0.012
—0.75 0.937+0.030 0.937 =0.013
—0.50 0.865*0.038 0.891 £0.014
—0.25 0.755%*0.042 0.811 =0.015
0 0.623 £0.042 0.699 £0.015

0.951 = 0.016 0.974
0.929 = 0.016 0.958
0.873 £0.017 0.927
0.780 = 0.017 0.862
0.663 = 0.017 0.750

Both Table II and Fig. 7(a) reveal a good agreement between
the considered data bins and the induction-zone model proposed by
Ref. 10, which is expressed as

1+(2(x}—)xr)>2]05 )

where a is the axial induction factor related to the thrust coefficient
(Cy) by the classic momentum theory: C; = 4a(1—a), and C; = T/
(0.5pU2 A) (T being the rotor thrust force). For each bin of the
LiDAR data, a is estimated based on the mean C, value for turbine T08
conditionally averaged across the time realizations included in each
bin. No sensible difference for the predictions obtained with the model
of Eq. (6) is found across bins 8, 9, and 10 since the mean C; values are
very similar, thus only the prediction for bin 10 is reported in Fig. 7(a)
for the sake of clarity. However, the experimental mean velocity pro-
files show stronger velocity reduction as (x—x7)>—1D with respect to
Ref. 10, in analogy with the results of Ref. 19 for similar spanwise tur-
bine spacing (s, = 1.26—3.93D vs s, = 1.93D for the present bins).
One possible explanation might be that the Ref. 10 model is based on
the vortex sheet theory applied to an isolated wind turbine, while the
current wind farm layout is characterized by four wind turbines closely
spaced along the same row (s, = 1.93D). Thus, the global wind farm

2(x—
U _ g4 2e2n)
Us, D
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blockage effect (not accounted for by the Ref. 10 model) could be
responsible for the stronger mean velocity reduction observed from
the experimental data. Another discrepancy between the Ref. 10 model
and the current experimental scenario is the significant presence of
shear in the wind speed profile,”””" which is not accounted for by the
reference model.

The current findings about the speedup under different ambient
TI conditions are slightly different than the results of Ref. 39, who
found the strongest speedup (15%) under daytime, convective condi-
tions for westerly wind. However, it should be noticed that in that
study, TI data are binned over two larger ranges (71 < 10% and 10%
< TI < 25% for night and daytime, respectively), which might lead to
a more heterogeneous flow conditions in terms of incoming TI and, in
turn, increase the uncertainty of the reconstructed mean flow. By con-
trast, in the current study T1 is clustered into three bins (0 < TT < 5%,
5% < TI < 10%, 10% < TI < 15%), thereby providing a more accu-
rate data binning according to the background flow conditions.

Focusing on the wake region of T08 in Fig. 7(b), a faster wake
recovery is observed for bin 10, as expected since it is characterized by
the highest T1 level, for (x—x7) > 2D. In contrast, no TI-related effects
are observed in the near-wake region (x—xr < 2D). This confirms that
the effects of the incoming TT on the downstream evolution of wind
turbine wakes are mainly localized in the far-wake as a result of the
enhanced turbulent fluxes and mixing,”**”"*""

The transect in the speedup region [Fig. 7(c)] reveals a significant
dependence of the velocity profile on the ambient TI within
x—x7 < 2D. Specifically, as TI increases, the velocity magnitude in the
speedup region decreases. The speedup reduction is further quantified
by the magnitude of the maximum velocity value across the speedup
region [Fig. 8(a)] as a function of the ambient TI. As anticipated from
Figs. 6 and 7, the speedup effect observed in the T07-T08 speedup
region decreases from 5.7% % 1.4% of U, for bin 8 with the lowest TT
level to 0.3% = 0.7% of Uy for bin 9 and becomes negative, i.e., no
speedup, for bin 10 with the highest T level (—1% = 0.9% of U.).

The centroid position of the speedup region is reported in Figs.
6(a)-6(c) and Figs. 8(b) and 8(c) with circle symbols. Both the maxi-
mum speedup and the centroid spanwise positions (y... and yc),
roughly located in the middle between the turbines, appear to be

051 I=——9

FIG. 8. Speedup effects for different levels

of the incoming TI: (a) maximum mean
velocity magnitude within speedup region;
uncertainty intervals are calculated via Eq.
(A2); (b) streamwise position of maximum
velocity value and centroid within speedup
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insensitive to the ambient T regime, as evidenced in Fig. 8(b) where
they are referred to the T07 spanwise location and normalized with the
T07-T08 spanwise distance [s, = 1.96D, also reported in Fig. 6(f)]. By
contrast, the streamwise positions with respect to T07 location [Fig. 8(c)]
decrease transitioning toward higher freestream TI (xy0c = 1.37 s, for
the range TI = 0—5%, 0.21 s, for the range TI = 5—10%, and 0.25 s,
for the range TT = 10—15%).

The feature that the speedup magnitude is enhanced and detected
further downstream from the rotor with reducing incoming-wind TT
suggests that the occurrence of a speedup is not only associated with
the pressure field induced by the turbine rotor, but also with the associ-
ated wake velocity field. In particular, with increasing incoming-wind
TL, turbine wakes recover faster.””**”" Therefore, the flow confinement
induced by adjacent rotors and wakes is observed further downstream
for reduced incoming-wind TT.

C. Variability of rotor-induced effects on the incoming
wind field with turbine spacing

Given the wind farm layout reported in Fig. 1(a) and assuming
that the turbine rotors are perpendicular to the incoming wind direc-
tion, any change in wind direction (®y,,) affects the streamwise (sy)
and spanwise (s,) spacing among wind turbines in the hub reference
frame, which are fundamental parameters driving the flow evolution
across a wind farm.'®'” It is noteworthy that the terms “streamwise
spacing” and “spanwise spacing” here refer to the distances between
adjacent wind turbines [cf. with Fig. 9(f)]. This definition is physically
meaningful only when both s, and s, are strictly positive, and this

x  Max. speed-up (Zmaz, Ymaz) ®

Centroid (z¢, yc)
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nomenclature should not be mistaken with the analogous used for
multiple-rows and multiple-columns wind farm configurations.'**"
The following results will be presented both in terms of the incoming
wind direction and the related horizontal area between turbines (sys,).
For the wind farm under investigation, the spanwise spacing decreases
as the wind direction shifts from south to west, while the streamwise
spacing increases. Overall, the horizontal area between turbines (s,s,)
increases as the wind direction shifts from south to west.

For this analysis, bins 3, 5, 6, and 9 of Table I are selected as they
are characterized by the same incoming-wind 77, wind directions within
the sectors 230°—240°, 240°—250°, 250°—260°, and 260°—270°,
respectively, and horizontal areas between turbines of sys, /D
=0.78, 1.66, 2.46, 2.70, respectively. For each bin, non-dimensional
mean velocity and Tl around the turbines are depicted in Fig. 9.
Focusing on the mean velocity [Figs. 9(a)-9(d)], a significant velocity
decrease in the speedup region between T07 and TO8 is observed
increasing the horizontal area between turbines. Furthermore, the
LiSBOA domain for bins 3 and 5 [related to Figs. 9(a) and 9(b), respec-
tively] allows for comparing the speedup across different turbines. As a
result, the most downstream turbine (T08 among those probed by the
SL) experiences the strongest speedup, consistently with the numerical
results of Ref. 26. Regarding the TIg;, distribution [Figs. 9(¢)-9(h)], no
clear dependence is observed on the turbine spacing, which confirms
that the TT evolution downstream the turbines is mainly governed by
the ambient value of TT.

The mean flow within the speedup region between T07 and T08,
as well as the wake center of the reference turbine, are further

HET 4

(©)
4

8

Tlss, (%)

10 20 30

FIG. 9. Hub-height distribution of non-dimensional mean velocity (a)—(d) and Tls. (e)—(h) for different incoming wind directions (reported with black arrows): (a) and (e)
Ohyp = [230°—240°]; (b) and (f) Onyp = [240°—250°]; (c) and (g) Onu = [250°—260°]; (d) and (h) Ony, = [260°—270°]. The black contour lines refer to height levels

between 280 and 310 m with 2.5 m increase.
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FIG. 10. Mean streamwise velocity at hub height for different incoming wind directions: (a) induction zone; (b) wake region; and (c) speedup region. Darker colors correspond
to the wind shifting toward west (increasing the horizontal area between turbines). Uncertainty intervals are evaluated through Eq. (A2) with o, from Eq. (4a).

investigated through transects along the streamwise direction
[reported in Figs. 9(a)-9(d) with dashed and continuous black lines,
respectively]. Notably, for bins 3, 5, and 6 the direction SL-T07 is
more aligned with the incoming wind, whereas for bin 9 the direction
SL-T08 provides less misalignment; the reference turbine is selected
accordingly. The so-obtained streamwise profiles of mean velocity are
visualized in Fig. 10. The mean velocity distribution within the induc-
tion region is reported in Table III and Fig. 10(a). Good agreement is
found between the reconstructed velocity profiles and the Ref. 10
model as (x—x7) < —1D, while the latter seems to underestimate the
velocity deficit closer to the rotor. As mentioned in Sec. III B, this
might be due to a global blockage effect, which is not taken into
account by Ref. 10. However, the statistical uncertainty associated with
the reconstructed mean flow (reported in Table I1I) does not allow for
further considerations about the effect of the spanwise spacing on the
induction zone. Thus, we believe that further research is needed to
assess the impact of turbine spacing on the single induction zone for a
real wind farm layout.

Observing Fig. 10(b), no dependence is found between the tur-
bine spacing and the wake recovery associated with the reference tur-
bine, while, as anticipated by Figs. 9(a)-9(d), a decreasing speedup

between the turbines is associated with increasing values of s,s,/D?
[Fig. 10(c)]. This effect is further quantified through the evaluation of
the maximum speedup magnitude across different spacing and
reported in Fig. 11(a). Here it is confirmed that an increased horizontal
area between turbines (ss,) is associated with a reduced speedup at
hub height. By contrast, the streamwise location of the centroid of the
speedup region (xc) reduces as the horizontal area between turbines
increases [cf. with Fig. 11(c)], while the streamwise position of the
maximum speedup is less sensitive to the area between turbines. Thus,
it can be concluded that the speedup region reduces both in magnitude
and extension as the area between turbines increases.

IV. CONCLUSIONS

In this work, the flow developing at the inlet zone of an onshore
wind farm has been investigated through one scanning wind LiDAR
(SL) and three profiling LIDARs (indicated as PLO1, PL03, and PL04)
to quantify the mean streamwise velocity and hub-height turbulence
intensity based on SL data, Tlg;, within induction and speedup regions
at hub height for different incoming wind conditions and ambient T1.
Three turbines within the wind farm have been selected to position the
profiling LiDARs within the main regions of interest both before and

TABLE |lI. Velocity deficit within 1D of reference turbine changing incoming wind direction, ®n,, and horizontal areas between turbines spacing, sys, /D?. Uncertainty intervals
represent the statistical uncertainty on the mean calculated through Eq. (A2).

U/Us

X—XT Opup, = 230°—-240° 240°—-250° 250°—260° 260°—270° U/Us
(D] ses,/D> = 0.78 1.66 2.46 2.70 Ref. 10
-1 0.980 = 0.019 0.904 = 0.021 0.980 = 0.016 0.960 = 0.012 0.974
—0.75 0.965 +0.019 0.888 = 0.023 0.954 = 0.017 0.937 +0.013 0.959
—0.5 0.909 = 0.018 0.838 = 0.023 0.889 = 0.017 0.891 = 0.014 0.928
—0.25 0.802 = 0.018 0.730 = 0.022 0.770 = 0.017 0.811 = 0.015 0.865
0 0.679 = 0.017 0.628 = 0.022 0.629 = 0.018 0.699 = 0.015 0.755

Reference T07 T07 T07 T08
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after the construction of the wind turbines. In particular, PL04 was
placed ~10D upstream of the turbine row along the prevailing wind
direction (240° from north), while PLO1 was positioned within the
induction zone (~1D upstream of the turbines row), and PL03 was
located in the space between two consecutive turbines. The inflow data
have been characterized from PL04, then classified into 10 non-
overlapping bins based on wind direction and TI of the incoming
wind. The mean flow reconstructed through the LiDAR Statistical
Barnes Objective Analysis (LiSBOA) algorithm from the scanning
LiDAR data has been positively assessed against the profiling LIDAR
data in terms of hub-height wind speed.

To investigate the effects of atmospheric stability on the turbine
induction zone, the mean velocity for a selected wind sector and dif-
ferent incoming-wind TT has been investigated. First, it has been
observed that the induction-zone model proposed by Ref. 10 system-
atically under-estimates the velocity deficit, which might be due to
the mutual interaction of neighboring wind turbines and global
blockage, which are disregarded by the considered model, or the
effect of wind shear on the induction zone. Furthermore, wind con-
ditions with incoming TT smaller than 5% have been found to pro-
vide the largest velocity reduction upstream of the turbine rotors,
consistently with previous scanning wind LiDAR experiments."~ The
speedup region is characterized by a reduced intensity as the
incoming-wind TT increases (from 5.7% of the asymptotic velocity
for TI < 5% conditions to be negligible for TI>>10%). These effects
have been associated with the enhanced turbulent mixing due to the
increased TT and faster wake recovery.

The analysis of the hub-height mean velocity field for varying
horizontal area between adjacent turbines, s,s, (simulated considering
data bins for different wind sectors and the same ambient T1) has
shown no remarkable effects neither on wake recovery nor on the
induction zone upstream of the turbines. In contrast, turbine spacing
has a significant effect on the speedup region extension and the veloc-
ity speedup. In particular, the speedup is found to decrease as the

1.66 246 2.7

$48y/D?

horizontal area between turbines increases. It should be noticed, how-
ever, that the present results hold for a single row made by four tur-
bines. Results may be qualitatively or quantitatively different changing
the number of turbines or adding rows in the downstream region.
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APPENDIX: OPTIMAL SELECTION
OF THE PARAMETERS FOR THE LIDAR
VOLUMETRIC SCAN

In this study, the SL volumetric scan parameters are selected
based on the LiDAR Statistical Barnes Objective Analysis (LiSBOA)
algorithm.™*' As mentioned in Sec. I B, the statistical variability in
space can be reconstructed only down to a fundamental half-
wavelength vector An = (Any, An,, An;). Thus, assuming a certain
half-wavelength vector dictated by physical flow features, it is desir-
able to reduce the portion of the domain under-resolved by the vol-
umetric scan. According to the LiSBOA formulation, the percentage
of the Cartesian domain where the selected half-wavelength vector
is resolved is quantified by the Petersen-Middleton™ anti-aliasing
constraint (Ad)

Pi3 (x,9,2)

Ad (x7y7z) = n1/3(x’y’z) _ 1

<An;, i=x,y, z, (A1)
where V is the sphere volume with radius 3¢ (o is the standard devia-
tion of the Gaussian weights) centered on the generic Cartesian point
(%, y, z) and n is the number of LiDAR points within the sphere.
Notably, Ad — 0 means perfect sampling, while Ad > 1 implies
under-sampling and, thus, local aliasing. The percentage of the
Cartesian grid where Eq. (A1) is not satisfied (here named ¢;) is the
first cost function to minimize for an efficient volumetric scan design.

The second cost function utilized for the optimal design of the
volumetric scans is the statistical uncertainty on the mean (¢j;). The
latter is quantified for auto-correlated signals as*’

ARTICLE pubs.aip.org/aip/rse

where 7, is the sampling time of a single volumetric scan (129 s), T is
the integral timescale of the flow, ¢, is the guessed standard deviation
of the streamwise velocity (here assumed equal to 0.1Upyeq, Where
Urated 1s the turbine rated wind speed) and N; is the number of time
realizations. In this work, the integral timescale is assumed as the ratio
between a typical flow length scale and an advection velocity.””*
Assuming the latter as 5 m/s and an integral length scale of 120 m,”
an integral timescale of 7 =24 s is therefore considered. It is under-
standable that, for a given spherical sector, a volumetric scan featuring
low angular resolution (thus larger values of ¢;) allows for a higher
number of repetitions (N;,) within a certain time, which represents an
efficient way to decrease ;. On the other hand, high-angular resolu-
tion scans are inevitably slow in time and, thus, associated with larger
statistical uncertainty on the mean. Hence, a well-designed volumetric
scan provides a trade-off between spatial and temporal resolutions,
each of them quantified by different values of ¢ and ¢, which, in
turn, correspond to different combinations of A0, Nppy, and ¢. This
concept is formalized by generating Pareto fronts on the (e, &)
plane, where the optimal scan is selected based on the distance of each
simulated point from the origin.

As mentioned in Sec. I B, the fundamental half-wavelengths are
chosen as An, = 1D, An, = 0.5D, and An, = 0.8D. Several combi-
nations of A0, Nppj, and ¢ have been tested to concurrently minimize
g and &y upon the chosen values of fundamental half-wavelengths.
The Pareto fronts resulting from different combinations of A0, Nppy,
and ¢ are reported in Figs. 12(a)-12(c) increasing the number of PPIs.
As anticipated in Sec. II B, the chosen scanning resolution [reported in
Fig. 12(b) with red symbol] is ¢ = 0.25|An| (to reconstruct 95% of the
mean energy ') A0 = 2° and Npp; = 5 corresponding to the following
elevation angles: ¢ = [3.4°, 4.4°, 6.1°, 10.1°, 28°]. The related values
of ¢; and ¢y are quantified as &7 = 44.4% and ¢y = 0.074U, (7.4%).

The sensitivity of the reconstructed mean flow presented in Sec. 111
to the LiSBOA parameters is now assessed. In particular, for the chosen

1/2
1 2= P Cartesian ~ domain  [(x, y, z) = [-2, 4]D x [—4, 4]D x [-0.25,
& = Ou ﬁt+1\_722 (N: —p) exp (7 T) ) (A2) 0.25]D], the fundamental half-wavelengths (An,, An,, An.), as well
p= as the LiSBOA smoothing parameter ¢, have been varied around the
o o/|An|=1/3 A 1/4 o 1/6 * 1/13 A Selected INTG
(a) 0.2 (b) 0.2 (c) 0.2 3
& o % Qo % @ o * 2.5
0.15 - 0.15 0.15 -
8 8 A o * 8 e = % 2
= 01 = 01 = 01
= V] oA o % = V] @A B X 13 @ B %
o oA o o “ 'ﬁ I “‘ m %15
A =] A
0.05 | cosk | 0.05 .
0 0 0 0.5
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Er [%]
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Er [%]
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FIG. 12. Pareto front generated for different combinations of azimuth resolution (A0) and LiISBOA smoothing parameter (o) for a different total number of PPl scans: (a) 4 PPI

scans, (b) 5 PP scans, and (c) 7 PPI scans.
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TABLE IV. LiSBOA reconstruction parameters used for the sensitivity analysis. The
Cartesian domain is centered at the TO7 location at hub height.

LiSBOA parameter Value

[0.3, 1.2] (0.1 step)

[0.3, 1.2] (0.1 step)

(0.3, 1.2] (0.1 step)
(1/2,1/3,1/4,1/6,1/13]

Streamwise half-wavelength, An, [D]
Spanwise half-wavelength, An,, [D]
Vertical half-wavelength, An, [D]
Smoothing parameter, |An|/o

optimized configuration detailed in Sec. Il B (An, = 1D, An, = 0.5D,
An, = 0.8D, and o = |An|/4); the numerical values chosen for the
sensitivity analysis are reported in Table IV. For each combination of
LiSBOA parameters, the non-dimensional LiSBOA mean velocity at
hub-height is evaluated on the LiSBOA grid and assessed on the same
grid against an independent Delaunay triangulation, which is a well-
established statistical reconstruction technique for wind turbine
flows.””*"°*” The normalized mean absolute error (NMAE) between
the two reconstructed non-dimensional mean flows over the same
Cartesian domain is assumed as error metric to quantify the effect of
different LiSBOA fundamental half-wavelengths on the reconstructed
flow. The SL data from bin 2 of Table I have been used for this analysis.

ARTICLE pubs.aip.org/aip/rse

The NMAE is reported in Fig. 13 against the percentage of
domain loss due to aliasing (¢r) calculated for each combination of An
and ¢ via Eq. (A1), assuming the SL azimuth resolution and number
of PPI chosen for the experiment (A0 = 2° and Npp; = 5, respec-
tively). The current choice of reconstruction parameters
(An, = 1D, An, = 0.5D, An, = 0.8D, and ¢ = |An|/4, reported
with red symbols in Fig. 13) leads to a NMAE of 0.094 with respect to
the Delaunay algorithm. Notably, increasing ¢ and An, [Fig. 13(a)],
both ¢; and the NMAE decrease; however, the value An, = 1D falls
into an interval where the NMAE shows little sensitivity to An,. By
contrast, when An, changes [Fig. 13(b)] the NMAE is roughly constant
as An, = [0.3, 0.7]D and it increases outside of this interval. This is
expected as the mean flow in the near wake of each turbine is charac-
terized by spanwise fluctuations of 0.5D (cf. with Ref. 4), thus any
increase of An, beyond this threshold would lead to the loss of impor-
tant physical features. Finally, the NMAE shows little sensitivity to An,
for ¢ > An/4 [Fig. 13(c)]. Therefore, based on the results shown in
Fig. 13, the current choice of LiSBOA parameters is An, = 1D, An,
= 0.5D, An, = 0.8D,and ¢/|An| = 1/4.

The discrepancy between LiSBOA- and Delaunay-
reconstructed flows is further analyzed in terms of streamwise
distributions of the difference between the two mean flows at

An, /D An, /D An./D
03 05 07 09 11 03 05 07 09 11 03 05 0.7 09 1.1
01 — () () | CC— () | —
(@ o o/|An|=1/2 ®) . © J
A o/|An|=1/3 %
O o/|An|=1/4
- % o/|An|=1/6 “ N o3 - * ¢
g 0.1 ¢ o/|An|=1/13 g 01 * ° %ﬂ 01 3 . ® g
' %% ' P . oF =
z LS %5‘ ° = &
e "
Any, = 1D, An, = 1D, An, = 1D,
0.05 An, = 0.5D * 0.05 An, = 0.8D 0.05 Any, =0.5D
0 50 100 0 50 100 0 50 100
€1 [%] €1 [%] €1 [%]

FIG. 13. Comparison between percentage of rejected domain (g) and NMAE between Delaunay and LiSBOA reconstruction algorithm as a function of the reconstructed
streamwise (a), spanwise (b) and vertical (c) half-wavelength. The values of half-wavelengths and smoothing parameters selected for this work are reported with red markers.

T T
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3
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hub-height within the induction zone; the error is evaluated chang-
ing the streamwise half-wavelength within the interval reported in
Table IV and keeping An, and An, constant (equal to 0.5 and 0.8,
respectively), as well as ¢ = 1/4. The result is reported in Fig. 14.
Here, it is observed that, within the induction zone, the error
between the two reconstruction algorithms is insensitive to the
choice of streamwise half-wavelength and it is bounded between
+10% up to x=xp, then it increases past the rotor. This might be
due to the larger spacing of the LiDAR physical points within the
wake region leading to a coarser Delaunay triangulation, which ulti-
mately causes larger discrepancies between the two reconstruction
algorithms.
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