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Abstract—Cell-free communication has the potential to signifi-
cantly improve grant-free transmission in massive machine-type
communication, wherein multiple access points jointly serve a
large number of user equipments to improve coverage and spectral
efficiency. In this paper, we propose a novel framework for joint
active user detection (AUD), channel estimation (CE), and data
detection (DD) for massive grant-free transmission in cell-free
systems. We formulate an optimization problem for joint AUD,
CE, and DD by considering both the sparsity of the data matrix,
which arises from intermittent user activity, and the sparsity
of the effective channel matrix, which arises from intermittent
user activity and large-scale fading. We approximately solve this
optimization problem with a box-constrained forward-backward
splitting algorithm, which significantly improves AUD, CE, and
DD performance. We demonstrate the effectiveness of the proposed
framework through simulation experiments.

I. INTRODUCTION

Massive machine-type communications (mMTC) is a central
scenario in fifth-generation (5G) wireless communication
systems, in which user equipments (UEs) transmit data intermit-
tently to an infrastructure base station (BS). Massive grant-free
transmission techniques are suitable for mMTC scenarios as
they reduce excessive signaling overhead, network congestion,
and high transmission latency by allowing the active UEs to
transmit signals over shared resource elements directly without
sophisticated scheduling mechanisms [?].

In order to improve coverage for UEs in mMTC scenarios,
cell-free communication techniques have emerged as a powerful
solution [?], [?]. Cell-free communication mitigates inter-
cell interference and improves spectral efficiency by jointly
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processing all of the information acquired at a large number of
distributed access points (APs) that are connected to a central
processing unit (CPU) [?], [?], [?]. One of the key tasks for
massive grant-free transmission in cell-free systems involves
detecting the set of active UEs, estimating their channels, and
detecting their transmitted data at the CPU side.

A. Contributions

This paper proposes a novel framework for joint active
user detection, channel estimation, and data detection (JACD)
suitable for massive grant-free transmission in cell-free systems.
We formulate the JACD problem as a nonconvex optimization
problem, accounting for sparsity in the data matrix arising
from UEs’ sporadic activity and sparsity in the effective
channel matrix resulting from both the UEs’ sporadic activity
and large-scale fading. We relax the discrete constellation
constraints in our problem formulation, which enables the
use of computationally-efficient gradient-type solvers. We
then develop a forward-backward splitting (FBS) algorithm
to approximately solve the JACD problem, leading to a
significant improvement in joint estimation accuracy. Finally,
we demonstrate the effectiveness of the proposed algorithm in
terms of active user detection (AUD), channel estimation (CE),
and data detection (DD) through system simulations.

B. Relevant Prior Art

Recent research has focused on AUD, CE, and DD for
massive grant-free transmission in cell-free communication
systems [?], [?], [?], [?], [?], [?]. Reference [?] proposed two
different AUD algorithms based on dominant APs and cluster-
ing, respectively, demonstrating that cell-free communication
can surpass co-located schemes for AUD in large coverage
areas. Reference [?] proposed an expectation-maximization
approximate message passing (AMP) algorithm for CE and
detected active UEs using posterior support probabilities. Refer-
ence [?] developed a Bayesian AMP algorithm based on a single
measurement vector for joint AUD and CE, processing received
signals at each AP separately. Reference [?] presented an AMP



algorithm for joint AUD and CE, accounting for quantization
artifacts and exploited the sparsity structure in the channel
matrix. Reference [?] introduced a two-stage CE and AUD
method using the vector AMP algorithm for AUD followed by
linear minimum mean square error-based CE. Reference [?]
introduced a bilinear Gaussian belief propagation algorithm
for JACD, combining successive interference cancellation and
Bayesian message passing methods. Unlike most prior works,
we address the JACD problems for mMTC in cell-free systems
and exploit sparsity in the data matrix arising from intermittent
UE activity to improve the joint estimation performance.

JACD for single-cell massive grant-free transmission has
been explored as well in [?], [?], [?], [?]. Reference [?] applied
bilinear generalized AMP (BiG-AMP) and belief propagation
algorithms for JACD in massive grant-free systems with low-
precision data converters. Reference [?] proposed the use
of bilinear message-scheduling generalized AMP to enable
JACD and data detection by utilizing channel decoder beliefs
to improve AUD and detection performance. Reference [?]
developed a BiG-AMP algorithm based on the row-sparse
channel matrix structure for JACD by leveraging channel
correlation across different antennas. Reference [?] utilized
AMP to decouple transmissions of different UEs and addressed
the nonlinear coupling of each UE’s activity, channel coefficient,
and data separately. In contrast, our work focuses on JACD
in cell-free systems, utilizes an optimization-based problem
formulation, deploys gradient-type algorithms, and considers
both sources of sparsity in the channel matrix due to sporadic
UE activity in mMTC scenarios and large-scale fading in cell-
free wireless communication systems.

C. Notation

Uppercase and lowercase boldface letters denote matrices and
column vectors, respectively; A(m,n) and a(m) correspond to
the element in the mth row and nth column of the matrix A and
the mth element of the vector a, respectively; 1M⇥N represents
the M ⇥ N all-ones matrix. The superscripts (·)T and (·)H
denote transpose and conjugate transpose, respectively; k · kF
is the Frobenius norm, |Q| the number of elements in the set
Q, and � the Hadamard product. Proportional relationships are
denoted by /. The indicator function I {·} is 1 if the condition
is true and 0 otherwise; Re{x} and Im{x} are the real and
image parts of x 2 C, respectively. P{·} denotes probability.

II. SYSTEM MODEL

We consider a cell-free mMTC system consisting of P dis-
tributed APs with M antennas each and N single-antenna UEs,
where Na ⌧ N active UEs transmit signals simultaneously to
the APs over R shared resource elements. In what follows, we
assume that all UEs are perfectly synchronized.

We consider frequency-flat and block-fading channels with
the following input-output relation [?], [?], [?]:

Y =
P

N

n=1 ⇠nhnx
T

n
+N. (1)

Here, Y 2 CMP⇥R contains the received signals of all APs
for the R resource elements, ⇠n 2 {0, 1} is nth UE’s activity
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Fig. 1. Amplitude of entries of the efficient channel matrix H between 10
APs with 4 antennas each and 50 UEs, where only 10 UEs are active.

indicator with ⇠n = 1 if the nth UE is active and ⇠n = 0
otherwise. The vector hn = [hT

n,1,h
T

n,2, . . . ,h
T

n,P
]T 2 CMP⇥1

represents the channel vector between the nth UE and all APs
while hn,p 2 CM⇥1 is the channel vector between the nth
UE and the pth AP, following the model in [?], [?]. The
vector xn =

⇥
x
T

P,n,x
T

D,n

⇤T 2 CR⇥1 contains the nth UE’s
pilots xP,n 2 CRP⇥1 and data signals xD,n 2 QRD⇥1, where
R = RP +RD and Q is a discrete constellation set. The matrix
N 2 CMP⇥R models noise with i.i.d. circularly-symmetric
complex Gaussian entries of variance N0 = 1.

Since ⇠nhnx
T

D,n
= (⇠nhn)(⇠nxT

D,n
), the data vector xD,n

can also be treated as a zero vector if nth UE is inactive. As
such, we can rewrite (??) as follows:

Y = H [XP,XD] +N = HX+N. (2)

Here, H , [⇠1h1, ⇠2h2, . . . , ⇠NhN ] 2 CMP⇥N is the effective
channel matrix, XP = [xP,1,xP,2, . . . ,xP,N ]T 2 CN⇥RP is the
pilot matrix, and XD = [x̄D,1, x̄D,2, . . . , x̄D,N ]T 2 Q̄N⇥RD

is the sparse data matrix, where x̄D,n , ⇠nxD,n and Q̄ ,
{Q, 0}. To simplify notation, we define X , [XP,XD] in (??).
Note that, in signal matrix X, we only consider sparsity in
the data matrix XD and not in the pilot matrix XP as our
optimization problem will leverage all of the available pilot
information—nonetheless, inactive UEs will not transmit any
pilots. In addition, as illustrated in Fig. ??, there are two sources
of sparsity in the effective channel matrix H: (i) column sparsity
caused by the UEs’ sporadic activity and (ii) inherent channel
sparsity among different APs caused by the fact that each UE
is only nearby a few APs. In the following, we will explore
both of these sources of sparsity.

III. JOINT ACTIVE USER DETECTION, CHANNEL
ESTIMATION, AND DATA DETECTION

A. Problem Formulation

According to system model (??), the JACD optimization
problem for mMTC in cell-free systems can be formulated as

n
Ĥ, X̂D

o
= argmax

H2CMP⇥N

XD2Q̄N⇥RD

P (Y|H,XD)P (H)P (XD) (3)



P1 :
n
Ĥ, X̂D

o
= arg min

H2CMP⇥N

XD2Q̄N⇥RD

1
2 kY �H [XP,XD]k2F + µh

P
N

n=1

P
P

p=1 khn,pkF + µx

P
N

n=1 kx̄D,nkF . (6)

with the channel law

P (Y|H,XD) / exp
⇣
�kY �H [XP,XD]k2F /N0

⌘
. (4)

To take into account the sparsity in both H and XD, we utilize
the following models for H and XD:

P (H) /
Q

N

n=1

Q
P

p=1 exp
�
�2µh khn,pkF

�
, (5a)

P (XD) /
Q

N

n=1 exp
�
�2µx kx̄D,nkF

�
,XD 2 Q̄N⇥RD , (5b)

where µh and µx are parameters that determine the amount of
sparsity. The sparsity in H due to UE activity and large-scale
fading is modeled by a complex-valued block-Laplace prior in
(??), whereas the sparsity of XD due to UE activity is modeled
by a complex-valued Laplace prior in (??) [?]. Finally, by
plugging (??) and (??) into (??) and taking the logarithm, we
obtain the optimization problem P1 in (??).

B. Problem Relaxation

The discrete set Q̄N⇥RD of XD renders P1 a discrete-valued
optimization problem, and a naïve exhaustive search would be
impractical. To arrive at a tractable optimization problem, we
relax the set Q̄ to its convex hull B as in [?]

B =
nP|Q̄|

i=1 �iqi : qi 2 Q̄, �i � 0, 8i;
P|Q̄|

i=1 �i = 1
o
. (7)

For simplicity of exposition, we consider quadrature phase
shift keying (QPSK) with B = {x 2 C : �B  Re{x} 
B, �B  Im{x}  B} and B > 0. Nonetheless, our method
can be generalized to other, higher-order quadrature amplitude
modulation constellation sets.

By relaxing P1 into a continuous optimization problem, we
still want the estimated elements of XD to be in the set Q̄. To
this end, we introduce a regularizer C(XD)= �kXD �X

⇤
D �

B2
1N⇥RDk2F to P1, which pushes elements of XD into Q̄ [?],

where C(XD)will take its minimum only if all elements in XD
fall in Q̄. As such, we can transform P1 into

P2 :
n
Ĥ, X̂D

o
= arg min

H2CMP⇥N

XD2BN⇥RD

1
2 kY �H [XP,XD]k2F

+ µh

P
N

n=1

P
P

p=1 khn,pkF
+ µx

P
N

n=1 kx̄D,nkF + � C(XD),

(8)

which can be solved approximately with FBS [?], [?].

C. Box-Constrained FBS Algorithm

FBS splits the objective function of a convex optimization
problem into a smooth function f(S) and an arbitrary (not
necessarily smooth) function g(S) [?], [?]:

Ŝ = arg min S f(S) + g(S). (9)

The principle is to alternate between a gradient step for
the smooth function f(S) (forward step) and a proximal
operation to find a point near the minimizer of the non-smooth
function g(S) (backward step). This process is repeated until

convergence (e.g., a stopping criterion is met). We apply this
technique to the nonconvex problem P2.

1) Problem Splitting: With the definition S , [HH ,XD]H 2
C(MP+RD)⇥N , we split the objective function in P2 into
f(S) = 1

2kY �H[XP,XD]k2F + �C(XD),

g(S) =µh

P
N

n=1

P
P

p=1 khn,pkF + µx

P
N

n=1 kx̄D,nkF
+ X (XD),

(10)

where X (XD) enforces the data to be within the convex set B:

X (XD),
⇢

+1 , 9XD(n, r) /2 B, 8n, r
0 , XD(n, r) 2 B, 8n, r. (11)

2) Forward Step: The forward step is given by

Ŝ
k = S

k � ⌧krf
�
S
k
�
, (12)

where the superscript k indicates the kth iteration, Ŝ
k =

[(Ĥk)H , X̂k

D]
H , ⌧k is the step size of the kth iteration [?],

and gradient of f(S)with respect to S is given by rf(S) =
[( @f

@H⇤ )T , (
@f

@X
T
D
)T ]T with

@f

@H⇤ =�(Y �HX)XH ,
@f

@X
T
D
=�(YD �HXD)HH+ �@C(XD)

@X
T
D

,
(13)

where @C(XD)
@X

T
D

= �4(X⇤
D � (XD �X

⇤
D �B2

1N⇥RD ))
T .

3) Backward Step: The proximal operator for H is

H
k+1 = arg minH2CMP⇥N

1
2kH� Ĥ

kk2
F

+⌧kµh

P
N

n=1

P
P

p=1 khn,pkF ,
(14)

which has the following closed-form solution [?], [?], [?]:

h
k+1
n,p

= ĥ
k

n,p

max{kĥk
n,pkF�⌧

k
µh,0}

kĥk
n,pkF

. (15)

The proximal operator for XD is given by

X
k+1
D = arg min

XD2BN⇥RD
1
2kXD � X̂

k

Dk2F
+⌧kµx

P
N

n=1 kx̄D,nkF ,
(16)

which is a convex optimization problem. To obtain the optimal
solution of (??), we first decompose the problem (??) as N
independent subproblems
rn = arg min

rn2C2RD⇥1
1
2krn � r̂

k

n
k2
F
+ ⌧kµxkrnkF

s.t. �B  rn(d) B, 8d 2 {1, 2, 3, . . . , 2RD} ,
(17)

where rn , [Re {x̄D,n}T , Im {x̄D,n}T ]T 2 R2RD⇥1 and r̂
k

n
,

[Re{x̂k

D,n
}T , Im{x̂k

D,n
}T ]T 2 R2RD⇥1. Let L(rn,p,q) =

1
2krn � r̂

k

n
k2
F

+ ⌧kµxkrnkF +
P

d
p(d)(rn(d) � B) �P

d
q(d)(rn(d)+B) be the Lagrangian, then the Karush-Kuhn-

Tucker (KKT) conditions are as follows:

rn + ⌧
k
µx

krnkF
rn � r̂

k

n
+ p� q = 0, (18a)

rn(d)�B  0, �rn(d)�B  0, 8d, (18b)
p(d) � 0, q(d) � 0, 8d, (18c)
p(d)(rn(d)�B) = 0, 8d, (18d)
q(d)(rn(d) +B) = 0, 8d. (18e)



To obtain the optimal solution that satisfies these KKT
conditions, we can first solve (??) without constraints, i.e.,
r
k+1
n,tmp = max{kr̂knkF�⌧

k
µx,0}

kr̂knkF
r̂
k

n
. It is clear that if rk+1

n,tmp satisfies
the conditions in (??), the problem is solved. However, if rk+1

n,tmp
does not satisfy these conditions, we must consider different
cases. We first define two index sets Sp , {d : r

k+1
n,tmp(d) > B}

and Sq , {d : r
k+1
n,tmp(d) < �B} and consider

1) If d 2 Sp, then we should set p(d) > 0 and q(d) = 0 to
reduce its absolute value and ensure the corresponding
value of optimal vector rk+1

n
(d) = B.

2) If d 2 Sq , then we should set p(d) = 0 and q(d) > 0 to
reduce its absolute value and ensure the corresponding
value of optimal vector rk+1

n
(d) = �B.

3) If d /2 Sp[Sq , then we should set p(d) = 0 and q(d) = 0
because positive p(d) and q(d) in cases 1) and 2) result in

a smaller proximal coefficient
max{kr̂kn�p+qk

F
�⌧

k
µx,0}

kr̂kn�p+qkF
,

causing |rk+1
n

(d)| < |rk+1
n,tmp(d)|. Consequently, rk+1

n
(d)

would still satisfy the conditions.
The next step is to find the value of p and q. Let m =

r̂
k

n
� p+ q, and a =

max{kmkF�⌧
k
µx,0}

kmkF
. Then, there are two

cases:
i) If kmk

F
> ⌧kµx, then a =

kmkF�⌧
k
µx

kmkF
2 (0, 1] and we

have r
k+1
n

= am, i.e., m(d) = r̂
k

n
(d) I{d /2 Sp [ Sq} +

B

a
I{d 2 Sp}� B

a
I{d 2 Sq}. Accordingly, kmk

F
can be

rewritten as kmkF =
q

|Sp[Sq|B2

a2 +
P

d/2Sp[Sq
r̂
k

n
(d)2.

This can be substituted into a =
kmkF�⌧

k
µx

kmkF
to obtain

a quartic equation with respect to a. Among the four
solutions, the desired one lies within the range (0, 1].

ii) If the aforementioned quartic equation has no solution in
the range (0, 1], then we can only consider kmk

F
 ⌧kµx,

i.e., a = 0 and r
k+1
n

= 0.
After a maximum of K iterations of the box-constrained
FBS algorithm, we obtain S

K+1 = [(HK+1)H ,XK+1
D ]H 2

C(MP+RD)⇥N and the active set of UEs is identified by
comparing the UEs’ channel energy to a threshold; expressly,
we set ⇠̂n = 1 if kĥK+1

n
k2
F
� Tth and ⇠̂n = 0 otherwise.

IV. SIMULATION RESULTS

A. Simulation Setup

We consider a cell-free communication system containing
N = 400 uniformly distributed UEs at a height of 1.65 m, and
P uniformly distributed APs (we vary P from 20 to 100) each
with M = 4 antennas and at a height 15 m in an area of 500 m
⇥ 500 m. We assume that the UE activity {⇠n}8n follows an
i.i.d. Bernoulli distribution with P{⇠n = 1} = 0.2, 8n. Each
active UE transmits Rp = 50 pilots generated from a complex
equiangular tight frame [?] with kxP,nk2F = RP , and RD =
200 data signals with unit amplitude, i.e., B =

p
0.5, over the

channel with a bandwidth of 20 MHz and a carrier frequency of
1.9 GHz. The transmit power of the UEs is 0.1 W. We consider
power control with a maximum dynamic power range of 12 dB
between the weakest and strongest UE. Furthermore, shadow
fading variance, noise figure, and noise temperature are 8 dB,

9 dB, and 290 K, respectively. For the FBS algorithms, we set
the maximum number of iterations to K = 200 and a stopping
tolerance of 10�3. In our simulations, we perform 5 · 103
Monte–Carlo trials.

B. Performance Metrics and Baseline Algorithms

We consider the following performance metrics: user mis-
detection rate (UMR), channel estimation normalized mean
square error (NMSE), average symbol error rate (ASER), and
cumulative symbol error rate (CSER), which are defined as

UMR = 1
N

P
N

n=1 |⇠n � ⇠̂n|, (19a)
NMSE = kH�H

K+1k2
F
/kHk2

F
, (19b)

ASER = 1
RDNa

P
n,r

⇠nI{XD(n, r) 6= X̂
K+1
D (n, r)}, (19c)

CSER(x) =
P

x

na=1 ASER(na)P(Na = na). (19d)

Here, ASER(na) is the ASER for a specific number of active
UEs Na = na. CSER measures the impact of the number of
active UEs on the symbol error rate.

To confirm the effectiveness of our algorithm, we compare
it to different baselines, including “Joint AUD-CE via [?], then

DD,” “Joint AUD-CE via [?], then DD,” and “Joint AUD-CE-

DD via [?].” Given the estimated channel matrix and active
UEs via [?] and [?], data detection is implemented by first
performing zero-forcing equalization followed by mapping the
result to the nearest QPSK symbol. To improve the convergence
of JACD, we take the result of the baseline “Joint AUD-CE

via [?], then DD” as the starting point for “Joint AUD-CE-DD

via [?]” and our proposed FBS algorithm.

C. Simulation Results

In Fig. ??, we compare the different methods in terms of
AUD, CE, and DD as the number of APs varies. Our proposed
algorithm outperforms all considered baseline methods in terms
of AUD, CE, and DD in most scenarios. Additionally, as the
number of APs increases, the performance of all algorithms
in AUD, CE, and DD improves and eventually stabilizes. We
also observe that our FBS algorithm can accurately detect the
set of active UEs and their data when the number of APs is
no less than 60.

When comparing the “Joint AUD-CE, then DD” scheme,
we note that the “Joint AUD-CE-DD” schemes generally
outperform them in terms of DD performance. This can
be attributed to the received data signal containing implicit
information about UEs’ channels and activity, which helps
to improve DD performance. Moreover, compared with the
“Joint AUD-CE-DD via [?]” baseline, we find that exploiting
sparsity in the data matrix can improve JACD performance
by providing additional UE sparse activity information to the
proposed FBS algorithm.

To illustrate the probability distribution of data detection
errors for different numbers of active UEs Na, we plot the
CSER of different methods for P = 20 in Fig. ??. Our proposed
algorithm exhibits the best CSER performance regardless of
the value of x, followed by the “Joint AUD-CE-DD via [?]”
baseline, which implies that our method achieves the best DD
performance regardless of the number of active UEs.
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Fig. 2. Active user detection, channel estimation, and data detection performance comparison versus number of APs.
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Fig. 3. Cumulative symbol error rate comparison under P = 20.

V. CONCLUSIONS

We have proposed a novel framework for joint active user
detection, channel estimation, and data detection for massive
grant-free transmission in cell-free wireless communication
systems. The proposed box-constrained forward-backward
splitting algorithm outperforms existing methods in terms of
active user detection, channel estimation, and data detection in
most scenarios by exploiting the sparsity of both the cell-free
channels and users’ intermittent activity.
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