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Abstract—Millimeter-wave (mmWave) networks form a core

part of a variety of civilian and military applications, particularly

delay-sensitive applications by offering high-speed communica-

tions. For the promise of these applications, a well-known chal-

lenge is that mmWave links are highly sensitive to blockage and

communication can get disrupted, especially in military commu-

nications. In this paper, we propose and evaluate low-complexity

proactive transmission mechanisms that are resilient to network

disruptions. Our work leverages the multipath environment and

the existence of accurate models that estimate the link blockage

probabilities in mmWave networks. We propose to deploy mul-

tilevel codes across paths while suitably balancing the average

information rate with a graceful performance degradation. We

define the rate region to operate along with an optimization

formulation to select a high-performing set of rates for the

source sequences. Our evaluations show that our proposed coding

schemes achieve a graceful performance degradation compared

to alternative schemes (such as erasure correcting codes), while

significantly reducing the code complexity.

I. INTRODUCTION

Millimeter-wave (mmWave) networks have been deployed
to support a variety of civilian and military applications. They
provide high-speed communications and thus, they form a
core part of delay-sensitive applications, such as 5G com-
munication systems, virtual reality applications, and vehicular
networks [1]–[3]. This is particularly important for military
applications that require connectivity at the tactical edge for
remote control of autonomous vehicles and real-time data
analysis. However, mmWave links are highly sensitive to
blockage and communication can get disrupted, especially in
military applications: blockage can occur due to the natural
environment as well as due to jamming in battlefields.

In this paper, we propose and evaluate low-complexity

proactive transmission mechanisms that are resilient to the
aforementioned disruptions. Different from reactive mech-
anisms, proactive mechanisms build resilience in advance,
without an a priori knowledge of the blockages. They offer
communication guarantees without causing additional delay,
thus they are more suitable for delay-sensitive applications,
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which may be constrained by latency of the order of 1 ms [3].
In our work, we build on: (i) the multipath environment
(i.e., multiple paths may connect a sender to a receiver); and
(ii) the existence of accurate models that estimate the link
blockage probabilities1 in advance [4]–[7]. We leverage these
opportunities to overcome the following challenges.

The first challenge is controlling what information is deliv-
ered. Link blockages cause “permanent” unavailability of paths
in the timescale of a delay-sensitive communication. Thus,
we cannot simply “average out” these events. For example,
in a mmWave network with 10 paths (between the sender
and the receiver) that all have blockage probability 0.3, with
probability 0.27 only 7 paths (and we do not know which
ones) will be unblocked (operational). Thus, link blockages
may cause only a subset of the paths to be operational, and
we do not know in advance which ones. If we simply send
uncoded data, we cannot control the information delivered2.

The second challenge is that the information streams may
have different priorities and thus, they may require differ-
ent reliability guarantees. This is especially true in military
communications. Thus, we would like to guarantee that high
priority information streams are received with high probability.

A final challenge is that there is no clear “optimality” no-
tion. Different rate-outage probability trade-off curves can be
attractive depending on the optimization criterion and priority
levels. For example, traditional erasure codes can achieve
a high average rate (averaged over all network realizations)
while also experiencing a high outage (many of the network
realizations may be non-operational) probability. Smoother
trade-offs can be achieved, but there is not a single optimal
scheme that “dominates”. Thus, we do not select a single
optimization criterion and claim optimality for it but instead,
we propose proactive coding schemes for mmWave networks.

We propose to deploy multilevel codes across paths to
overcome these challenges. Multilevel codes (see our review
in Section II) allow to control what information is delivered,
and they exhibit a graceful performance degradation: if the
number of blockages is fewer than the expected amount, they
achieve a high information rate; and if it is more than the

1The link blockage probabilities depend on several parameters, such as
physical distances, and density and velocity of blockers.

2For example, if we send 10 independent information streams, one through
each path, we cannot control which information streams are received.



expected amount, the information rate will decrease but it will
not be zero. Moreover, multilevel codes accommodate different
reliability requirements of different information streams. Un-
fortunately, deploying such codes is not straightforward. The
path blockage probabilities can be different from each other in
mmWave networks, and asymmetric multilevel codes need to
be used in these cases. However, such codes have high design
and operational complexity that increases with the number of
paths utilized.
Contributions and Paper Organization. In Section II, we
describe the 1-2-1 model, erasure codes, and asymmetric mul-
tilevel codes. In Section III, we present proactive transmission
mechanisms for mmWave networks by deploying multilevel
codes over space, i.e., we encode the source sequences in
packets and send them over multiple paths. In particular,
we consider two cases: equal and unequal path blockage
probabilities. For equal blockage probabilities, we present a
low-complexity design that formulates an optimization prob-
lem to suitably balance the average information rate with
a graceful performance degradation. For unequal blockage
probabilities, we divide the paths into groups based on their
blockage probabilities, and then we apply the ideas presented
for equal blockage probabilities. We use an outer code to
control the delivered messages, and we define the rate region to
operate along with an optimization to select a high-performing
set of rates for the source sequences. In Section IV, we
evaluate the performance of our coding schemes. We show
that they offer a graceful performance degradation, and they
outperform alternative schemes while significantly reducing
the code complexity. In Section V, we conclude the paper.
Related Work. A multitude of works aim to handle link out-
ages in mmWave networks by taking reactive approaches [8]–
[10]. In [11], to achieve resilience to link blockages, the
authors explored a state-of-the-art Soft Actor-Critic deep re-
inforcement learning algorithm, which adapts the information
flow through the mmWave network without using knowledge
of the link capacities or network topology. However, such
reactive mechanisms add the complexity of identification and
adaptation, as well as feedback latency. Several works pro-
posed proactive approaches that constantly track users using
side-channel information or external sensors [12], [13]. These
solutions have limited accuracy, and possibly require sensitive
information, such as user location. In [14], [15], we leveraged
scheduling properties of mmWave links as well as the blockage
asymmetry to achieve the average and the worst-case approx-
imate capacities and proactively offer resilience. Differently,
in this work we deploy multilevel codes to control what infor-
mation is received, and to accommodate different reliability
requirements of different information streams.

II. CODING FRAMEWORK

Notation. [a : b] is the set of integers from a to b > a, and
| · | denotes the cardinality for sets; for a vector v, we denote
with v

T the transpose of v and with kvk the `2-norm of v.
1-2-1 Network Model. We build on the 1-2-1 network model
that was proposed in [16] to study the information-theoretic

capacity of mmWave networks. The model abstracts away
the physical layer component and emphasizes the directivity
aspect of mmWave communications: mmWave nodes perform
beamforming due to significant path loss. In particular, two
nodes need to align their beams towards each other to establish
a communication link, which was called a 1-2-1 link [16].
Thus, the 1-2-1 model is simple, yet it provides useful in-
sights. We consider an N -relay 1-2-1 network where N relays
facilitate the communication between the source (node 0) and
the destination (node N +1). The nodes can operate either in
full-duplex or half-duplex mode. Let H denote the number of
edge-disjoint paths in this network. The source (respectively,
destination) can transmit to (respectively, receive from) H

relays, i.e., on H outgoing links (respectively, on H incoming
links) simultaneously. Each relay can transmit to at most one
node, and it can receive from at most one node at any time3.
Link Blockage Probabilities. In our work, we build on the
existence of accurate models that estimate the link blockage
(failure) probabilities in mmWave networks [4]–[7]. In these
works, the blockage rate of line-of-sight links is derived by
modelling the blocker arrival process as a Poisson point pro-
cess. The blockage rate ↵j,i of the link from node i 2 [0 :N ]
to node j 2 [1 : N+1] is ↵j,i = �j,idj,i, where: (i) �j,i

is proportional to the blocker density and velocity, and the
heights of the blockers, the receiver and the transmitter [4];
and (ii) dj,i is the distance between nodes i and j.

We focus on delay-sensitive communications and hence, we
consider a permanent (compared to the timescale of commu-
nication) blockage model. In this model, the link from node
i 2 [0 : N ] to node j 2 [1 : N +1] is blocked with probability
qj,i and it is not blocked with probability (1 � qj,i). Let `j,i
denote the capacity of this link. If the link is unblocked, it
successfully transmits packets at rate `j,i. If it is blocked, its
capacity is assumed to be zero and any packet transmitted
through it is lost. This model is different from an erasure
channel model where a packet is lost with probability qj,i at
every channel use. In an erasure channel, even if a packet is
lost in a channel use, it can still be successfully transmitted
through the same link in another channel use. On the contrary,
in the permanent blockage model, if a link is blocked, it is
assumed to be blocked during the timescale of communication
and any transmitted packet through it is lost. We next illustrate
that the optimal schedules for an erasure channel and for the
permanent blockage model are not necessarily the same.
Example 1. We consider the network in Fig. 1 for
`2,0 = 4, `3,2 = 12, `1,0 = `3,1 = 3, `4,3 = 6 and the link
blockage probabilities are zero except for q3,2 = 2/3. Two
paths connect the source (node 0) to the destination (node 4):
p1 : 0 ! 1 ! 3 ! 4 and p2 : 0 ! 2 ! 3 ! 4. In an erasure
channel, we can replace the link capacities `j,i with the
average link capacities (1 � qj,i)`j,i. The optimal schedule
activates p2 because, in an erasure channel, p2 has rate 4 which
is larger than the rate of p1 that is equal to 3. However, in the

3Our results naturally extend to scenarios in which relays have multiple
transmit and receive beams as long as these are separated enough to ensure
that links experience uncorrelated blockage events.



Fig. 1: An example network with N = 3 relay nodes.

permanent blockage model, two scenarios can happen: (1) the
link of capacity `3,2 is blocked and hence, p2 is blocked with
probability 2/3; or (2) no link is blocked with probability 1/3.
The optimal schedule activates p1 because it has rate 3, that
is larger than the rate of p2 which is equal to 4/3. ⇤
Erasure Correcting Codes. A traditional approach for re-
silience against link blockages is to leverage erasure correcting
codes [17], [18]. An erasure code is a forward error correction
code that assumes packet erasures. An erasure code (n, k)
transforms k information packets into n packets such that the
original message can be reconstructed from any k packets
(out of n packets), which results in a k/n information rate.
An erasure code supports a given number of blockages: we
enter “outage” if we experience a higher number of blockages
than the design (less than k packets are received resulting
in a zero information rate), and we succeed if we experience
fewer blockages than the design (at least k packets are received
resulting in a k/n information rate). Thus, erasure codes do not
exhibit a graceful performance degradation. Moreover, even
if we succeed, experiencing fewer blockages than the design
does not improve the information rate. We next formally define
the average rate and the outage probability of an erasure code.

Definition 1: The average information rate of an erasure
code (n, k) is defined as,

RE,(n,k) =
k

n
(1� Pout) , (1)

where Pout is the outage probability defined as,

Pout = P (X < k), (2)

where the random variable X denotes the total number of
packets received by the destination.
Asymmetric Multilevel Codes. In this work, we are interested
in coding schemes that exhibit a graceful degradation in per-
formance. In particular, we explore multilevel diversity coding
(MDC), which is a classical coding scheme that encodes i.i.d.
source sequences so that different reliability requirements are
guaranteed for different source sequences4. In the asymmetric
MDC [19], the set of reconstructed sources is determined
by the subset of descriptions available to the decoders. In
particular, 2H�1 source sequences are considered and they are
encoded into H descriptions at the encoders (representing the
number of edge-disjoint paths in the network). The decoders
are assigned with ordered levels: there are 2H � 1 levels. The
level of a decoder depends on the set of encoders to which
it has access. Each decoder decodes a subset of the source
sequences according to its level. The goal is to produce the

4The authors in [19] gave a complete information-theoretic rate region
characterization and a code construction for the 3-path case.

Fig. 2: An example network with N = 6 relay nodes.

Fig. 3: Asymmetric multilevel code for the network in Fig. 2.

descriptions such that the decoder at level h can reconstruct
the h most important source sequences, for h 2 [1 : 2H � 1].
Example 2. Consider the network in Fig. 2 with unequal path
blockage probabilities. Since there are H = 6 edge-disjoint
paths, there are 26 � 1 = 63 path blockage patterns that
maintain connectivity from the source to the destination. Let
Ui, i 2 [1 : 63], be the i.i.d. source sequences ordered with
decreasing importance. They are encoded by 6 encoders and
the descriptions are denoted by Ei, i 2 [1 : 6]. The 63-level
asymmetric code for this network is shown in Fig. 3. Path
blockage patterns are denoted by binary strings of length 6,
where 0 indicates blockage and 1 success of a path. They are
mapped to 63 levels of associated incremental rates, which can
be designed based on the blockage probabilities. ⇤

Remark 1: Multilevel codes can be deployed over space
(across multiple paths) or time (across multiple time slots) or
a combination of both. In this paper, we leverage the multipath
environment of mmWave networks to deploy multilevel codes
over space. If a mmWave network does not support a multipath
environment, our coding designs can be deployed over time,
or over a combination of space and time.

III. MULTILEVEL CODE DESIGNS

In this section, we discuss how multilevel codes can be
deployed over mmWave networks with arbitrary topology. In
particular, in Section III-A we consider the case of equal path
blockage probabilities, which we have recently proposed and
analyzed in [20]. Then, in Section III-B we analyze the more
general case of unequal path blockage probabilities, which
represents the novel contribution of this work.

A. Equal Path Blockage Probabilities

Our proposed coding scheme operates as follows. We start
by selecting the edge-disjoint paths in the network denoted
by p[1:H], where H is the number of edge-disjoint paths. We
consider i.i.d. source sequences, denoted by Ui, i 2 [1:H],



which are ordered with decreasing importance. For networks
with equal path blockage probabilities, superposition coding is
an information-theoretic optimal coding strategy [21]. That is,
each source sequence is compressed separately, and then de-
scriptions are created by concatenating the compressed source
sequences. Thus, we here deploy multilevel codes through
superposition coding. We start by compressing each source
sequence. Particularly, we encode each Ui with a different
rate erasure code. We then concatenate the encoded sequences
and create combined packets, denoted by xi, i 2 [1 : H].
Each packet xi is sent through path pi 2 p[1:H]. We create
the combined packets in the following way. Each packet xi

consists of H number of components, and each component
is generated based on a different erasure code; we use codes
(H, 1), (H, 2), . . . , (H,H) to create the combined packets.
Thus, if we denote the components of xi by xi,j for j 2 [1 :H],
then each component xi,j is generated based on an erasure
code (H, j). We allocate a packet fraction fj , j 2 [1 : H]
to each erasure code (H, j) which denotes the fraction of a
combined packet that is allocated to the erasure code (H, j).
We next define the average rate achieved by this design5.

Definition 2: The average information rate of a multilevel
code with H i.i.d. source sequences is

RM =
X

j2�

✓
j

H
P (X � j)fj

◆
, (3)

where the random variable X denotes the total number of
packets received by the destination, and � = [1:H].

We accommodate different reliability requirements to dif-
ferent source sequences by encoding each Ui, i 2 [1 : H] with
the erasure code (H, i) while creating the combined packets.
For instance, consider the network in Fig. 2 with H = 6 edge-
disjoint paths. Since U1 is the most important source sequence,
we encode U1 with a (6, 1) erasure code that has the lowest
outage probability. Thus, U1 can be decoded if at least 1 path
succeeds (or equivalently, at most 5 paths fail).

As the packet fractions fj’s for j 2 � determine the infor-
mation rate, we propose to solve the following optimization
problem to select the fractions. The optimization problem aims
to: (i) maximize the average rate of a multilevel code; and (ii)
achieve a graceful performance degradation,

max
f

P
j2�

�
j

H
P (X � j)fj

�
� µ1kfk2

subject to
P

j2�
fj = 1,

and f � 0,

(4)

where f denotes the vector of the fractions fj , j 2 �, and
µ1 is a nonnegative trade-off parameter given as input to the
problem. The parameter µ1 is tuned to achieve an attractive
trade-off between the average rate and graceful performance
degradation (through the `2-norm penalty). Due to the trade-off
between these two objectives, there is no unique optimal selec-
tion for fj’s. We can tune µ1 based on the specific application
requirements. We refer to this heuristic as Symmetric MC.

5We assume that each combined packet is transmitted during one trans-
mission time interval denoted by td (e.g., td = 250 µs [22]). Thus, the
transmission duration of H packets is equal to td.

In our design, we combine |�| = H erasure codes but H can
be exponential in the number of relays N , which increases the
code complexity. We can reduce the complexity by combining
only m (e.g., m = blog(H)c to make the code complexity
polynomial in N ) erasure codes with the highest average rates.
Then, the optimization problem in (4) is solved to allocate the
packet fractions of these m erasure codes. The set � consists
of the indices of the selected m erasure codes6 with |�| = m.

B. Unequal Path Blockage Probabilities

We consider mmWave networks with unequal path blockage
probabilities. We start by selecting the edge-disjoint paths
denoted by H in the network. In this approach, we leverage
the superposition coding strategy described in Section III-A.
Since superposition coding is optimal when paths have equal
blockage probability, we divide the paths in the network
into M groups7 such that the paths in each group have a
similar blockage probability. We denote the groups by Gi for
i 2 [1 : M ], and hi denotes the number of edge-disjoint paths
in Gi. Our proposed coding scheme consists of two phases.
Phase I. In each group Gi, we implement the scheme de-
scribed in Section III-A by combining mi  hi erasure codes.
These codes can be selected according to different criteria
(e.g., codes that have the highest average rates). In each group,
we combine the erasure codes as described in Section III-A
and we allocate the packet fractions by solving the problem
in (4). Over each group Gi, we can decode between 0 and mi

erasure codes. We denote the number of erasure codes decoded
over M groups by (j1, . . . , jM ) where ji 2 [0 : mi].
Running example for M = 2 and mi = 2, i 2 [1 : 2]. Over
each group Gi, i 2 [1 : 2], we have the following possible
cases: (i) all erasure codes are decoded, i.e., ji = 2; (ii) one
code is decoded, i.e., ji = 1; or (iii) none of the codes is
decoded, i.e., ji = 0. For example, if we select (6, 2) and
(6, 3) codes in G1, the possible cases for G1 are: (i) at most
three paths get blocked in G1, thus both codes are decoded,
i.e., j1 = 2; (ii) exactly four paths get blocked, thus only (6, 2)
is decoded, i.e., j1 = 1; or (iii) at least five paths get blocked,
thus none of the codes is decoded, i.e., j1 = 0. ⇤
Phase II. We denote with R(j1,...,jM ) the rate achieved by
the proposed coding design when the erasure code pattern
(j1, . . . , jM ) occurs. The number of erasure code patterns is
equal to � =

Q
M

i=1(mi+1), and the pattern (0, . . . , 0) results
in a zero rate (hence, we focus on the remaining (� � 1)
patterns). We determine the number of source sequences that
we transmit based on the rates achieved for each erasure code
pattern. Towards this end, we cluster the erasure code patterns
according to their rates such that the patterns that are in the
same cluster have similar rates. Classical clustering algorithms
such as K-means can be used for this purpose. Let C1, . . . , CK

denote the clusters formed where 1  K  � � 1 denotes
the number of clusters. We transmit K i.i.d. source sequences
denoted by Ui, i 2 [1 : K] which are ordered with decreasing

6For an erasure code (n, k), its index is equal to k.
7Our evaluations show that even M = 2 can give a reasonable performance

while significantly reducing the complexity.



Fig. 4: An example network with 12 edge-disjoint paths.

Fig. 5: Multilevel code design for the network in Fig. 4.

importance. We let Ri � 0 denote the rate of Ui, i 2 [1 : K].
We encode the source sequences by using the selected erasure
codes over each group such that we can reconstruct U1, . . . , Ui

if an erasure code pattern in cluster Ci occurs, i 2 [1 : K].
Running example for M = 2 and mi = 2, i 2 [1 : 2]. Consider
the network in Fig. 4. Assume that h1 = 6 and these paths
have blockage probability 1/5, and that h2 = 6 and these
paths have blockage probability 1/3. Over each group, we
use a multilevel code by combining mi = 2, i 2 [1 : 2]
erasure codes as described in Section III-A: the codes (6, 4)
and (6, 5) are selected in G1 with packet fractions fG1,1 and
fG1,2; and the codes (6, 3) and (6, 4) are selected in G2

with fractions fG2,1 and fG2,2. We solve (4) to select these
packet fractions. In Fig. 5, we show the combined packets
in each group. In Fig. 6, we show the achieved information
rate when the pattern (j1, j2) occurs, (j1, j2) 2 [0 : 2]2. We
cluster the patterns according to their rates: there are 4 clusters
C1, C2, C3, C4: C1 = {(0, 1), (1, 0)}, C2 = {(0, 2), (1, 1)},
C3 = {(1, 2), (2, 0), (2, 1)}, and C4 = {(2, 2)}. We transmit 4
i.i.d. source sequences U1, U2, U3, U4 ordered with decreasing
importance. We encode the source sequences by using the
selected erasure codes as in Fig. 5 such that we can reconstruct
U1, . . . , Ui if a pattern in cluster Ci occurs, i 2 [1 : 4]. For
example, we decode U1 if pattern (0, 1) or (1, 0) occurs; or
we decode U1 and U2 if pattern (0, 2) or (1, 1) occurs. ⇤

We can now define the rate region R = (R1, . . . , RK)
achieved by our two-phase coding scheme as follows,

nX

i=1

Ri  Rmin,Cn , 8n 2 [1 : K], (5)

where Rmin,Cn = min(j1,...,jM )2Cn
R(j1,...,jM ) denotes the

minimum rate achieved when an erasure code pattern in Cn

occurs. The rates Ri � 0, i 2 [1 : K] can be chosen from
the set R by solving the following optimization problem that
maximizes the average rate with a penalty term,

max
R

P
K

i=1 P (Ri)Ri � µ2kRk2

subject to R 2 R,

(6)

Fig. 6: Information rate versus erasure code patterns.

where R = [R1, . . . , RK ]T , and P (Ri) denotes the proba-
bility that the source sequence Ui can be decoded, that is,
P (Ri) =

P
(j1,...,jM )2Si

P (j1, . . . , jM ). Here, Si denotes the
set of erasure code patterns at which Ui can be decoded, and
P (j1, . . . , jM ) is the probability that the pattern (j1, . . . , jM )
occurs. The parameter µ2 is a nonnegative trade-off parameter
given as input to the problem. If µ2 decreases, the solution
of (6) focuses more on maximizing the average rate. If µ2

increases, the solution allocates nonzero values to a higher
number of Ri variables to decrease the `2-norm.

IV. NUMERICAL EVALUATIONS

In this section, we evaluate the performance of our cod-
ing schemes over the network in Fig. 4. We note that our
schemes can be deployed over arbitrary networks by selecting
edge-disjoint paths among all paths. Thus, the network in
Fig. 4 can be considered as a snapshot of a larger network with
an arbitrary topology and 12 edge-disjoint paths. We assume
M = 2 groups of paths G1 and G2 with hi = 6, i = [1 : 2].
The path blockage probabilities in G1 are from a Gaussian
distribution with mean 1/5 and variance 0.1, and the blockage
probabilities in G2 are from a Gaussian distribution with mean
1/3 and variance 0.1. We apply our scheme in Section III-B
for mi=2, i 2 [1 : 2], µ1 = 0.6 in both groups, and µ2 = 0.
We compare it with the following alternative schemes8.
1) Erasure Code (EC). The method uses a single erasure
code, i.e., a code that has the highest average rate (see (1)).
2) Erasure Code-Reduced Outage (EC-RO). The method
EC uses an erasure code that has the highest average rate but
it can lead to a high outage probability, which is defined in (2).
The method EC-RO selects a single erasure code that leads to
an outage probability smaller than a given threshold .

We implemented Symmetric MC as an alternative scheme
as described in Section III-A. The parameter µ1 is tuned to
achieve an attractive trade-off, and it is selected as 0.6. In
Fig. 7, we show the information rate achieved by each scheme
when any k of the paths fail, k 2 [0 : 12]. For the alternative
schemes, the markers in Fig. 7 are placed at the corner points
of erasure codes that are combined by that scheme9.

The method EC uses an erasure code that has the highest av-
erage rate, an erasure code (12, 5) in this example. It achieves

8For all discussed methods, the transmission duration of 12 packets is equal
to td = 250 µs [22].

9The corner point of an erasure code is the maximum number of path
blockages for which the code can still provide a nonzero information rate.



Fig. 7: Information rate versus number of path blockages.

Fig. 8: Information rate versus outage probability.

rate 5/12 with outage probability Pout = 0.1. Differently,
EC-RO uses an erasure code (12, 3) for  = 0.01. It achieves
rate 1/4, which is lower than the rate achieved by EC, but with
a much lower outage probability Pout = 0.003. From Fig. 7,
we note that both EC and EC-RO do not exhibit a graceful
performance degradation. Differently, our proposed scheme
and Symmetric MC offer a graceful performance degradation
in Fig. 7. Particularly, our proposed scheme outperforms
Symmetric MC by offering higher rates when less than 5 paths
are blocked. This is because it designs the code by leveraging
the fact that the paths have different blockage probabilities.
Moreover, our scheme reduces the complexity by using only
4 erasure codes, instead of the 7 used by Symmetric MC.

In Fig. 8, we show the information rate-outage probability
trade-offs of multilevel coding schemes. Our proposed scheme
achieves similar or higher rates than Symmetric MC with a
smaller outage probability. For example, it can achieve rate
0.49 with outage probability 0.66; that means, the probability
that the proposed scheme does not achieve rate 0.49 is 0.66.
Differently, Symmetric MC can achieve at most rate 0.42 with
a higher outage probability 0.76.

V. CONCLUSIONS

In this paper, we presented low-complexity proactive trans-
mission mechanisms that offer resilience against link block-
ages in mmWave networks. We built on the multipath envi-
ronment and on the existence of accurate models that estimate
the link blockage probabilities in mmWave networks. We
proposed to deploy multilevel codes while suitably balancing
the average information rate with a graceful performance
degradation. Our evaluations show that our coding schemes

outperform alternative schemes while significantly reducing
the complexity. Thus, multilevel codes are worth further ex-
ploration in mmWave networks.
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