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Abstract

Secure Multiparty Computation (MPC) offers privacy-preserving computation

that could be critical in many health and finance applications. Specifically,

two or more parties jointly compute a function on private inputs by follow-

ing a protocol executed in rounds. The MPC network typically consists of

direct peer-to-peer (P2P) connections among parties. However, this signifi-

cantly increases the computation time as parties need to wait for messages

from each other, thus making network communication a bottleneck. Most recent

works tried to address the communication efficiency by focusing on opti-

mizing the MPC protocol rather than the underlying network topologies and
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2 MPC-ABC: Blockchain-based Communication for MPC

protocols. In this paper, we propose the MPC over Algorand Blockchain (MPC-

ABC) protocol that packs messages into Algorand transactions and utilizes

its fast gossiping protocol to transmit them efficiently among MPC parties.

Our approach, therefore, avoids the delay and complexity associated with the

fully connected P2P network while assuring the integrity of broadcasted data.

We implemented MPC-ABC and utilized it to outsource the SPDZ* proto-

col across multiple Cloud Service Providers (CSP). Experimental results show

that our approach outperforms the commonly adopted approaches over the

P2P TCP/IP network in terms of the average delay and network complexity.

Keywords: Multiparty Computation, Blockchain, Secure Broadcast, Privacy-preserving

Computation, Cloud Computing

1 Introduction

In Secure Multiparty Computation (MPC), two or more parties jointly compute a

function on some private inputs without knowing any information other than the func-

tion’s output. During the last decade, MPC has advanced from being a theoretical

technique to become an effective and practical solution in many real-life applicators

where assuring user’s privacy is a priority, such in health care [2] and finance [3, 4]

sectors. However, MPC is still several orders of magnitude slower than computing

directly on data in the clear.

Privacy is achieved by secret-sharing the sensitive values among the MPC parties.

At the beginning of the joint computation, each MPC party holds a share or secret

of each private value. Then, the MPC parties follow a protocol executed in rounds

to perform mathematical functions on these shares. The secret addition is a non-

interactive operation. However, other operations, such as multiplication, require the

parties to interchange information to compute their respective shares of the result.

This network interaction, commonly called a broadcast, allows every party to send

the same information to all other parties at the end of each MPC round.

Due to heavy message exchanges, network communication unfortunately is still

a bottleneck limiting MPC efficiency. Traditional MPC networks further comprise

peer-to-peer (P2P) links between each pair of nodes. Such network setup causes the

number of connections to increase quadratically with the number of parties, leading

to a dramatic increase in the network traffic, and lengthy delays. Consequently, there

is a risk of halting due to network/node failures, especially when jointly computing

functions with a large number of rounds, posing challenges in terms of robustness.

There is subsequently a need to further improve the network performance and robust-

ness to increase the efficiency of MPC. The candidate network should implement an

efficient and reliable broadcast channel. That is, under some assumptions, exchanged

messages are not lost or duplicated and are delivered in the order in which they were

sent [5]. Additionally, the broadcast channel must be secure, which in this context

*SPDZ (pronounced ºSpeedzº) is the nickname of the MPC protocol of Damgård et al., i.e.,

Smart, Pastro, Damgård, and Zakarias [1].
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means that malicious adversaries should not be able to manipulate messages over the

network [6].

Although secure broadcasting has been a widely studied topic in distributed sys-

tems in the past [7], it is not possible to implement it in real networks, by strictly

following the theoretical approaches. An alternative to realize broadcast communica-

tion is to have (n ± 1) parties send their data to one selected party, which aggregates all

the information before sharing them back [8]. Although this communication model

has linear complexity, it does not necessarily reduce the delay since the network

exchange now takes two consecutive steps.

In this paper, we propose to utilize Algorand’s fast blockchain [9] broadcast chan-

nels that reduces the network delay while assuring the integrity of the exchanged

messages. Our protocol enables parties to attach their messages to blockchain trans-

actions that are swiftly received by the other parties. The Algorand’s gossip protocol

quickly propagates transactions throughout the network at a throughput of 1000

transactions per second (TPS), higher than what other blockchains can process, such

as Ethereum [10] and Bitcoin [11]. Note that we opted to use a private Algorand net-

work, which is not only more stable and customizable than the public Algorand, but

also there is no cost to use it. Furthermore, this blockchain-based approach serves as

the base to provide additional benefits such as enabling fail-recovery. For example,

the parties could access previously transmitted data to recompute previous rounds

when recovering from a crash. Specifically, our contributions in this work are the

following:

• We are the first to perform MPC over the private (or permissioned) Algo-

rand blockchain (MPC-ABC) protocol in which MPC parties use the Algorand

blockchain for fast and secure message communication.
• We designed an MPC-Algorand integration protocol to enforce in-order delivery of

broadcasted messages and optimize the trade-off between the network efficiency

and monetary costs of each transaction.
• We conducted a formal performance analysis of our protocol and showed that the

communication complexity of our approach is better than in the conventional P2P

network infrastructures over which MPC protocols are normally deployed.
• We implemented the SPDZ [1, 12] protocol over multiple cloud service providers

(CSPs) and conducted extensive experimental evaluations. The results using matrix

multiplication operations, a core component of machine learning (ML) applica-

tions, show that using blockchain broadcasting channels reduces communication

complexity and delay.

The rest of the paper is organized as follows: Section 2 briefly describes the work

related to the use of blockchain and network performance/efficiency improvements in

MPC protocols. Section 3 provides some concepts about MPC and general Algorand

blockchain components. Section 4 explains our system and threat models. Section 5

explains our approach, followed by an analysis of the communication complexity in

Section 6. Section 7 presents a security analysis. Section 8 presents and discusses the

different experimental results. Finally, we present our conclusions in Section 9.
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2 Related Work

There are a few works that studied how to integrate the Blockchain technology

with MPC protocols to achieve robustness, fairness or security goals. Nonetheless,

these works do not primarily speed up the execution time or optimize the network

complexity. For example, Benhamoud et al.[13], implemented MPC using Hyper-

ledger Fabric[14] with support for private data (i.e., unicast communication instead of

broadcast), where the parties store their private data encrypted with their secret keys.

When a smart contract needs the data, the party with the private key decrypts the data

and uses it as input for the MPC protocol. Performing MPC on-chain allows leverag-

ing Blockchain to implement identity management and communication. This work

utilized the private blockchain to overcome the limitations of the public blockchain,

such as the overhead and security risks associated with the large number of users

allowed to access the blockchain.

BFR-MPC[15] aims to build a blockchain-based MPC protocol with fairness and

robustness (i.e., BFR). Fairness means that either all MPC parties get the output or

none should. Robustness on the other hand, enables MPC protocols to resist Denial-

of-Service (DoS) attacks. The authors combined Public Verifiable Secret Sharing

(PVSS) and Electro-Optical System (EOS) Blockchain to perform verification of the

correct execution after each MPC round as part of a reputation system responsible for

identifying and penalizing the deviating parties. Although EOS is a fast Blockchain

that generates a block every 0.5 seconds [15], the robustness and fairness objectives

are achieved at the cost of performance. On the contrary, we utilize the Algorand

gossip protocol to speed up the network communication among parties to improve

the MPC efficiency.

Another work, HoneyBadgerMPC[16], aimed to guarantee fairness and output

delivery without depending on network timing assumptions (e.g., parties that do not

respond on time, network partitions, and others). This work introduced AsynchroMix,

an approach that runs in epochs, wherein n clients outsource their inputs to k com-

putation nodes in a mixed and asynchronous fashion. On the other hand, our work

focuses on an efficient MPC system that is not tied to a specific MPC protocol, and

considers further expansion to increase the MPC robustness.

Finally, in White-City [17], the authors introduced a framework for massive MPC

with partial synchrony and partially authenticated channels by shifting the MPC com-

munication scheme from a message-based to a semi-synchronous state-based. In this

framework, MPC parties can read and write information to a state instead of directly

communicating over P2P channels. The state comprises a smaller set of k nodes

using a State Machine Replication (SMR) algorithm with support for Byzantine Fault

Tolerance (BFT). The k nodes connect to each other via secure channels. The com-

munications between these nodes and the MPC parties are partially authenticated,

i.e., the nodes’ public keys can be accessed and verified by the MPC parties. This

network setup is similar to our approach in that the MPC parties send their mes-

sages through a smaller set of k nodes, but the goal is different. Specifically, we rely

on the Algorand relay nodes to propagate the transactions containing the informa-

tion shared in every round to speed up network communication. Our work includes
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a proof-of-concept implementation with extensive experimental, computational, and

security analysis.

3 Preliminaries

3.1 Secure Multi-party Computation and SPDZ

The main MPC approaches for evaluating a given arithmetic circuit are circuit gar-

bling and secret-sharing. In this paper, we focus on secret-sharing approaches which

allow joint computation of arithmetic circuits without learning anything other than

the final output of the functions. This category of MPC protocols, including the SPDZ

protocol that we utilize in this paper, consists of two phases. First, a Preprocessing

Phase, also known as the off-line phase, generates raw materials to be used in compu-

tations in the online phase. The raw materials include, among others, multiplication

triples for multiplication operations, and Message Authentication Codes (MAC) to

check the integrity of the computation. Second, an Online or efficient phase that eval-

uates the function. Simple operations on shares, like addition or multiplication by

a constant, do not require communication among computation nodes. Nonetheless,

communication among parties is required to compute most other operations under

MPC. The MAC Checking procedure verifies the correctness of the computations

since SPDZ assumes a malicious adversary model with up to n− 1 dishonest nodes.

If MAC checking fails, the parties abort the computation.

3.2 Algorand Blockchain

Algorand [9] is a Pure Proof-of-Stake (PPoS) blockchain that provides decentral-

ization, secure transactions, and high scalability at the same time. The Algorand

cryptocurrency is called Algo.

General Architecture: Algorand network mainly comprises Relay and Participation

nodes that work together to optimize the throughput and decentralization by scaling

to billions of participation nodes without degrading performance [18].

Relay Nodes: These nodes serve as hubs that interconnect all other participation and

relay nodes. Their function in the network is to efficiently propagate authenticated

messages through high-performance network links (i.e., high bandwidth and low

latency). The relay nodes accordingly accumulate incoming protocol messages from

the nodes that are connected to them, perform de-duplication, signature checks, and

other validation tasks before only re-propagating the valid messages.

Participation Nodes: These nodes participate in the Algorand consensus protocol by

proposing and voting on blocks on behalf of users (accounts) providing that their

corresponding participation key is valid and installed. Communication among partic-

ipation nodes takes place through relay nodes. The blockchain will not fork even if

all the relay nodes are compromised [18]. In a worst-case scenario, the blockchain

will slow down or temporarily stall if the voting process is taking a long time to reach

an agreement [19].

Algorand additionally allows setting up off-line nodes that do not actively partic-

ipate in running the network and remain into an off-line mode. This mode adequately
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fits our approach where we want the computation parties to only use their resources

to perform the MPC functionality.

Proof of Stake and Byzantine Agreement (BA
⋆) Consensus Mechanism: The

BA⋆ consensus algorithm consists of the reduction and binary BA⋆ phases. The

nodes may start the BA⋆ with a different number of proposed blocks. In the first

phase, consensus on several blocks is reduced to a consensus on two finalist blocks.

In the second phase, the nodes reach a consensus on one final block using the binary

BA⋆ algorithm.

Algorand Mainnet, Testnet, and Private Networks: Algorand actually provides

three public networks (e.g., Mainnet, Testnet, and Betanet). In this work, we focus on

deploying a private network that uses the same blockchain protocols as Mainnet and

Testnet, for which we provide a brief description.

Mainnet: This is the primary network that uses assets with a real value, including

Algorand’s native cryptocurrency, the Algo. Mainnet currently comprises nearly 100

relay nodes distributed in approximately 18 countries, third of which are in the U.S.

Testnet: This is similar to the Mainnet in that both are public networks running the

same version of the protocol. However, the Testnet uses test Algos, and can replenish

the accounts for free. The number of deployed Testnet’s relays nodes is about ten

times less than it is in the Mainnet.

Private Networks: Algorand enables users to deploy their own Algorand private net-

work. This deployment offers the most flexible configuration. It can use any available

version of the specifications protocol, and define any number and location of relay

and participation nodes with any distribution of stakes. The deployment time unfor-

tunately is not as quick as setting up a new node in one of the public networks. The

private blockchain setup requires the provision of hardware or cloud resources for

the blockchain core infrastructure. Nonetheless, the benefits of improving the per-

formance and tailoring the parameters of the configuration amortize the initial setup

effort.

4 System and Threat Models

4.1 System Model

We assume the availability of a set S = {S1, S2, ...Sn} of n MPC nodes connected

by secure channels. An MPC node can be created as a virtual server hosted by any

Cloud Service Provider (CSP). These MPC nodes will either generate their data or

receive it from outside parties (i.e., clients) in a secure way. Each node’s input data

should not be exposed to the other MPC nodes during the MPC process.

Apart from the MPC nodes, we also assume the availability of a private (or per-

missioned) blockchain network (i.e., Algorand in our case) hosted on the clouds, and

capable of interacting with the MPC nodes. An MPC node with Algorand commu-

nication capabilities is named MPCA server or node interchangeably throughout the

paper. Furthermore, the Algorand network utilizes relay nodes, which are also hosted

on the clouds. Recall that we opted to use Algorand for our proposed system not

only because its security, scalability, and high throughput. Algorand Blockchain’s

architecture along with its gossiping protocol enables fast propagation of transactions
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throughout the network [19]. Additionally, Algorand is open source which makes it

possible to tailor a private network. Finally, we consider the availability of at least

two participation nodes to run the Algorand consensus protocol.

We want to note that while our approach can use any MPC protocol that relies

on broadcast communication, we use the SPDZ protocol [1, 12]. This protocol can

accommodate a malicious majority, meaning that even if the majority of the nodes

collude, the protocol can detect it.

4.2 Threat Model

We consider two types of attacks on the proposed protocol. Namely, (i) DDoS attacks

against the MPCA nodes, and (ii) attack on the Algorand network consensus proto-

col. For the first type of attack, we consider the case where the attacker performs a

DDoS attack and takes down all but one relay or MPCA nodes in our private Algo-

rand network. In the second type of threat, we assume that the attacker attempts to

manipulate any part of the Algorand protocol. For example, this attack could occur if

the attacker has any malicious insider node in the private Algorand network.

5 Proposed Approach: MPC-ABC

This section explains the details of the MPC-ABC protocol.

5.1 Overview

The primary motivation of the MPC-ABC is to exploit the secure broadcast channels

of the blockchain, as a replacement to the P2P communications among MPC nodes.

Secure communication in this context means that the messages cannot be forged

or modified while in transit. To this end, we propose integrating Algorand into our

MPC system for the first time due to its efficiency and speed. Specifically, instead of

direct communication between MPC nodes, we use MPCA nodes enabled with com-

munication over the Algorand Blockchain. All message-passing among such nodes

is done by attaching a specific message to an Algorand payment transaction. This

mechanism enables MPCA nodes to exchange messages quickly and securely using

Algorand’s secure broadcast channels while recording them in the ledger. Further-

more, no other party can forge or modify a transaction from a legitimate participant

unless it accesses the corresponding private key. Each MPCA node uses an Algorand

account that interacts with the blockchain network to submit transactions and get

transactions submitted by others without participating in the consensus protocol. The

MPCA nodes consequently perform the functionality required by the MPC protocol

only.

Fig. 1 shows an overview of the hardware and software components of our pro-

posed model. This model essentially creates a network consisting of n MPCA nodes

connected through k Algorand relay nodes. The relay, participation, and MPCA

nodes are generally hosted on the cloud. Nonetheless, they are owned by different

entities or organizations. For instance, the relays and participation nodes are con-

sidered infrastructure that can be managed by the application owner requiring MPC
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Algorand Process

 ➔ Communicates with
the Algorand network

➔ Submits transactions

 ➔ Receives pending
transactions

API

Relay node

MPC/Algorand node

MPC Process

 ➔ MPC protocols

➔ Input protocol

 ➔ Output reporting

 ➔ Uses Algorand API

for network operations

Off-chain
data outsourcing

Clients (source of 
data)

X1

X2
X3

Multi-cloud

Fig. 1 System model of secure MPC over Algorand.

services. On the other hand, the MPCA nodes are owned by different entities, such

as participants of the privacy-preserving computation or external participants rent-

ing their computing resources. Note that our protocol utilizes the broadcast channels

of the Algorand blockchain with any general MPC protocol that requires broadcast

communication.

The manager of the private Algorand infrastructure controls the distribution of

cryptocurrency needed to run the network. All the information broadcasted by the

MPCA nodes becomes part of the blockchain. When the secure computation finishes,

all messages exchange stored in the blockchain are no longer needed. The appli-

cation owner then discards the blockchain’s database and eventually sets up a new

Blockchain configuration to execute another secure computation.

Our proposed system model not only leverages faster communication by using

relay nodes but also adds authentication to messages broadcasted among MPC

parties, which is not typically available on conventional MPC using P2P channels.

5.2 MPC-ABC Network Components

The newly formulated MPC network has the following main components that are

critical to the approach:

MPCA Node: The main component of the system are the extended MPC nodes

that can integrate with Algorand APIs. The new node is referred to as MPCA node,

which primarily executes the Algorand and the MPC processes. The former pro-

cess establishes communication with the Algorand relay nodes to submit and receive

blockchain transactions, and implements a local pool of transactions pending for con-

firmation. The MPC process executes the MPC protocol and communicates with the

Algorand process via an API to execute network-related operations.

Relay Node: The primary purpose of the relay nodes is the secure and efficient prop-

agation of Algorand transactions and messages throughout the Algorand network

using a gossip protocol. Relay nodes also store the whole ledger, which offers an

additional feature that could be leveraged to improve MPC robustness. For instance,

the relay nodes would provide access to previous transactions, which enable MPC

failure recovery.

Participation Node: These nodes keep the Algorand network running by proposing

and voting on new blocks. Accordingly, participation nodes do not play a direct role

in the MPC protocol. However, having at least three participation nodes makes the
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blockchain more robust by allowing the consensus protocol to run successfully, even

with the unavailability of one of them. Therefore, adding more nodes will increase

the robustness of the system.

5.3 Message Broadcasting

The implementation of message broadcasting among MPC parties is done tradi-

tionally by establishing TCP P2P links between them. When a party needs to

send information to the rest, it sends the message individually and consecutively

through each of those links. However, this setup is not scalable since the number of

communication links increase quadratically with the number of MPC parties.

In our system model, the MPCA nodes are part of the Algorand network and are

connected to a set of Algorand Relay nodes. The number of links that each MPCA

party needs to establish is, at most, equal to the number of relay nodes. The number

and location of the relay nodes in the system depend on factors, such as the number

of MPCA nodes and their geographical location. Additionally, the delay of the links

associated with the relay nodes is a crucial factor when considering maximizing the

network performance.

We should deploy at least two relay nodes to provide some level of redundancy.

When the number of MPCA nodes increases, it is natural to increase the number

of relay nodes as well. Nonetheless, the MPCA nodes do not need to establish a

direct connection to each relay node. Instead, the relay nodes efficiently propagate

the transactions received from MPCA nodes and other relay nodes.

Reading MPC-Algorand Transactions: The time it takes to confirm a block in the

Algorand network is approximately 4.5s [20], which is very short compared to other

blockchain technologies (e.g., Bitcoin, Ethereum, and others). Yet, we cannot mini-

mize the delay if we wait for a block to be confirmed. Instead, we follow an approach

that relies on Algorand’s gossip protocol which efficiently propagates transactions

through the Algorand network and makes them available at each of the MPCA nodes.

Specifically, the transactions accumulate in each node’s pool of transactions pend-

ing confirmation into a block that is to be added to the ledger. Since these pending

transactions are available at each node, the MPC process queries them by making an

authenticated request to the Algorand process through the MPCA node’s API. The

later process replies with the available transactions in the corresponding node’s pool.

These API interactions occur within the localhost; hence, the communication delay

is negligible.

Using the transactions before they are written into a block is also secure. An

MPCA node uses the sender’s account private key to sign a transaction submitted to

the Algorand network and pays a fee proportional to the transaction’s size in bytes,

including the note’s field bytes. Subsequently, the relay nodes verify that the sender

has enough balance to pay the transaction fee and use the sender’s public key (i.e.,

their account address) to verify that the transaction signature is correct before propa-

gating the message throughout the Algorand network. Therefore, transactions in the

nodes’ pools of pending transactions, including the MPCA nodes’ pools, can be used

right away by the MPC process. As shown in Section VII, these transactions are

always included in the upcoming blocks.
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We note that accessing the transactions with a very short delay is critical to

improving the proposed MPC system’s efficiency. Additionally, the transactions and

corresponding payloads are confirmed into blocks a few seconds later.

Separation of Streams and Ordering: The substitution of the TCP-based broad-

cast communication with a new communication based on messaging through discrete

transactions raises two challenges: 1) the identification of the sender; and 2) the order-

ing and synchronization of the messages. Recall that broadcast communication in the

context of MPC means sending a message to all other MPC parties. This is conven-

tionally implemented by sending the same message to each of the other parties. TCP

is a connection-oriented protocol, with a defined origin and destination determined

by an IP address and a TCP port number. On the other hand, with the use of the Algo-

rand broadcast channel, we want to implement broadcast communication that allows

identifying the originator of each message.

Our proposed approach uses account addresses to identify the origin of transac-

tions. MPCA nodes use their particular account address to submit transactions during

the MPC execution. Each MPCA node knows the addresses assigned to each of the

other nodes. Any MPCA node can therefore identify the senders of transactions from

the local pool and continue the MPC execution once all transactions for a specific

round have been received and processed.

Recall that TCP is a reliable communication protocol that guarantees that the

packets are delivered in the correct order to the destination node’s application layer,

no matter what route each packet took from source to destination. Moreover, it auto-

matically splits the packets if they are too large to be transmitted through a specific

link. The application using this communication channel merely delivers a stream of

bytes to be sent through a specific TCP port. The TCP protocol then guarantees that

they are received in the same order at the destination. In contrast, with Algorand

we prepare and send transactions with a limited amount of information attached to

it (the message or payload). To recover this information with the correct sequence,

we structured the content of the message in a simple way that allows the ordering

of the messages. In Fig. 2, we show how the first six bytes of a given message are

reserved for an MPC message Id implemented as a sequence number that identifies

the specific transaction. This sequence number and the sender address are enough to

correctly allocate this message’s information into the correct stream of data. When

splitting the message containing all the information that a given MPCA node sub-

mits to the network, we need to consider the maximum number of bytes attached to

a single transaction. Specifically, we calculate how many big integers fit in a single

transaction after deducting the six bytes reserved for the sequence number and then

split the message keeping whole big integers in any given transaction. For instance,

if the MPC system operates on a field of size p, where log(p) = 128, the message

is split so that the maximum number of blocks of 16 bytes (128 bits) fits in a single

transaction.

In the receiving stage, all messages are organized per sender (sender’s address)

and by their sequence number. This operation emulates the TCP protocol’s underly-

ing mechanisms, which differentiate TCP streams by a port number and deliver the
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Fig. 2 Structure of MPC-ABC messages which mainly comprise Field Elements shared in an Algorand

transaction’s note field.

packets in the correct order. Thereafter the MPC application processes the messages

according to the MPC protocol’s rules, and the execution continues.

5.4 Continuous Computation Challenge

There is a mechanism in Algorand that throttles the amount of data (such as trans-

actions and smart contracts) submitted to the blockchain. We know that Algorand

consolidates new transactions in pools located on every MPCA node. When the size

of the pool increases, the MPCA node increases the fee per transmitted byte expo-

nentially so that nodes have to pay more to submit new transactions. This regulation

mechanism maintains the amount of data in the pool of pending transactions at a

moderate level. At the same time, the consensus protocol alleviates the pool by con-

firming those transactions and adding them to blocks. This regulation mechanism is

especially useful in the public blockchain since there is not much control of the tim-

ing at which different users post transactions. For example, a surge in incoming data

may significantly delay the transactions from other users.

Nonetheless, we do not desire to have this mechanism enabled in our proposed

approach since it will make it more challenging to calculate the amount of cryptocur-

rency to allocate to every MPCA node for fees payment. Eventually, the computation

may halt due to a low account balance if the nodes pay more for the same amount of

data posted in transactions. Furthermore, the traffic in the private Algorand deploy-

ment is much more predictable, the users are well known, and the specific MPC

protocol controls the posting of new transactions.

In summary, we disabled the exponential increase of the transaction fee so that it

depends only on the size of the transaction, making it easier to calculate the amount

of cryptocurrency to allocate to the MPCA nodes for transaction spending.

5.5 Optimizations

When we significantly increase the data size used in the secure computation (for

instance, matrix multiplication), the networking module in MPC-ABC has to split

each MPCA node round data into multiple transactions. This data splitting results in

a substantial increase in the total number of transactions submitted to the blockchain.

Therefore, we adjust some of the Algorand parameters to optimize its broadcasting

performance as follows:

Size of the note field: The MPC data shared on every round is attached to the transac-

tion’s note field. The size of this data depends on different factors, like the protocol,

the function computed, the field size, etc. For instance, to multiply two secret-shared
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12 MPC-ABC: Blockchain-based Communication for MPC

values using the SPDZ [1] protocol, each node generates a pair (ϵi, δi) which are ele-

ments of a finite field Zp. Therefore, assuming a size of 128-bit (16 bytes) for this

field, each node broadcasts 32 bytes per multiplication. Performing parallel opera-

tions can quickly fill the maximum payload of 1KB that can fit into a transaction. The

networking module splits large amounts of data into as many transactions as needed

and then sends them continuously. As will be shown in the experiments section,

increasing the size of the note field can further minimize the delay.

Maximum block size: This is the maximum number of bytes included in any given

block. The block size and block time define the blockchain throughput, which is the

transaction bytes that the blockchain can process in a period. When continuously

computing large amounts of data with several MPC parties, the network traffic could

exceed the Algorand blockchain throughput. Therefore, we also opted for increasing

the maximum block size to process more data in the same period.

6 Analysis of MPC-ABC

This section provides communication and delay analysis of the proposed MPC-ABC.

6.1 Communication Complexity

We analyzed the number of messages exchanged during a transaction propagation

and any Algorand’s related messages, such as those generated in the consensus, for

communication complexity. However, as previously discussed, we cannot wait on the

blocks to be confirmed before reading the transactions. Instead, we directly access

the pool of pending transactions. Therefore, the consensus protocol does not affect

the MPC communication complexity.

Recall that our MPC system considers n MPCA nodes connected to k Algorand

relay nodes. Let’s assume for now that all the MPCA nodes have a direct connection

to each of the relay nodes, although it is not strictly necessary. We can immediately

see that the complexity of the communication corresponding to direct connections

to/from MPCA nodes is O(kn). Additionally, the relay nodes are connected to each

other, and thus the maximum number of links in the mesh network they form is k(k−
1)/2 (i.e., O(k2)). Overall, we could say that in the worst case, the communication

complexity of the new network is the sum of those two separate costs. Nonetheless,

based on the way messages are exchanged in Algorand and the different topologies

created, additional items would need to be considered for average-case scenarios. For

instance, not every MPCA node needs to establish a direct link to every relay node.

As long as there is communication with a single relay node, any MPCA node can

communicate with the rest. Furthermore, the relay nodes are not required to establish

a full mesh network by connecting directly to every other relay. Nonetheless, the less

they are connected, the more time it will take the gossip protocol to propagate the

transactions submitted to the Algorand network. To this end, we derive a calculation

of the communication complexity for two particular network topologies as follows:

All MPCA nodes connected to every relay node: In the scenario depicted in Fig.

3(a), each MPCA node establishes k links, i.e., one link to each of the relay nodes.

Note that there is exactly one hop between any two MPCA nodes in this scenario. At
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(a) MPCA nodes connect to all relay nodes (b) MPCA nodes establish a single link to a relay
node

Fig. 3 Examples of Algorand relays and MPCA nodes network setup

the end of each MPC round, each MPCA node submits transactions and reads trans-

actions from other nodes through each of the k links. Therefore, the communication

complexity affecting the delay in this scenario is O(kn). In other words, the com-

plexity attributed to the propagation of transactions throughout the relays’ network

with complexity O(k2) occurs in parallel. It does not add to the MPC communication

delay.

Each MPCA node connected to any single relay: The main difference between

this scenario and the previous one is that a any given MPCA node is connected to

a single relay node, as shown in Fig. 3(b). Each MPCA node sends its transactions

through a single connected relay. Next, the relays propagate their transactions to the

other nodes directly connected to them, either relays or MPCA nodes, by running the

gossiping protocol. We can see that the communication complexity in this scenario

is O(k2) +O(n). Assuming that the number of relays is fixed, k becomes a constant

and we conclude that the communication complexity increases linearly with n.

Note that in the case of the current P2P solutions, each MPC node needs to estab-

lish a direct connection with each other. Therefore, the setup requires n(n − 1)/2
links, hence the communication complexity is O(n2).

6.2 Delay Analysis of MPC-ABC

We will now analytically examine the delay performance of the P2P and MPC-ABC

approaches. In both scenarios, we assume that each MPC node Pi intends to distribute

a chunk of data di to all other n−1 MPC nodes. Hence, there exist n(n−1) messages

to be transmitted. The exchange of messages is assumed completed when all mes-

sages arrive at the targeted destinations. Our main focus is to compute an estimate of

the delay bounds of the MPC-ABC and compare it with the P2P setup. In our analy-

sis, we only focus on the number of required connections. Given that the architecture

and functionality of the relay nodes in Algorand are similar to network caching

[21, 22], our model can be extended considering other parameters, such as node pro-

cessing times, queuing delay, and different MPC-ABC network architectures. We
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nevertheless believe that the following analysis provides enough justifications about

why MPC-ABC outperforms traditional P2P models.

P2P Approach: In this case, each server should send a copy of di to each of the n−1
peers. Hence, node Pi needs to establish n − 1 duplex connections from node Pi to

node Pj , which exhibit different delays depending on the nature of the connections

on the Internet. Let Tij be the delay from MPC node Pi to MPC node Pj . Given

the number of MPC nodes, we define T PP = {TP
1 , TP

2 , ..., TP
n(n−1)} as the set of

connection delays in this approach. In other words, the set of T PP includes n(n−1)
random values, representing the values of delay between n MPC nodes in the P2P

approach.

MPC-ABC Approach: We start with a simplified model where we uniformly dis-

tribute the MPCA nodes among k relay nodes. Conversely, each relay node is

connected to n/k MPCA nodes. Hence, we establish n connections from relay

nodes to MPCA nodes. Moreover, in order to have a fully connected network of

relay nodes for high-speed exchange of messages, we assume that all k relay nodes

are connected to each other. We can equivalently represent the set of delays of all

required connections by T MPC−ABC = {TP
1 , ..., TP

n , TR
1 , ..., TR

k(k−1)}. Note that all

communications run in parallel.

We assume that the network architecture is appropriately designed (i.e., the distri-

bution of relays nodes and the n/k ratio). Therefore, we can say that the dependency

between delays is so low that we can simplify the analysis with the assumption of

no dependency between the different defined delays. In our first analysis, we can

estimate the required time of task completion in P2P and MPC-ABC approaches as

follows:

TC
P2P = max

Ti

T PP , i ∈ {1, ..., n(n− 1)} (1)

TC
MPC−ABC = maxTi

T MPC−ABC , i ∈ {1, ..., 2n+ k(k − 1)} (2)

We can see from Equations (1) and (2) that the required time to complete the

sharing exchange is defined by the maximum delay of the required connections in

each approach.

For a random sample as above (m samples equal to n(n−1) or 2n+k(k−1)), with

a cumulative distribution FT (t), the order statistics for that sample have cumulative

distributions as follows (where r specifies which order statistic):

FT(r)
(t) =

m
∑

j=r

(

m

j

)

[FT (t)]
j [1− FT (t)]

m−j (3)

Now let’s define two delay bounds that are important to approximate the speed of

computations in both P2P and MPC-ABC approaches:

Prob(max{T1, . . . , Tm } ≤ t) = (FT (t))
m (4)

Prob(min{T1, . . . , Tm } ≤ t) = 1− (1− [FT (t)])
m (5)
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Equation (4) condescendingly computes the probability of having a maximum

delay smaller than a given bound. We assume that the amount of delay is uniformly

distributed between {Tmin, Tmax}. Then to find the value of TC
MPC−ABC and TC

P2P ,

we apply order statistic bound Equation (4). Given the maximum definition, we can

rewrite Equation (4) as:

Prob(max{T1, . . . , Tn } ≤ t) =

(

t− Tmin

Tmax − Tmin

)m

(6)

Equation (6) shows that the maximum bound of delay is a function of the number of

connections. This shows that the probability of having a delay smaller than a given

value in the P2P approach (m = n(n+1)) is smaller than the delay in the MPC-ABC

approach (m = 2n+ k(k + 1)).

6.3 Cost Analysis

In our system model, the MPC nodes are deployed in the cloud. Indeed, MPC-

as-a-Service [23] has been proposed to perform privacy-preserving computation in

exchange for a fee for clients that securely outsource their data. Therefore, if any

MPC application would be run, there is already a base cost for either running the

MPC nodes directly on the cloud or paying a fee to the MPC service provider.

Since our approach incorporates a blockchain-based network infrastructure, it

can utilize the existing MPC nodes enhancing them with blockchain communica-

tion capabilities. Thus, there is no significant increase in hardware/software/monetary

costs for creating or maintaining a private blockchain network. Nonetheless, in the

case of Algorand, a few extra nodes are configured as relay and participation nodes,

which adds only a marginal cost. Indeed, the number of relay nodes is much less

than that of MPCA nodes, and the hardware resources demanded by a relay node

are much smaller compared to running an MPCA node. Therefore, the marginal cost

increase for running a few nodes if offset by the added benefits of performance gains

and authenticated broadcast messages.

7 Security Assessment

In this section, we present a security assessment of the proposed MPC-ABC system

based on the two threats presented in Section 4.2. We will also discuss how to further

enhance the security of the MPC-ABC.

7.1 Attacking Relay Nodes

We assume that the attacker’s targets are the relay nodes to make them inoperative

within the MPC-ABC system. Since the participation nodes perform the consensus

algorithm in the Algorand Blockchain, attacking relay nodes would not stop MPC-

ABC, and the MPCA nodes can still communicate even with a single functioning

relay node.

Without loss of generality, we assume that a given set of attackers can success-

fully attack n′ relay nodes. If we use the proposed architecture in Fig. 3(a), where
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all nodes are connected to all relay nodes, this attack cannot be successful while

n′ < k. Specifically, we can easily minimize the probability of a successful attack

by increasing the number of relay nodes. Although successful attacks against the

relay nodes will degrade the communication speed, they cannot halt the network or

break the security of the MPC. Therefore, we can deploy a fully connected network

of relay nodes in a secure private network to increase the resiliency against such

attacks. Moreover, we can deploy the relay nodes across different CSPs to minimize

the collusion risk. We could also regularly replace relay nodes with new ones between

computations. This defense mechanism is called moving target defense and makes it

more difficult for the attacker to find the victim relay nodes. Accordingly, it is possi-

ble to redesign our network’s topology to prevent fixed-targeted attacks dynamically.

Note that when defining the number of relay nodes during the system design, we

also need to consider the actual capabilities of the adversary. Taking down more than

a couple of relay nodes requires a relatively powerful adversary, which can also be

combated in combination with moving target defense as described.

It is important to note that in the conventional MPC using direct TCP P2P con-

nections, taking down or isolating a certain number of MPC nodes will also prevent

the computation from finishing. Therefore, MPC-ABC is not introducing significant

vulnerabilities beyond the existing vulnerabilities of conventional MPC systems.

7.2 Attacking Computation or Algorand Consensus via MPCA

Nodes

Let us assume that an attacker can control an MPCA node. The attacker thus can

(i) manipulate computations, (ii) flood the network with fake transactions, and even

(iii) turn off the MPCA node (note that the latter can take place by DDoS attack as

well). First, MPC-ABC is agnostic to the specific MPC protocol. The effects of an

adversary controlling a subset of the MPC parties are described and tackled in the

respective protocol definition from the literature. When MPC-ABC instantiates an

MPC protocol secure against malicious adversaries (e.g. the SPDZ protocol), MPC-

ABC can verify the correctness of the results at the end of the computation. That

means any deviation of the protocol can be detected [24] and the MPCA nodes should

restart the computation. If the attacker tries to send fake transactions to reduce the

speed of computations, we can easily detect it with the help of relay nodes. Our

relay nodes are informed about the number of transactions in each epoch. They can

hence provide alerts to the administrator as soon as a given MPCA node irregularly

increases the number of transactions. The administrator can then revoke the node

from the network.

Second, since Algorand is a PoS blockchain protocol, the attacker cannot run any

successful attack by possessing less than one-third of the Algos in the network. The

attacker thereupon can never take down the consensus protocol if we can make secure

repositories for two-thirds of the Algos (e.g., having them in the primary node located

in a local network). This provision also guarantees that the transactions we read from

the nodes’ pools will finally be committed to Algorand blocks, as participation nodes

can perform the consensus algorithm without problems.
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Fig. 4 Deployment of the MPC-ABC system on the public cloud. The MPCA nodes are identified by their

node ID.

8 Experimental Evaluation

8.1 Experiment Setup

We set up our experimental MPC system on public clouds to evaluate the proposed

approach. We configured seven nodes over different and untrusted CSPs that are

geographically distributed across the U.S. Although using multi-cloud deployment

minimizes the possibility of collusion among the MPCA nodes, it significantly affects

the performance. Note that the experiments on this cloud environment consider real

network conditions to validate the practicality of our approach (e.g., communication

over the internet, and actual network connection characteristics, such as bandwidth,

delays, etc.). Furthermore, we argue that seven MPC nodes cover most of the practical

cases where data privacy among organizations is desired. When there are multi-

ple data sources, they can always outsource their data to a proxy server in their

organization.

We also deployed a private Algorand network on the same cloud environment

that hosts our relay and participation nodes. We deployed the relay nodes in various

locations and measured the performance to study how the different deployments of

the nodes can affect the delay. The hardware configurations for the Virtual Machines

(VMs) used to deploy the Algorand relay nodes are GCP machines type e2-medium

(2 vCPUs, 4 GB RAM) with 15 GB of storage, and AWS machines type t3.medium (2

vCPUs, 4 GB RAM) with 15 GB of storage as well. The MPCA nodes use the same

hardware configuration except for the storage which was set to 10 GB. Additionally,

we configured an Honest Server off-cloud (on-premises) to orchestrate the pace of

continuous MPC tasks execution and collect the shares of the results at the end. An

overall picture of this setup is shown in Fig. 4.

We developed a Python MPC application that implements the online phase of the

SPDZ protocol. We assume that an off-line phase produces the raw materials [1, 25±

28] and are available at each MPCA node to be consumed during the online phase. We

also implemented fixed-point arithmetic [29] for matrix multiplication for the online
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phase. Our Python application uses the Python Algorand SDK [30] to communicate

with the Algorand process running in the same node.

8.2 Performance Evaluation

We deployed a private Algorand network on the cloud to conduct the evaluation

experiments. This private blockchain comprises up to seven MPCA nodes and four

relay nodes as shown in Tables 1 and 2 respectively. We performed an extensive list

of experiments to study the impact of different variables and configurations on per-

formance with respect to numerous approaches. The main benchmark we used in this

case was the MPC nodes’ communication using TCP P2P links. Our main perfor-

mance metric is the total computation completion time. We present and describe our

results next.

Table 1 ID and Location of MPCA Servers

ID CSP Region Location

1 GCP central1 Iowa

2 AWS west2 Oregon

3 GCP east4 N.Virginia

4 AWS west1 N.California

5 GCP east1 S.Carolina

6 AWS east2 Ohio

7 GCP west3 Utah

8.2.1 Effect of the Number of Relay Nodes

We analyzed the impact of the number of relay nodes on the broadcasting perfor-

mance of the proposed MPC system. First, we conducted experiments using two relay

nodes. The system computes 16 parallel multiplications on integer values on each

round. Then, we gradually added one more relay node to the private Algorand net-

work, repeating the experiments for each case. Table 2 indicates the order followed

When progressively adding more relays to the network.

Fig. 5 shows that after adding a second relay (AWS-California in this case), the

performance in terms of propagation delay improves for all cases. Focusing first on

Fig. 5(a), the general average of improvement compared to TCP P2P across all tests

with a different number of MPCA servers is around 22% with one relay node and

around 35% when using 2 or 3 relay nodes. It may look that adding a third relay

is not improving the performance further. Nonetheless, we observed that the relay’s

location also affects the results. When adding a fourth centered relay located in Iowa,

Table 2 Private Algorand Relay Nodes

Number CSP Region Location

1 AWS east2 Ohio

2 AWS west1 N.California

3 AWS west2 Oregon

4 GCP central1 Iowa
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(a) Servers sequence: Iowa, Oregon, N.Virg., N.Calif.,
S.Carol., Ohio, ...

(b) Servers sequence: S.Carol., Ohio, Utah, Iowa, Ore-
gon, N.Virg., N.Calif.

Fig. 5 Effect of the number of relays on the execution time of MPC over private Algorand.

we get a general improvement of 38%, which represents a marginal improvement

over the case that uses three relay nodes.

The delay of execution using conventional TCP P2P network connections showed

a notable increase when using 3 MPCA servers compared to just two servers. Then it

stayed constant for 3 to 7 MPCA servers. One would typically expect that the delay

increases with the number of parties. However, when testing on different geograph-

ically distributed locations, the real network delays had a much more representative

effect on the overall system performance. Specifically, when we used 3 MPCA nodes,

there were three delays to consider: Iowa - Oregon, Iowa - N.Virginia, and Oregon -

N.Virginia. We can conclude that the delay between the cloud locations Oregon and

N. Virginia is the largest delay Dmax in this case. Hence, adding more MPCA servers

in a location from which the maximum delay to any other MPCA server is lower than

Dmax, will not significantly impact the overall performance.

In Fig. 5(b), we used the same MPCA nodes’ locations, but they were added to

the setup starting with locations GCP-S.Carolina and AWS-Ohio. We then gradu-

ally added more MPCA servers following the same sequence in Table 1. When we

added the third MPCA node (GCP-Utah) we noticed how the delay increased as

expected, but then when we added the fourth MPCA server located in GCP-Iowa, we

observed no notable increase in the delay. This lack of increase is because the new

location geographically sits between all other locations. Therefore, we would nat-

urally expect the delay between this and any of the other nodes will not be higher

than the delay between Utah and the far east locations. The situation changes when

adding a fifth MPCA server (AWS-Oregon) which increases the delay significantly.

We had already noticed that the delay between Oregon and N.Virginia in the previ-

ous case determined the overall delay performance. Moreover, the MPC delay using

the private Algorand network outperformed the use of conventional TCP P2P chan-

nels for any number of MPCA nodes in the second scenario too. For instance, the

average improvement across all MPCA servers data-points is nearly 15% with one

relay node, around 23% for 2 and 3 relay nodes, and finally nearly 31% for 4 relay
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(a) Using 7 MPCA Servers (b) Using 3 MPCA Servers

Fig. 6 Comparison of MPC time using various network setups and different Algorand’s transaction pay-

load size.

nodes. Furthermore, adding more relay nodes in the same locations will not help

reduce the execution time. It would nonetheless improve the robustness of the system

as explained in Section 7.1.

In general, the relays contribute to this improvement by consolidating and

forwarding messages. Additionally, during the execution of the gossip protocol,

they accumulate and de-duplicate messages (transactions), optimizing the available

bandwidth.

8.2.2 Evaluation of Matrix Multiplications

We also tested our proposed system on secure multiplication of matrices with

different sizes. This operation is a core component of several machine learning appli-

cations, including linear and logistic regression. Therefore, we considered matrices

with fixed-point elements using eight fractional bits. In this evaluation, we imple-

mented the conventional technique for matrix multiplication with complexity O(n3).
Since our main contribution is about improving the efficiency of the underlying

network, which is independent of the computed function, the proposed system can

therefore be applied to any other MPC protocol or technique.

The setup for this experiment comprises 7 MPCA nodes in the same locations and

just 3 Algorand relay nodes as shown in Fig. 4. The experiments include tests using

Algorand transactions with 4100 bytes and 16400 bytes for the note field, which

defines the number of transactions each MPCA submits in each round. In addition

to the TCP P2P network setup, we also include, as a benchmark, the results of the

experiments with TCP PMP or Point-to-Multipoint. This case is an implementation

of the approach in [8] where one MPC node receives the communication from the

rest, aggregates the shares for the different values, and then broadcasts the result to

all nodes.

As shown in Fig. 6, the results indicate that the delay performance using the

Algorand Broadcast outperforms the use of conventional P2P channels for both note

field sizes. The average delay improvements across all matrices’ sizes are 24% and
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32% for note sizes 4 KB and 16 KB respectively. Furthermore, we observed that

the effect of increasing the note size limit is more notable for larger matrices, which

is a good indicator of the suitability of our approach for applications that require

computing on large amounts of data.

9 Conclusion

This paper introduces the first integration of MPC over the private Algorand

Blockchain, leveraging its fast and secure broadcast channels to improve the overall

MPC efficiency by reducing network communication complexity. Our novel MPC

system suits any general MPC protocol that relies on broadcast communication. We

evaluated our approach by implementing secure matrix multiplications across multi-

ple CSPs and integrating the SPDZ protocol with the private Algorand blockchain.

The results show that our approach reduces the MPC execution delay compared to

conventional MPC networks. Furthermore, this blockchain-based network provides

additional benefits that future work can exploit to improve MPC robustness, such as

implementing mechanisms for failure recovery.
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