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Abstract

This work is devoted to the analysis of a numerical approximation to a general
multi-dimensional kinetic Fokker—Planck (FP) equation with reaction and source terms
and subject to specular reflection boundary conditions. This numerical approxima-
tion is based on splitting the kinetic FP model into a transport equation in space
and a FP diffusive model in the velocity coordinates. The former is discretized by a
Kurganov-Tadmor finite-volume scheme, while the latter is approximated by a gen-
eralized Chang & Cooper finite-volume method. Time integration is performed by a
strong stability-preserving Runge-Kutta method where the reaction and source terms
are accommodated with a Strang splitting technique and the use of a Magnus inte-
grator. It is proved that the resulting numerical solution method is conservative and
positive preserving, in the case where the continuous model has these properties, and it
is second-order accurate in time and in phase space in the L'-norm, subject to a CFL
condition. Results of numerical experiments are reported that validate these theoretical
results.

Keywords. Kinetic Fokker—Planck equation, reflecting boundary conditions, finite-volume
approximation, Strang splitting, Runge-Kutta method, accuracy and stability analysis.
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1 Introduction

The kinetic Fokker—Planck (FP) model is a fundamental building block in kinetic the-
ory and a central topic, in combination with other equations, in plasma physics simulation.
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Therefore it is important to develop approximation schemes for the FP equation with guaran-
teed accuracy that are valid in realistic settings that include boundary conditions of relevance
in applications.

The purpose of this work is to investigate a class of approximation schemes for a large
family of kinetic FP equations with the following structure

hf+v-Vof=V,- (AV,/)+B-V,f+Cf+5, (1)

for the density function f = f(z,v,t), with (z,v,t) € Q x R? x (0, T'), where Q is a bounded
domain in R? with boundary 0Q € C'!, and T' > 0. Further, we have A = A(x,v,t) € R¥4
is a real symmetric positive-definite differentiable matrix function, B = B(z,v,t) € R? is a
real differentiable vector function, and C' = C(x,v,t) and S = S(z,v,t) are smooth scalar
functions.

In order to formulate the boundary conditions of interest, we make the following prepara-
tion. We assume fQ xdxr = 0. Let v, denote the unit outward vector of 02 at . We denote
with O = Q x R? the phase-space domain and = = 9 x R? is the phase-space boundary.
We split = ==, U=_ UZ, where =, and =_ represent the outgoing and incoming part of
the phase boundary, respectively, and =, denotes the grazing part as follows:

Er = {(z,v) € xR : £, v >0}, (2)
Zo={(z,0) €02 xR : v, -v =0} (3)

Further, we define ¥ = =, x [0,7] and Oy = O x [0, 7.
Specular reflection boundary conditions are defined as follows:

flz,v,t) = f(z,0 =2 (Vg - 0) vy, t), in 3. (4)

Next, we report the main results of a recent work by Y. Zhu [36] concerning well-posedness
and regularity of solutions to initial-value problems governed by (1) with boundary conditions
(4). Following [36], we define the function (-) = (14 | -|?)!/2, and assume that there is some
constant A > 1 such that, in Q x R? x (0,T), it holds

AP <Ax-x <A, xeRY;  |B|+|C| <A (5)
We have the following result [36, Theorem 1.1]:

Theorem 1.1. Let the domain Q be bounded with Q2 € C™', and assume that (5) holds.
Then

o (Well-posedness) For any integer m > 0, we have some constant | > 0 depending
only on d, m such that, for any given functions fy, S, satisfying (v}lfo € L>(0),
(WS e L®(Or), there exists a unique bounded weak solution f to (1) such that
f(z,0,0) = fo(x,v) and satisfying the boundary conditions (4). Moreover, there is
some constant ¢ > 0 depending only on d,T, A\, m,$2 such that the following holds
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e (Hélder regularity) If, additionally, fo € CP(O) with 8 € (0,1], and fy satisfies (4),
then there are some constants o € (0,1) and ¢ > 0, depending only on d, T, A, m, 2, 3
such that the following holds

| ()™ fllzeor) + [floaor < ¢ <|| () S| e (or) + | () follz=o) + [fo]cB(O)) :

We also refer to [2, 35, 36] for a review and up-to-date list of references concerning the
analysis and properties of the kinetic FP equation. In particular, we mention the fact that
(1) with sufficiently regular coefficients has the hypoellipticity property.

We remark the novelty of our work in formulating a class of approximation schemes for
a general multi-dimensional kinetic Fokker-Planck (FP) equation with reaction and source
terms and subject to specular reflection boundary conditions, and in proving second-order
accuracy of the proposed scheme together with its ability, in the appropriate setting, to
preserve positivity and conservativeness. In comparison, previous related results, mentioned
below, have limited applicability for various reasons: the absence of one set of phase space
coordinates, simpler boundary conditions, or no theoretical convergence proofs.

In the next section, we give an account of applications that correspond to different choices
of the functions A, B, C' and S defining our FP model. In Section 3, we provide a review
of recent works on analysis of approximation methods for similar models, pointing out the
larger applicability of our results. In Section 4, we define a finite-volume method with
Kurganov-Tadmor (KT) flux for the advection-in-space term of the kinetic FP equation.
Section 5 is devoted to the development and analysis of a generalized Chang & Cooper (CC)
finite-volume method for approximation of the differential operator in the velocity space. In
Section 6, we illustrate a strong stability-preserving Runge-Kutta method and the use of a
Strang splitting (SP) technique and Magnus integration to implement reaction and source
terms. Section 7 presents the complete numerical analysis of the proposed strong stability-
preserving Runge-Kutta method of second order (SSPRK2), with KT space and CC velocity
fluxes and Strang splitting technique that we call the SSPRK2-KT-CC-SP method. We prove
that this method is conservative and positive preserving in the appropriate cases. Further,
we prove that subject to a CFL condition, the accuracy of the approximation provided by
the SSPRK2-KT-CC-SP is stable and second-order accurate in time and in phase space. In
Section 8, we present results of experiments demonstrating the validity of the theoretical
results presented in this paper. A section of conclusion completes this work.

2 Applications

The kinetic Fokker—Planck equation (1) includes many specific cases of great interest.
In particular, choosing B = pv, C = u, A = 0?/2 with the appropriate choice of the
parameters p and o (we write the case d = 1), we obtain the Fokker-Planck equation
with Lenard-Bernstein collision operator [25]. A similar FP model is obtained following P.
Langevin [24] approach to write the dynamics of a particle subject to a conservative force
F(z), linear drag —p v, and to a random complementary force known as Brownian noise. In
modern notation, we have the following stochastic differential equation (SDE):

dX (t) = V(t) dt,

AV (1) = [F(X(8) = pV(1)] dt + o VW (2), (©)
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where W (t) denotes the Wiener process satisfying < W (t) W (') >= min(¢,t'). This SDE
model is also an instance of stochastic dissipative Hamiltonian systems; see, e.g., [21].

In correspondence to the stochastic process modelled by (6), f represents the probability
density function (PDF) of the dynamical state of a particle in the phase space. In this case,
the evolution of f is governed by the following FP equation:

040V, ]+ F@)-Vof = pValo )+ 5 T2, )

Notice that this FP equation (7) satisfies the positivity property: if f(z,0) > 0 then
f(z,v,t) > 0, for all ¢ > 0; and the property of conservation of total probability, that
is, [, f(z,v,t) dvde = [, f(z,v,0) dvdz, for all t > 0. Also, if F' corresponds to the
minus gradient of a potential, F'(z) = —V,U(x), and if U is a confining potential such
as U(x) > e1|z|?> — ¢y, for some ¢;, c; > 0, then the solution to (7) with ¢ = v/2 in the
unbounded phase space converges exponentially fast in time to the stationary equilibrium

solution:
|v[?

) =coxp [ = (140 ) ] ©)

where ¢ is a normalization constant; see, e.g., [18| for more details.

In the case of bounded €2, the convergence to equilibrium of FP solutions has been
analysed in [1, 7| in the case of periodic and of specular reflection boundary conditions. For
this latter case, we can consider the FP equation (7) with U(z) = $k2?, and recognize that
(8) is the equilibrium solution.

Another important motivation for our numerical analysis of the general kinetic FP model
given by (1) is that it includes the case of adjoint FP models arising in optimal control prob-
lems with ensemble cost functionals [3, 4, 5, 9, 10]. An ensemble cost functional corresponds

to an expected value functional in statistical mechanics as follows:

J(f,u) ::/O /Oé(t,x,v,u)f(ﬁ,v,t)dxdvdt—i—/Oy(x,v)f(x,v,T)dxdv, (9)

where ¢ and v are appropriately chosen functions depending on the purpose and cost of
the control function u = w(z,v,t), which may enter as a force in the drift and/or as a
modulating function of the diffusion coefficient in the governing FP model. This is the
setting that appears in, e.g., stochastic linear-quadratic optimal control problems [34].

3 Approximation methods

In order to facilitate our discussion, we rewrite (1) in a different form by overloading the
function C' as (C' — V,, - B) of the functions of the original formulation. With this setting,
our FP model is given by

O f=Vy - (AV,f+Bf)+V,-(—vf)+Cf+S. (10)

We see that if a stationary equilibrium solution exists that fulfils the given boundary con-
ditions, assuming that C' and S do not depend on time, then it must be a solution of the



hypoelliptic equation resulting from (10) by dropping the time derivative term; see [1]. We
have

—Vv-(Ava—l—Bf)—i-Vx-(vf):C’f+S, (z,v) € O, (11)

with specular reflection boundary conditions (4).

The analysis of steady states plays an important role in the development of approximation
schemes that have the well balanced (WB) property, that is, the ability to achieve and
maintain these states with some level of accuracy. Concerning the diffusive part of the
kinetic FP equation, it has been shown that approximation schemes with the WB property
can be formulated based on the exponential fitting approach [28|. Among them, we find the
class of numerical schemes proposed in [12, 19, 30]. We refer to [17] for a detailed discussion
of these schemes in a larger context of multi-scale approximation methods for kinetic models.

However, while the construction of exponential fitting schemes is well understood in dif-
fusive FP models, this approach does not cover the full phase-space kinetic case, where the
desired scheme should provide a uniformly accurate approximation of the hypoelliptic prob-
lem (11). This is a challenging topic on itself with a scarce literature of only few contribution
in numerical analysis, see, e.g., [11, 27|, where it is clearly shown that monotonicity is an
essential property in order to construct convergent schemes. In particular, based on [11, 12]
one can proceed with the construction of monotone and well balanced schemes based on
operator splitting techniques where our kinetic FP equation is decomposed into two equa-
tions: a transport equation in space and a diffusive FP model in velocity. In fact, this is
a standard approach in plasma physics simulation [32]; see, in particular, [6] for an early
contribution in this field that combines the Chang & Cooper exponential fitting scheme [12]
with a semi-lagrangian approach [14]. Nowadays, semi-lagrangian schemes appear to be
the method of choice in the solution of the Vlasov equation, and many contribution in the
theoretical analysis and application in this field can be found; see, e.g., [13, 33| and refer-
ences therein. On the other hand, already in [11], we find a finite-volume approach to the
advection term of an hypoelliptic equation. In fact, semi-lagrangian schemes and eulerian
finite-volume schemes have many similarities and produce similar results [23], and in both
frameworks one can achieve the desired properties of monotonicity, positivity, and higher
than first-order accuracy.

We focus on a finite-volume scheme for the advection term in the space coordinates
V.- ( —v f) in (10), and on a generalized Chang & Cooper finite-volume scheme for the
advection-diffusion term in the velocity coordinates. Further, we treat the term C' f + S as
a source and follow a Strang splitting approach for its approximation. Notice that we can
solve (10) also using the finite-volume method proposed in [22].

We remark that, similar to [22], a finite volume scheme for nonlinear degenerate diffusive
models in one set of coordinates in a bounded domain is discussed in [8]. Also in this refer-
ence, we find a comparison with the Scharfetter-Gummel scheme (equivalent to the Chang
& Cooper scheme) showing that the two approaches have almost identical computational
performance if the advection-diffusion term is not degenerate. Specifically, second-order
convergence in the L' norm is demonstrated numerically, but no theoretical proof is given
for this result. In [8] homogeneous Neumann, Dirichlet, and periodic boundary conditions
are considered.

We also would like to mention the work [15], where a one-dimensional kinetic FP equation



with constant coefficients is analyzed with a focus on exponential convergence to equilibrium
solutions. In this case, a first-order finite-volume approximation is considered. In [15] pe-
riodic boundary conditions in space are chosen, whereas the velocity domain is a bounded
symmetric interval of the form (—vpaz, Vmaz) for some v, > 0, and flux-zero boundary
conditions are imposed in this direction. In our numerical analysis and in numerical ex-
periments, we also consider a bounded symmetric velocity domain and flux-zero boundary
conditions. This choice seems consistent with the purpose of guaranteeing convergence to
equilibrium solutions of our model that are, in the cases considered in our work, similar to
(8).

In our numerical analysis, we consider (10) in O7 = QxOx[0,T], where Q = L, (—L;, L;)
and © = II9_,(-V},V;) are rectangular domains in R? for the space and velocity coordi-
nates, respectively; we denote x = (x1,...,x4) and v = (vy,...,v4). Further, we partition
Q) and O in elementary hyper-cells assuming uniform subdivisions of size dr; = 2L;/N;
and dv; = 2V;/M;, N; and M; positive even integers, i,j = 1,...,d, in the space and ve-
locity coordinates, respectively. We also introduce the multi-indexes i = (i,...,i4) and
j = (j1,---,Ja); however, where no confusion may arise, we use the indexes i and j to denote
any of the i, and ji, k=1,...,d.

In each coordinate direction x;, we have N; subdivisions that define the edges of the
cells that partition our computational domain. The cell centres have coordinates z;' =
—L;+ (n; +1/2)dz;, n; =0,...,N; — 1, and similarly in the velocity coordinates we have
0] = =Vj+(m;+1/2) dv;, m; = 0,..., M;—1. We define the multi-indexes n = (n1, ..., nq)
and m = (my,...,my) and focus on cell-centred finite-volume schemes, where the cell with
multi-indexes n, m is the cell given by

W™= {z" e Q,v" €O " € O (2 — dw; /2, 27 + dx; /2],

o™ € Yy [v)" — dv; /2,0 + dv; /2] }. (12)

J
The volume of this cell is given by |w™™| = I\, dx; IT}_ dv;.

Further, the time interval [0, 7] is divided in N; > 1 subintervals of length dt and the
points t* are given by
T
=N

In this setting, the cell average of a function f defined on the phase space, on the cell
w™™ at time t*, is given by

th = kdt, k=0,...,N,, At :

N f(z,v,t*) dz dv. (13)

n,m
’w ’ | wnsm

n,m

We use this notation to represent numerical solutions on our computational grid made by
the ordered union of all cells.

4 A finite-volume method for advection

For (10), we discuss a finite-volume scheme for the advection term
Ve (=vf). (14)
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In order to ease notation, we consider (14) at a point of phase space (z™,v™t) fixed,
and define a numerical approximation in the direction of the z; coordinates In the direction
x;, the resulting scheme involves the intervals [« ', z/""' 4+ da;] and [}, 2" + dxl] For
simplicity, in the following we write in short f; ,,+1 = f(x)" +dz;,v,t) and f;,, = f(a]", v,1).

We define the flux function H = —vf. Then the finite-volume approximation to (14) at
(x,v,t) can be written as follows:

Ve (—v f Z Az, zn1+1/2 - Hi,nifl/QL

where in the right-hand side the differences of flux at cell faces appear. Specifically, we use
the following flux by Kurganov and Tadmor (KT) [22] for H as follows:

m + —
Yy l(fi,niJrl/Q + fz’,,ni+1/2) B Vini+1/2

Hiprpo(f7 [ 750) = 2 2 f,;m,+1/2 - .f[:,ifn,,-,+1/2 : (15)
The so-called local speed V;,,41/2 is given by
Vini12(t) = |07 (16)

Further, in (15), the approximation of f at the cell edges is given by the intermediate values
obtained with the following formulas

dl’i _ dxz
f':_ni'f'l/Q = fimi+1 — T(faci)i,ni—&—l; fi,ni+1/2 = fim, T (fxz)z ni» (17)

where (f,,) denotes the approximation to the partial derivative 9., f obtained with the min-
mod function as follows:

. fi,ni - fi,n,-—l fi,ni+1 - fi,ni—l fi,ni-i-l - fi,ni
(for)im (£) = minmod (0 7 pa s ) )
where 6 € [1,2].

The computation of fluxes for the advection term (14) involves the boundary conditions
on 09. Let =, = {(z™,v™) € 02 x O : v, (2") - v™ < 0} be the part of the inflow boundary,
where v, (z") is the unit outward normal at 2™ € 0€2. Then the numerical specular boundary
condition is given by

fi m(t) = fz n’.(t) on E_ X (O7T)> (19)

where f; ./ (t) is the numerical solution at the point (z;", v"™ — 2v, (2" )v,(z}") - v™) for all ¢.

7 ’

5 A generalized Chang & Cooper method

In this section, we develop a generalized Chang & Cooper finite-volume scheme for the
advection-diffusion term in the velocity coordinates. For this purpose, we focus on the
following equation

O f=Vy (AV,f+Bf). (20)
In this case, a stationary equilibrium configuration would solve the equation AV, f+B f = 0.
From this equation, we obtain V, f = —A~'B f, which holds componentwise in the sense that
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Oy, [ = —(Ale)j f. Notice that, in order to ease notation, we consider (20) at a point of
phase space (z",v™, t) fixed, and discuss a numerical approximation in the direction of any of

t ;nj_l + dvj] and [v;nj,v;-nj + dvj].
In this setting, by integration and using midpoint quadrature, we obtain an estimate of the
variation of f along the v; coordinate as follows:

. . . . my;—
the v; coordinates, and considering the intervals [vj !

fa™ v 4 dvj, t) = f(a", 0], t) exp (- (A’lB)TjH/2 dv;). (21)

For simplicity, in the following we write in short f;,, 1 = f(2", v;nj + dvj,t) and fjm, =

f(x",v;nj,t).
In the unsteady case, by defining the flux function ' = AV, f + B f, we can write the
semidiscrete finite-volume approximation to (20) at (x,v,t) as follows:

d
1
O f= Z dv- [ijJ‘H/Q - ijrl/z}’
j=1 "7

where in the right-hand side the differences of fluxes at cell faces appear.

Next, we discuss how to approximate these fluxes. For this purpose, notice the difficulty
of evaluating AV, f at the cell face m; + 1/2 in all velocity directions but one. Therefore
we proceed with a splitting of A that allows to consider only 0,, f at the cell face m; 4 1/2.
Let A= D + N where D represents the diagonal part of A. We have

F=AV,f+Bf=DV,f+NV,f+Bf.
Next, we use the relation that is valid at equilibrium, i.e. V,f = —A~'B f, and obtain
F=DV,f+(I-NANYBf=DV,f+DA'BFf.

In the following, we denote I' = D A~ B.
Now, we can write the flux at the cell face m; + 1/2 as follows

Fymv172 = Djmjv1/2 0o, f + Ujimi1/2 fims+1/2,

where we define fjm, 4172 = (1 = 0jm;) fim;+1 + 6jm; fim,, as in [12]. Further, we introduce
the following second-order approximation

a f ~ fj’mj""l - fj,m]-
b de .

Consequently, we obtain
Djmiv1/2 Djm;+1/2
Fjmi+1/2 = (J—J + Ljomyr172 (1= 05m;) | fimye1 — J# = Ujmv17205m; | fj-
j

d’Uj
(22)
From this result, by requiring that the numerical flux is zero at equilibrium, we obtain

Dj,m-+1/2
fj,ijrl . ( di;j - Fj,mj+1/2 6j,mj)
. - D',m,- / .
f],mj ( J d:,jﬂ 2 + Fj,mj+1/2 (1 — 6j,mj))
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On the other hand, at a continuous level, we have obtained

Fims+1 = fim, exp (— (Ale)Tj 172 dv;). Therefore by comparison, we have

D.
Zimitl/2 .
( dv; Ljmj+1/2 0jm,

(Dj,mj+l/2

= exp ( — (A_IB)ij/2 dvj).
2 T Dimyr2 (1= 5j7mj)>

J

Further elaboration gives

1-— (A_lB);.rLj+1/2de 5j,mj
1 + (A_IB)Tj+1/2de (1 — 5j,m]-)

= exp ( — (A_lB);njH/2 dvj).

We can simplify this result by defining w;,,;, = (A”B);nj +/ dej. We obtain

1 T wj’mj 6j7mj
1 + wj’mj (1 - 6j7mj

) = eXp ( — w]',mj),

from which we derive the value of 9, as follows

1 1

e"imi —1°

(23)

Ojm, Wi,
This result is formally identical to that given in [12] apart from the fact that w;,,, is now
defined for the multidimensional case with a general diffusion matrix.

In the present setting, we implement flux-zero boundary conditions that guarantee, in
the absence of reaction and source terms, conservativeness of the total probability. Let
2y, = {(z",v™) € Q x 96}. Then the flux-zero boundary condition in the v; direction is
implemented as follows:

F}',mj+1/2(t) =0 on Evj X (O,T) (24)

6 Time integration and Strang splitting

In this section, we describe the time discretization scheme to solve our complete kinetic
FP model (10). We start illustrating the case with the kinetic FP model (10) without the
reaction-source term C'f 4+ 5. We denote with fT’f’m the corresponding numerical solution at
the grid point (z™,v™,t).

Our choice of time-integration scheme is the strong stability-preserving Runge-Kutta
method of second order (SSPRK2). In our approach, this method combines the contribution
for the time evolution of the density due to space and velocity fluxes that approximated by
the KT and CC discretization schemes. The result is a fully discrete scheme to solve (10),
which we call the SSPRK2-KT-CC method. This method is given in Algorithm 1.



Algorithm 1 SSPRK2-KT-CC method

Require: f7, . n=(ny, - ,ng), m=(my, - ,myg)
Ensure: Solve the FP equation in f as follows
1: Set k=0

2: while 0 < k£ < N; do
33 forO<mn; <N, —1,0<m; <M;—-1,4,5=1,---,d do

4: In (t*,t*1), compute
1 k
f( ) = +Atzd znl—&-l/? Hzn—1/2 +Atzd jm]+1/2 Fj,mj—l/Q}
with initial condition fi ., where Hm 1120 ﬁmj 41/ are computed using (15)-(19)
and (22)-(24), respectively, with f  at t*.
5: In (t*, 1), compute
2) _ (1 ) (1)
f( )= —FAtZ zn2+1/2 H -1/2 —FAtZ ] jm3+1/2 ij]fl/Z}
with initial condition f{'),, where Hz('rz)+1/27F( ) 4172 are computed using (15)-(19)
and (22)-(24), respectively, with £ at ¢k,
6: Time step update: fifl =2fF <+ %fﬁn
7. end for
8: k=k+1
9: end while

10: return f*

Next, we consider the presence of the reaction-source term C f + S and use a Strang
splitting approach for its approximation. Without loss of generality, we denote f,’;m to be
the numerical solution of the kinetic FP model (10) at the grid point (z™,v™,t*). The
splitting scheme starts with the application of one step of Algorithm 1 to numerically solve

Oif =V (AVuf+Bf)+ V.- (—vf) (25)

in (t*, t#+1/2) with initial condition fffm We denote this solution as fr[}]m Thereafter, in the
second step, we solve

8 f=Cf+ 8, (26)

n (¥, t5+1)) with the initial condition fr[Llln For the solution of this equation, we use a
Magnus-type exponential integrator [16]:

S, = exp(At CEH2) £ Apg(AE CEEL2) S (27)

where C’ﬁf{r}/ 2, Sﬁj{r}/ % are the functions C, S evaluated at the numerical grid point (2™, v™, t*+
At/2) and

1 At
o(At C’,’ffml/Q) = Kt/o exp[(At — s) C’S;llm)] ds.
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In the third final step, we again solve (25) using Algorithm 1 in (¢**1/2 ¢k+1) with the initial
condition fy[fln, to obtain f**!. The complete algorithm, called SSPRK2-KT-CC Strang

n,m

splitting (SSPRK2-KT-CC-SP) method is presented in Algorithm 2.
plitting ( ) p g

Algorithm 2 SSPRK2-KT-CC-SP method

Require: fp, ., n=(ny,---,ng), m=(my, - ,myg)
Ensure: Solve FP equation in f
1: k=0

2: while 0 < k£ < N; do

3: f0r0<ni<Ni—1,0<mj<Mj—1,i,j:1,---,ddo

4: Apply one temporal step of Algorithm 1 to solve (25) in (¥, t*+1/2), with input fffm
Denote the solution fy[LlLL

5: In (t*, t*1), solve (26), with input f,[i]m, using a Magnus-type integrator (27). De-
note the solution as fﬂn

6: Apply one temporal step of Algorithm 1 to solve (25) in (¢t#+1/2 tk+1) with input

.. Denote the solution S

7. end for

8: k=k+1

9: end while

10: return f*

We remark that Algorithm 2 refers to a Strang splitting scheme comprising of three
time-step updates. In two of those steps, we use Algorithm 1 for the implementation of the
SSPRK2-KT-CC scheme, which uses 2 time-step updates. This is why we have a different
notation for the outputs f from Algorithm 1 and fI! from Algorithm 2.

7 Analysis of the SSPRK2-KT-CC-SP method

In this section, we discuss some properties of the SSPRK2-KT-CC-SP method for solving
the following kinetic FP problem:

Wf=Ve (AVf+Bf)+Ve-(—vf)+C[f+85, in Qx 0 x(0,7),
f(z,v,0) = fo(z,v), in 2 x 0O,

flz,v,t) = f(z,0 =2 (Vg - ) vy, 1), on =, x (0,7),

ANV f - v)+(B-1v,) f=0 on Z,, x (0,7T).

(28)

We remark that our kinetic FP model without the reaction-source term corresponds to a
general linear FP equation governing the evolution of the PDF of a stochastic drift-diffusion
model. Therefore, in this setting, we need to prove that our SSPRK2-KT-CC-SP method
guarantees conservativeness of the total probability and non-negativity of the numerical
solution in the case when C' = 0, S = 0, provided that the initial data is a PDF. These
properties are stated in the following lemmas.

11



Lemma 7.1 (Conservativeness). The SSPRK2-KT-CC-SP scheme is conservative for (28)
when C'=10, S =0 in the sense that the following holds:

D2 Fam =22
neN mem neN mem

whereN:{O,--- 7N1_]-}X'“{O"" 7Nd_1}7 M:{O7 7M1_]-}X'“{O"" 7Md_1}7

and thus, the summations are taken over all possible d — tuplets for n,m.

Proof. Notice that, in the case C' = 0 and S = 0, the SSPRK2-KT-CC-SP reduces to the
SSPRK2-KT-CC scheme given in Algorithm 1. Summing over all n, m in Step 4 of Algorithm
1, we obtain

(1) k

ZZ n,m — Jnm
d
_ZZ Z zn2+1/2 sznz—l/Q] + ZZ Z L[ﬂ%mj+l/2 ‘ijmj—l/2] )
dz; =t dv;
= ZZ dm zn2+1/2 sznz—l/Q] + Z <ZZ dv; jmj+1/2 ‘ijm]—l/2]> ’

m m  j=1
- Z Z dl‘ Z ”2+1/2 Hlk,:nifl/Q] + Z Z Z dU J mJ+1/2 FJ mJ*1/2:| ?
m i=1 n; Jj=1 m;

= Z Z dm znz+1/2 Hlknzq/z] , (by the no-flux be in (24)) ,

m zlnl

= Zd -1/2 Hk 1/2})

(29)

Now, consider

2Map= 2L Hiapt 3 Hip
mivg (a9)-v™m<0 mivg (a9)-v™m>0

where H* 172 is evaluated at (27, v™,t*). Let (v™) = v™ — 2v, (), (") - v™. Since

U;-nj = —( 7)%, the discrete Specular boundary conditions imply that HF | jo = Hf( 1/2)

for all m : v,(2?) - v™ < 0, where H* i (_1/2y is evaluated at (z, (v™)', ¢ k). We also have

k _ k
> Hiap= ) Hicuyy
miwg (29)-v™m>0 miwg (2?)v™m <0
This implies > H | ;2 =0. In a similar way, > H! N _1y2 = 0. This gives us

SN =N R (30)

12



In a similar way,
D2 =2 f (31)
Thus, we have

SN =N L k=0, N -1, (32)

which proves that the SSPRK2-KT-CC scheme is conservative. n

Next, we show that the SSPRK2-KT-CC-SP scheme is positive preserving under the
assumption that S > 0. For the discussion that follows, we define

At A

A, ||V

)\ ”DHOO max wj:mjvk + max wj)mjfk eXp(wj:mjvk) < i
i de mj,k exp(wj,mj,k) —1 mj,k eXp(wj,mj,k> —1 - 2d

Lemma 7.2 (Positivity). Let the discrete initial condition f), > 0 and S > 0. Then the
numerical solution fffm of (28), obtained using the SSPRK2-KT-CC-SP scheme, is nonneg-
ative for alln e Ny, me M, k=1,--- | N;, under the CFL condition (33).

Proof. For a fixed 0 < k < Ny, let ff; > 0. We need to show that f’“+1 > 0 for all
n € N, m € M. Notice that the SSPRK2-KT-CC-SP scheme, given in Algorlthm 2,1is a
combination of the SSPRK2-KT-CC scheme, given in Algorithm 1, and the Magnus-type
integrator scheme, given in (27). We will show that the solution obtained using both these
schemes are nonnegative. To show the positivity of the SSPRK2-KT-CC scheme, we again
note that it comprises of a two-step Euler scheme. In the first step, we obtain fV) from f*
and in the next step, we obtain f*+! from f®). Thus, it is enough to show that the solution
from the first Euler step, given by f() is nonnegative. A similar analysis will follow for the
second step to conclude that f**! is non-negative.
Now, using the fact that

d
1
nm Zﬁ TL7TL+22d n,m?

=1
the first Euler step of the SSPRK2-KT-CC scheme can be written as follows:

d

1 . ﬂ
fr(l,,l'l)n, - Z <2(] rlj:m + )\T1 [H;Tn,,;—O—l/Z lrl,-—l/Z > Z < fn ,m + [ijm +1/2 Fjﬁn”—l/?]) :

=1

13



For each 1 < 1,7 < d, we have

2d nm+>\xz [Hzn—i-l/Q Hz’]?ni—l/Q] = 2 (Ui -

Y Z)fi—j_ni—i-l/Q,k + 7( +y; Z)fz ni—1/2,k

+u; 1)}fi,m+1/2,k + [4_d - 92 (U - Y )}f;niq/mv

m;

35

mq
7

(34)

and

Djmiv1/2,k
Yy ff,m + >‘v3 [ka +1/2 — ijmj—l/Q] = >\'Uj {JT + Fj7mj+1/2,k(1 - 5j,mj7k) fj,ijrl,k
J

1 Jms+1/2,k Djmi—1/2,k
+ (Q_d — A, {dj—v] — Ly 11/2805m;6 + dj—vj + Fj,mj71/2,k(1 - 5j,mj—1,l~c) Jimg ok

D.

Jm;—1/2,k

+)\Uj |:T - Fjvmjil/ka(Sjvmj_lyk fjvmj_lvk’
J

(35)
where all discrete quantities on the right-hand side of these equalities are considered at the
timestep t*.

One can see that the first four terms of the right-hand side in (34) are always nonnegative
provided that fi 412, = 0. To show that fz nit1/2; = 0, we consider each of the expressions
for (fs,)im,k in the direction of z; given as in (18). First, we assume that (f,)

fi,ni,k_fi,ni—l,k
dx;

inik

, which is one of the possible values of the minmod limiter in (18). This implies

1 1
fi—j_ni+1/2,k = (1 - 5) Jimir1p + §fi,ni,k>

which is nonnegative, since fi, > 0. Next, we have f ., = f; e+ & [M .

dx;
When % >0, we have f; .\, > 0. If Jinik=Jinizth ) then by the definition

d;
of the minmod limiter, we have Timph™ fz i Lk o> Jimgtr k= fl nisk

dz;

_ > ¢ dx; fi,ni—f—l,k = fimi | Jimirrk + Singk
fi,mi-!—l/?,k > fimik + 9 dx; - 9

The other cases for the value of (fy)in,x 7# 0 follow analogously. If (f.)in,x = 0, then
fzim 124 = fimi+1,6 2 0. This shows that the first four terms of the right-hand side of (34)
are nonnegative.

To show that the last three terms on the right-hand side of (35) are nonnegative, we first

and therefore

> 0.

Djm
let n = %1/% + L +1/2k(1 = 0jm, ). Then we obtain
J
1 1 1
n dv; jmi+1/2k T Ljmi+1/2.k ( Wy £ + eXp(wj,mj,k) — 1)
1 1 1

)

du, Gm+1/2,k Jmy+1/2,k (A 1B)mj+1/2 kdvj eXp(wj,mj,k) -1

exp(wjﬂm].,k) )
1

eXp(wj,mj,k) —

:Fj,m]-+1/2,k (

14



If Tjmv1/20 > (<)0, exp(wjm, k) — 1 > (<)0, which implies > 0. If T'j,,, 11726 = 0, we

mi+1/2.k .
Ij,mj+1/2,k >0 dv] ’ /

Djm; 172,k i
Let v = dj—v] — Pj7mj_1/2,k5j7mj’k. Then we obtain
Djm-—l/Q k ( 1 1 >
y=—" —Tjmm1/2k - ’

dv; prs Wjmj—1k eXp(wjﬂmj—Lk) -1

Dj,mj—l/Q,k‘ F 1 1

= ',m'—l 27k3 m4— o 7

dv, Jm;—1/ (A—lB)j j 1/2’kdvj exp(wj7mj_1,k) -1

1
:F'm'— 3
Jmi L/ (eXp(wj,mj—l,k) - 1)

which is again positive by similar arguments as provided above.
Finally, we obtain

1 Djmt1/2,k Djmi—1/2,k
2d A, {dj—% = Ljim+1/2.605m; 6 + d]—vJ + Tjmy—1/26(1 = 0jm;—1,1)

1 1 exp(Wj,m;—1,k)
—— T r. my =, .
2d " { S tL/e (eXP(wj,mj,k) - 1) T hami-1/2k <exp(wj,mj—1,k) -1

Notice that x/(exp(x) —1) and z exp(x)/(exp(x) — 1) are nonnegative functions for all z € R,
strictly positive if x # 0, and their limiting value is 1 as x goes to 0. We also have

ot (s )
eXP(Wjm, k) — 1 = myk \ exXp(Wjm, k) — 1
and
0 < WimiLk exp(Wjm,—1,k) < max <wj,mj,k eXP(wj,mj,k)) |
exp(Wjm;-1) — 1 mik \ exp(Wjm; k) — 1
for ¢, 7. This fact implies
1 exp(Wjm;—1,k)
0<Ty -12k( )+F' -—12k( ——
Jm;+1/2, exp(wj,mj,k) -1 Jm;—1/2, eXp(wj,mj—l,k) -1

1 War W oxD(1s
= i+1/2:k {max( 2 K ) —|—max( jomgk OXD( j,m],k))] '
de Hlirlmj,k; (D_l)?ﬂ ) my.k eXp(wj,mj,k) —1 m;,k eXp(wj,mj,k) -1

Under the CFL condition (33), we have

1 \ |:Dj,mj+1/2,k Djm;—1/2,k
2d Y

do; — Fj,mj+1/2,k5j,mj,k + d—vj + Fj,mj—l/Q,k(]- — 5j7mj—1,k)] > 0.

Thus, fél,zl is nonnegative. In a similar way, ffffnl is nonnegative. Thus the solution obtained

with the SSPRK2-KT-CC scheme is nonnegative.
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Notice that the solution obtained with the Magnus-type integrator scheme is also non-
negative provided that S > 0. This is clear since the right-hand side of (27) comprises of
exponentials and the S function, which are nonnegative. All together, it results that the
solution obtained with the SSPRK2-KT-CC-SP scheme is nonnegative. O

Next, we aim at estimating the accuracy of the SSPRK2-KT-CC-SP scheme in the L!
norm. The strategy of this analysis is to decompose into three parts the solution error given
by the difference between the solution f to (28) and the numerical solution f,’f’m given by
the SSPRK2-KT-CC-SP scheme, on the space-time grid QF . = U, s (0™, tF); see (12).

In our approach, the first part represents the difference between f and the solution fxrcc
of the semi-discretized (in space) FP problem. The second part represents the difference
between frxrcc and fgp, the latter obtained solving the same semi-discretized FP problem
by repeatedly applying the Strang-Splitting scheme in subsequent time intervals of size At
as in Algorithm 2, but with exact time integration. The third part takes into account the
difference between fgp and f*.

In this framework, the function fxrcc(t) represents the solution to the following system
of ordinary differential equations:

d

d
1 1
(O (1) =D I [Hins1/2(t) = Him—12(t)] +> T [Ejmyt1/2(t) = Fjm1/2(8)]
i=1 ¢ j=1
+C(x™, 0™, t) fum(t) + S(", 0™, 1),
(36)
with initial condition f,(0) = f,,, n € N, m € M, and H and F represent the KT and

CC fluxes, respectively. The KT flux is computed as specified in the following remark.

Remark 7.1. We remark that for the KT flur in (36) we take the derivative stencil for
fz; corresponding to the choice of the minmod function (18) based on the full numerical
approximation ffim.

For example, consider the full numerical solution at time level k, and given phase-space
grid point, and assume that the following holds:

kK fk: k _ rk k _ rk
k . 2,4 i,n;—1 t,n;+1 i,n;—1 t,n;+1 1M
(fe)im = mmmod(@ , , ),
k k
-9 fi,ni - fi,ni—l

dl’i ’
for the chosen 6.

Then, the resulting stencil (f¥);n, = will be used for the time interval

(tk=1 t*] and the specific phase-space grid point for computing the KT fluzes of fxrcc and
of fsp.

Based on the decomposition in auxiliary solutions, we focus on the following inequality
Hf(', L) — f.]f.HLh < Hf(', LR — fKTCC(tk)HLh + ||fKToc(tk) — fSP(tk>HLh
+{|£sp () = £2]10 (37)

k k
— 9 fi,ni_fi,ni—l
d
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which considers all differences at the time step ¢*.

We now analyze the individual error terms on the right-hand side of (37), starting with
H G, t8) — frroo(th) H1 ,- For this purpose, we define the following time-continuous quan-
tities: ’

LI

1 o n ,m . o
E,m(ﬂ T 8tf(3j U 7t> dl’z [

i=1

- d_i] [Fjmy41/2(8) = Fjm;-1/2(8)] = Con(t) £, 8) = Snm(t), (38)

]:

nm(t) = f(@", 0™ 1) = frrec|nm(t). (39)

We have the following consistency error estimate.

H’i,m-&-l/? <t> - Hi,ni—l/Q (t)}

Lemma 7.3. Let f € C1([0,T]; C3(Q)) be the exact solution of the FP equation (28). Then
the consistency error 7:L1m(t) satisfies the following estimate

T () Z(’)dm + dv?),

2%

except at the points of extrema of f where ’7;1m(t) is first order accurate.

Proof. Substituting 9, f(«",v™,t) from (28) in the expression of 7.} (t), we obtain

ﬁ{m():vv.(A(” mt)vf(n mt>+B(n mt)f( nvvmat))+vx‘(_Umf(mnavmvt»

ISH

1
- Z znz+1/2 ) szl/2 d_ ]m]+1/2( ) Fj7mj*1/2(t)]'
Uj

Jj=1

Now, using the accuracy result for the KT scheme given by Lemma 3.1 in [4] and the MUSCL
reconstruction error given in Equation (60) in |26, Section 4.4] for the case when x = 0 (in
this reference), we have

d

d
1
Ve (—o™ f(z" 0™, t)) — Z T [Hinis12 — Hipio12] = Z O(dz?), t>0

=1

except at the points of the extrema of f, where we have first order accuracy. Furthermore,
the CC scheme accuracy result in [29, Lemma 4.2|, gives us the following estimate

d
1
Vo (A", 0™ 1) V, f(z", 0™, t) + B(z", 0™, 1) f(a", Z% Fjmyi12(t) = Fjny—172(t)]
J

Jj=1

O(dv?), t>0.

M-

J=1

This proves the claim. O
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Now, we can state the following error estimate.

Proposition 1. Let f € C'([0,T]; C3(Q)) be the exact solution of the FP equation (28) and
let fxroco be the solution of (36). Then it holds

| frrec(®) = f(.,- ||1h Z(’) (da} 4 dvy),

i,J

except at the points of extrema of f, where first-order accuracy holds.

Proof. Notice that, by the definition, e, ,,(t) satisfies

Z dCE zm+1/2 ) Hzenl—l/2(t)}

+> = [Flnya12() = Ff )]+ Cep () + T (8),
J

j=1

where H¢', F€' are the continuous time KT and CC fluxes evaluated with €nm

Now, the KT flux H, given in (15), can be written as a combination of the monotonicity
preserving Rusanov flux and the monotonicity preserving MUSCL reconstruction, under the
CFL condition (33). This implies that H is a monotone flux [20]. Moreover, we have that
the two-point CC flux F' ¢ is a monotone flux, since

1

i D m;+1/2,k
= ’ 2 Fm 1 o 5 ' > 07
ae},mﬁl(t) dv; + 1 J+1/2,k( j,m]’k) >
P D; m;+1/2,k
= ——= o Fm Oi 1 < O,
ae},m]‘ (t) d’U] I J+1/2,]€ ],m],k ~

using Lemma 7.2. Thus, we have the following discrete-in-space entropy inequality for the
specific Kruzkov entropy pair (|e!|,sgn(e')) (see [31, Lemma 2.4|):

d
H,el 1 Fe1 Fel
(lpi,m+1/2(t) - anfl/Q ) Z d_vj ( 7, mj+1/2(t) - \II] mrl/z(w)

Jj=1

d
1
el (1) < —
len®l <=3 7
+Cle

nan ()] + 580(€ 1, (8)) T (1),
(40)
where \Ifff’el(t), wr ' (t) are the conservative entropy fluxes defined as follows

Hz;#l/g(max(el*(t),O),max(el_(t) 0)) — an +1/2(min(el+(t),O),min(el_(t),()))
2
(max(e'*(t),0), max(e'~(¢),0)) — Hﬁ;iﬂﬂ(min(el*(t), 0), min(e'~(¢),0))
2 )
oEe _ij;jﬂﬂ(max(epr(t),O),max(elf(t) 0)) — F]em +1/Q(min(e”(t),0),11111(1(61*(15),0))
Jmi+1/2 7 2

Fe (max(e't(t),0), max(e'~(t),0)) — F (min(e'*(¢),0), min(e'~ (), 0))

Jymi+1/2 Jym;+1/2
2

Hel -
qu’,niﬂ/z(t) =

el

+

+
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Summing up over all n, m and because of the corresponding specular and no-flux boundary
conditions on f, we have

Ocle. @)l <NCC Dl e DI, + I TEO -

By the Gronwall inequality, we have

Jet 0, <o ([ 1ol as) b O+ [ o ([ 1060 @) 172000, as

< DT ||eL ()|, , + DT* | X)),

where

max exp(|C ()l 5)

Assuming that ||e! (0)||,, =0, this implies

He,{_(t)“m = Z O(dx? + dvf-).

i,
for all ¢ € [0, T]. Choosing t = t* proves the proposition.
]

Next, we focus on estimating the second term || fxrcc (1) — fop(t*)||, , in the right-hand

side of (37). We recall that fsp(#*) is the solution obtained solving the following subproblems
in (t*1 t*) using the Strang-splitting method:

. fi(t) = Lrofi(t), te (-1 th=1/2),
| AN = fep(tEY).
o ) [ =ChHH+5), e i),
| RETYH = AR, (41)
J5(t) = Lo fs(t), te (t*125),
3. fs(tF712) = fo(th),
fsp(t*) = f5(t*),

where Lxc represent the discretized spatial derivative operator involving the KT and CC
fluxes at the point (z",v™) as in (36) (recall Remark 7.1). We have

1

1 41

Licf(t) = ar. [Hi,ni+1/2(t) — Hi,ni—l/Q(t)} + Z . [Fj,ij/Q(t) — -Fj,mj—l/Q(t)}

J

~.
IsH
—_

= Jj=1
=: L f(t) + Ligcf(t).
Notice that, by Remark 7.1, Lxc is linear in (*~',#*=1/2) and (t*~'/2,t*). Now, define

the operator
At * At
d = exp (7£Kc> exp (/ Cn,m(T)dT> exp (7£Kc> )
tk—l
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Applying the ODE variation of constant method to solve (41), we obtain

Fsplnm () =[@ fsp(t* )] lnm
tk

At At
+ exp (751«;) exp /k Crm(T)dT / exp | — /k
th—1 0 th—1

We define the following quantities:

7;2,m,k ::fKTCC’n,m(tk> - [(I)fKTCC@kil)”n,m

skt

Cn,m(’]’)d’?’> St + 5) ds.
(42)

At th At s+th—1
—exp (7[«0) exp /k Crm(T)dT / exp | — /k Com(T)d7 | S(tF71 4 5) ds.
th=1 0 th—1

ei,m,k ::fKTCC’n,m(tk) - fsp(tk)

We have the following accuracy result.
Proposition 2. Let S € C'([0,T];C3(Q)). Then it holds
| frroc () = fsp(tM)],, = O(A).
Proof. Subtracting (42) from the first equation of (43), we obtain
ei,m,k = ei,m,k—l + T??mk

Recursively, this implies
k
2 o k—r
en,m,k - § P 7—n2,m,r'
r=0

since €2, = 0. Thus, we have

k
2 k—r
letmall < 2NN 1Tl
r=0

To estimate 7;2, we have that frroc|n.m satisfies the following equation

F'(t) = (Lxe + OV f(t) +S(t), te (@),
f(tk) = fKTCC’n,m@kil)'

Applying the variation of constant method to (44), we obtain

fKTCC|n,m(tk) =

tk
+exp (AtLkc) exp (/ C’n,m(r)dr>
tk—l

kE—1

(43)

(44)

tk
exp (AtLkc) exp (/ C'n,m(r)dr> fKch|n7m(tk_1)]
tk—l

At spth—1
/ exp (—sLkc) exp (—/ C’mm(T)d7'> S(t" + s) ds.
0 t

20



Substituting back in the expression of 7;2mk in (43), we have

Tr?,m,k:

tk At At
exp (AtLkc) exp (/ Cn’m(T)dT> — exp (?ﬁKc) exp </ Cmm(T)dT) exp (7£K0>]
th—1 tk—1

fKTCC(tkil) ‘n,m

tk

At stk
+ exp (AtLkc) exp (/ Cnym(T)dT> / exp (—sLkc) exp (—/ Cmm(T)dT) S(t"t +s) ds
th—1 0 t

k—1

At tk At skt -
— exp ( EKC> exp /k Crom(T)dT / exp | — /k Com(T)dr | S(t" " 4 5) ds.
th—1 0 th—1

Using a standard exponential Taylor series expansion and consistency of the mid-point rule
of integration, we have the following relations

tk

tk
A A
exp (AtLkc) exp (/ C’n7m(7)dr> — exp ( tﬁKc) exp </ Oan(T)dT> exp ( tﬁKc) = O(A?),
th—1 th—1

th

exp (/k Cn,m(T)dT> = exp(At 07131—7711/2) exp(O(At?)),
th—1

At stk—1
/ exp (—sLkc) exp (—/ Can(T)dT> S(t" 1+ 5) ds
0 th—1

At T k—1/2 3
= exp _TEKC Shm exp[—sC,,,"7)] ds + O(At”).
0

The aforementioned relations give us

|72

,m,kHLh = O(A),

This result implies

k
lemill, e = D@5, OAE).
r=0

Further, we have
1]l < llexp (AtLic)lly, lexp (ALC) ||y, ,
and
lexp (ALC)y, < u(€2) exp(AL[|Cly ),

where 1(£2) is the measure of 2. Now, we consider the inequality

[Lreft)] <ILkfO] + [Likaf @)
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We estimate the first term on the right-hand side of this inequality as follows:

d
1 At 1 1
|ﬁ%ﬂMsE;;ngmﬂmw—mwwwﬂ+ﬁﬁaw—ﬁﬁaﬂ
1 | At 1 1 |1
<= |5 [Hin, — Hip,- —Fim |+ 7 D |55 fim
<33 2| o) = Hin @]+ 5350+ 355 3= 4500
d d
1 At 1 1 1
—széjmwmw—mwmw+@mm0+gg;ﬁMﬁﬁ

by Lemma 7.2 under the CFL condition (33). Summing up over all n, m and using specular
reflection boundary conditions, we obtain

1 -
ke Ol < 5101 Y 57
i=1
In a similar way,
1
ke @l < 5101 Y 57

Therefore,

1 G NI |
1£xef Ol < 5 17O (Z ~+ > —t> :

i=1 j=1

This result implies

ILkcfEln 1 (<K 1 49
L < sup ———— <= —+ — .
I£xclun T, Sl mtla

IN

1@l 70

We obtain the estimate

d d
1
[AtLkclly ), < 5 (Z 1+ Z 1) =d.
, e

Thus, we have

Jexp (AL, < @) exp (ALK, < @) exp(d),
where £(€2) is the measure of 2. This result implies
< O(A#).

2
€t mll
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We finally focus on estimating the third term Hfsp(tk) — fk ”1 , in the right-hand side of

(37). For this purpose, we write a compact form of the solution obtained using the SSPRK2-
KT-CC-SP method as presented in Algorithm 2. Using the assumption in Remark 7.1, the
SSPRK2-KT-CC-SP method can be written as follows:

At At
T (f.’f.‘l " 7£ch.€.—1) |
JETT = exp(At CETV2) P2 4 Atg(At CETVR) S, (45)

fr= g S (f.Ef“‘l/Q)* ¥ %Lchﬁf‘”m*) |

where

1 At
o(At C’Tlfjnlﬂ) = Kt/o exp[(At — S)C’Tlffmlﬂ)] ds.

and Lk represents the discretized spatial derivative operator involving the KT and CC
fluxes at the point (2", v™). Then, we have

At At? At At?
fk = (I + 7£Kc + TE%{C) exp(At CF~1/2) (I + T»CKC + Tﬁic) e

(46)
At At?
+ (I + 5 Lre + Tﬁfm) Atp(At CF1/2)gk=1/2,
. At A LN | N
We remark that the matrix (1 + 751«1 + Tﬁ %c | 1s non-singular and positive under
the CFL condition (33). We now define the following quantities:
7;3,m,k ZZfSP|n,m(tk)
At At? At At?
— (I -+ 7£KC’ + Tﬁ%g) exp(At 053/2) (I + TEKC + TE%{C) fsp‘n,m(tkil)
At At?
— ([ + 7£KC’ + T£%<c> Atp(At 052/2)55;711/2-
ei,m,k ::fSP|n7m(tk) - ’f,m‘
(47)

Lemma 7.4. Let f € C1([0,T]; C3(Q)) be the exact solution of the FP equation (28). Then
under the CFL condition (33), the consistency error 7;3mk satisfies the following estimate
Tomi = O(ALY).

Proof. Inserting the expression of fspl,..(t"), given in (42), into 7,2, ,, we obtain

n,m,k?
At At? At At?

ng,m,k = |:(I) — <[ + EACKC + T‘C%{C) eXp(At Cﬁjml/Q) <[ + 7£KC’ + T‘&%{C)} fSP|n7m(tk71)

At tk At s+l o
+exp (TﬁKc) exp / Crm(T)dT / exp —/ Com(T)dr | St"" 4 5) ds
th—1 0 th—1

At A2 At
B (“ 5 fre T%) S’ / exp(At — $)CF )] ds,
0
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with

th

d :=exp (%EKC) exp (/k Cnym(T)dT) exp (%EKC) )
thk—1

We obtain the following relations using Taylor-series expansion and consistency of the mid-
point rule of integration:

At At At?
exp( ['KC) - < + —ﬁKc—f— 1 ﬁi(c) = O(AY),

tk
exp (/ Cmm(T)dT) = exp(At C’,k{fml/Q) exp(O(AL?)),
t

k—1

At s+tk—1 At
/ exp (—/ Cnym(T)dT) St 4 5) ds = Sﬁfmlﬂ/ exp[—sCﬁfml/z)] ds + O(A#?).
0 ¢ 0

k—1

These relations prove that

7;L3,m,k = O(Atg)
for all (z™,v™).

We finally prove the following accuracy result.

Proposition 3. Let S € C1([0,T]; C3(Q)). Then, under the CFL condition (33), it holds
| frercc(t®) — fSP(tk)HLh = O(A#).
Proof. Subtracting (46) from (47), we obtain
ei,m,k = Rei,m,kq + 7;L3mk7

where

At At? At At?
R = (I—i— —Lkgc + 1 Eic) exp(At C*1/%) (I + —ﬁKc + 1 ﬁ%c)

Recursively, this result implies

2 : k—r—o3
nmk R 7;17717”

r=0

since €2, = 0. Thus, we have

k
E R .
m
n k”lh ” ” nmrth
r=0
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Now, notice that

At At?

At At? At
| <1 Sl 5 el < o0 (S 1Lkl

[—i——ﬁkc—l— 1 — L3

|exp(At C’kilﬂ)Hl’h < M(Q) exp <At ”Ckil/zHl,h) ’

where £(€2) is the measure of 2. This result implies

Hef’l,m’kth_exp(\/_||£KC||1h—|—T max ||C..(¢ ||1h)ZH7;3mrth O(At?).

te[0,7]

O

We collect the aforementioned results in the Propositions 1,2, and 3, in the following
theorem that states our main convergence result for the SSPRK2-KT-CC-SP method:

Theorem 7.1. Let f € C'([0,T]; C3(Q)) be the exact solution of the FP problem (28) and
S e CY[0,T];C3(2)). Let fF,, be the numerical solution of (28), obtained with the SSPRK?2-
KT-CC-SP method, implemented in Algorithm 2. Then, under the CFL condition (33), the
following error estimate holds:

£t = £, = OA#) + > O(da? + dv),

except at the points of extrema of f, where first-order accuracy holds.

8 Numerical validation

In this section, we present results of numerical experiments that demonstrate the conver-
gence properties of our SSPRK2-KT-CC-SP method applied to the following FP model:

Wf=Ve (AVf+Bf)+Ve-(—vf)+C[f+85, in Qx 0 x(0,7),
f(z,v,0) = fo(z,v), in Q x 6,

flz,v,t) = f(z,0 =2 (Vg - 0) vy, t), on =, x (0,7),

A(Vof -vy)+(B-v,) f=0 on Z,, x (0,7,

(48)

where z,v € R. The computational domain is given by Oy = Q x © x [0,T], where Q =
(=L,L), L =>5,and © = (=V, V),V = 5. We choose A = ¢%/2 witho = v/2and B = p v+,
p > 0. This setting corresponds to a potential U(x) = 2%/2 so that F(z) = —z in (7). The
corresponding stationary equilibrium solution is given by

feq(z,v) = c exp [—g (v2 + xz)] ,

where ¢ is a normalization constant.
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Based on this result, we construct an exact solution satisfying the given boundary con-
ditions. We choose S(z,v,t) = 9(t) feq(x,v), and use a separation of variables technique to
define an exact solution as follows:

fexact(xavat) = Qp(t) feq(wa"))' (49>

Replacing this equation in (48), we obtain the equation for ¢ as follows:

Orp(t) = C(t) () + (1), (50)

where we assume that C' is only time dependent. We can integrate this equation in (0,7")
for a given initial condition ¢y by using the variation of constant method. We have

t
p(t) = €70 g + PO / e~ i(s) ds,
0

where P(t) = fot C(s)ds. Assuming that the initial condition for (48) is given by fo = feq,
we have pg = 1.

In our first numerical experiment, we set C'(t) = 1.0, ¥(t) = ¢/1000, ¢ = 1.0 and p = 0.5.
With this choice, we obtain the following exact solution to (48). We have

Fovaet (2,0, 1) = [(1 + g%) exp(C(1) 1) — C@)} cexp [—g (v* + x2)] ,

=[<1+mtoo>e"p<”_mt00] exp H (vuf)]

Next, we set the numerical parameters: N; = 500, whereas the number of divisions
Ny, My for (z,v) vary as 20, 40, 80. The number of temporal subdivisions is kept constant
because results of further experiments show that the leading error in accuracy depends on
the phase space discretization.

In order to demonstrate the order of accuracy, we define the relative discrete L' error

ka: HTEZ . ||f]j: - fexact('7 "y tk)HL}L

. 1 — y

A A O] P

where f is the numerical solution obtained using the SSPRK2-KT-CC-SP scheme, and

norm as follows:

Ny My

R =3 IRl

i=0 j=0

In Table 1, we present convergence rates comparing results with different spatial dis-
cretizations. One can see from this table that the SSPRK2-KT-CC-SP scheme is second-
order accurate.
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Table 1: Convergence rates of the SSPRK2-KT-CC-SP method.

N; | M; | Relative L' error | Order

20 | 20 0.107 -
40 | 40 0.025 2.09
80 | 80 0.0063 1.99

In our second numerical experiment, we set a time-dependent C(t) = ¢/100, ¥(t) = 0.0,
c¢=1.0 and p = 0.5. With this choice, we have the following exact solution

t? 1
fexact(x,v,t) = exp (%> exp |:_Zl ('U2 + x2)1 .

In Table 2, we present the convergence rates with the different spatial discretizations that
also demonstrate second-order accuracy of the SSPRK2-KT-CC-SP scheme.

Table 2: Convergence rates of the SSPRK2-KT-CC-SP method.

N; | M; | Relative L! error | Order

20 | 20 0.105 -
40 | 40 0.021 2.32
80 | 80 0.0053 1.99

In our third numerical experiment, we consider a setting where an initial Gaussian density
is centered in a point of the phase space with positive velocity. Therefore in this case the
density is transported towards the right-hand space boundary where it bounces back with a
negative velocity. Specifically, our Gaussian is centered at (3, 1), and is given by

1 —3.0)? —1.0)?
wp [ (7= 80P + (0= 1.0

0 —
f (I,’U) - 27_[_72 2[}/2 )

where v = 0.3. Further, in our FP model, we choose B = 0, and set C(t) = /1000,

¥(t) = 0.0, ¢ = 1.0 and g = 0.5. In Figure 1, we depict the resulting PDF at different
instants of time.
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Figure 1: Plots of the PDF at different times.

For this setup, we do not have an exact solution. However, for the purpose of computing
the convergence rates, we implement the SSPRK2-KT-CC-SP scheme with Ny = M; =
321 points and consider the solution obtained on this finer grid as the exact solution for
comparison with solutions obtained on coarser meshes. Based on this approach, in Table
3, we present the convergence rates obtained on meshes of different resolution. We can see
that also in this case, involving the reflecting boundary conditions, second-order accuracy is
obtained as predicted by the theory.

Table 3: Convergence rates of the SSPRK2-KT-CC-SP method.

N; | M; | Relative L! error | Order
20 | 20 0.56 -
40 | 40 0.23 1.28
80 | 80 0.05 2.2
160 | 160 0.012 2.06
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9 Conclusion

The analysis of a Runge-Kutta finite-volume discretization of a general multi-dimensional
kinetic Fokker—Planck (FP) equation with reaction and source terms and subject to specular
reflection boundary conditions was presented. It was proved that the proposed approxima-
tion method called SSPRK2-KT-CC-SP is conservative and positive preserving. Further-
more, subject to a CFL condition, it was proved that the SSPRK2-KT-CC-SP method is
second-order accurate in time and in phase space in the L!'-norm.

The methodology and results presented in this work can be applied to kinetic Fokker-
Planck equations appearing in different applications ranging from stochastic processes to
kinetic theory and in the optimal control of these systems.
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