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A Low Rank Approach to Minimize Sensor-to-Actuator Communication
in Finite Horizon Output Feedback
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Abstract— Many modern controllers are composed of different
components that communicate in real-time over some network
with limited resources. In this work, we are interested in
designing a controller that can be implemented with a minimum
number of sensor-to-actuator messages, while satisfying safety
constraints over a finite horizon. For finite horizon problems, a
linear time-varying controller with memory can be represented
as a block-lower-triangular matrix. We show that the rank of
this matrix exactly captures the minimum number of messages
needed to be sent from the sensors to actuators to implement
such a controller. Moreover, we introduce a novel matrix
factorization called causal factorization that gives the required
implementation. Finally, we show that the rank of the controller
is the same as the rank of the Youla parameter, enabling the
Youla parametrization (or analogous parametrizations) to be
used to design the controller, which reduces the overall design
problem into a rank minimization one over a convex set. Finally,
convex relaxations for rank are used to demonstrate that our
approach leads to 20-50% less messages on a simulation than a
benchmark method.

I. INTRODUCTION

In a growing number of real-world applications (e.g.,
wireless sensor networks), controllers are implemented using
distributed components (i.e., sensors and actuators) which
must coordinate via limited resources. This work particularly
concerns scenarios where sensors and actuators are not
collocated, as in smart building heating systems, drone control
in a motion capture arena, or on factory floors. In these cases,
sensors and actuators may send messages to one another over
a communication network with channel bandwidth constraints
[1]. One resource-minimizing approach is to transmit fewer
messages along the communication network to reduce the
burden on the network. In this work, we consider the problem
of designing a controller that can be implemented with
a minimum number of sensor-to-actuator messages, while
satisfying safety constraints.

1) Related works: The use of a communication network
between distributed components to control a dynamic system
induces numerous technical challenges (e.g., packet losses,
communication delays and quantization due to limited band-
width). The field of networked control systems has emerged
to tackle these challenges. In this field, a common objective
is to minimize the use of sensors and actuators [2], [3],
[4], which gave rise to self- and event-triggered controllers

*This work is funded by the ONR grant N00014-21-1-2431 (CLEVR-AI)
and NSF Grant CNS-1837680.

1A. A, J. S. L, and N. O. are with the Electrical Engineering
and Computer Science Department, Univ. of Michigan, Ann Arbor, MI
antoinas, jslisali, necmiye@umich.edu.

2J. N. is with KTH Royal Institute of Technology, Stockholm, Sweden,
and he was a visiting scholar at the Univ. of Michigan jnylof@kth. se.

[5]. Self-triggered controllers decide when to take the next
action while computing the current action; event-triggered
controllers trigger a control action only when the state (or
state estimate) satisfies a certain condition. A related work
[6] proposed a procedure to approximate a pre-designed
linear stabilizing controller with a sensor- and an actuator-
side controller that exchange messages only at given time
instances to allow resource-aware implementations. However,
the question of minimizing the number of messages is not
as well characterized in the literature. In the context of static
state-feedback quadratic control, a related recent work [7]
proposed the use of a low-rank gain matrix to reduce the
energy used in broadcast communication between agents over
a wireless network. However, our work differs substantially
from [7] as we consider the time-varying, output feedback,
and safety-constrained setting. In particular, the time-varying
formulation allows us to optimize “when” and “what” to
communicate, where we show that rank indeed is the correct
metric to minimize sensor-to-actuator communication.

In the related field of distributed control, several physi-
cally interconnected (i.e., dynamically coupled) subsystems
equipped with local controllers communicate with each
other via a communication network [8]. In this context, we
might want to constrain which subsystems communicate with
which others. This translates into sparsity constraints on the
controller, which generally leads to NP-Hard problems [9].
While sparsity constraints are simple linear constraints on
the controller gains, most problems are not convex in the
controller gains directly, even in the centralized setting. This
has led to the study of several parametrizations, like Youla or
Q-parametrization [10] or system-level synthesis (SLS) [11],
where the control design problem is rendered convex after a
suitable nonlinear change of variables. Then, the complexity
of the distributed control design problem depends on whether
the constraints remain convex after the change of variables.
Indeed, any convex constraint on the controller gain translates
into a convex constraint over the Youla parameter if and only
if it is quadratically invariant (QI) [12], [13]. However, not
all sparsity constraints are QI [11, Section 3.5], limiting
the use of Youla parametrization for distributed control. To
circumvent these limitations, SLS was developed [11], [14]
— a key feature of this approach is that it admits natural
controller implementations in terms of the SLS parameters.

An alternative to having a fixed sparsity pattern constrain-
ing the communication architecture is to co-optimize the
placement of sensors, actuators, and communication links
by promoting sparsity [15], [16]. Convex relaxations of the
sparsity maximization problem are proposed to minimize



the number of sensors, actuators, and communication links.
Though very closely related to the problem we consider,
this framework does not explicitly consider the problem
of minimizing messages — in the aforementioned works,
if a communication link is placed, it is assumed to be
free of limitations (e.g., bandwidth). Also related are the
works on sensor/actuator scheduling to maintain observabil-
ity/controllability while promoting sparsity [17].

2) Contributions: We consider a linear dynamical system
subject to safety constraints over a finite horizon and address
the problem of synthesizing an output feedback control law
with memory while minimizing the number of messages sent
from the sensors to the actuators. In this finite-horizon setting,
linear memoryful controllers can be represented by a block-
lower-triangular matrix K.

Our three main contributions are as follows. First, we
prove that minimizing the number of messages can be done
by minimizing the rank of K. Second, we introduce the
causal factorization of a matrix, and provide an algorithm
to compute it. We prove that a minimum-message controller
implementation can be obtained by computing the causal
factorization of K. Third, we prove that the rank of the
controller is always equal to the rank of the Youla parameter,
enabling the use of both Youla and SLS parametrization to
design the controller. Finally, we use convex heuristics for
rank minimization to demonstrate numerically that our method
leads to fewer messages than sparsity-based approaches.

3) Notation: rank A and Im A denote the rank and image
of the matrix A, respectively. A; . is the i-th row of A and
Ay, the submatrix of A formed by the rows {i | [ <i <
k} (similarly for columns). blkdiag(A;,...,A,) denotes
a block-diagonal matrix with diagonal blocks A, ..., A,.
A matrix A € RT™*T" ig (m, n)-block-lower-triangular if
Atm+1:(t+1)m,7’n+1:(‘r+1)n =0foral 0 <t<7<T -1
X x Y is the Cartesian product between sets X and ), and
X™ is the n-th Cartesian power of the set X'.

II. PROBLEM STATEMENT

Consider a linear time-varying discrete time system

Ty = Ay + Boug +we, g =G +oe (1)
where z; € R", u, € R™, wy € R™, 3y, € R™, and v; €
R™v are state, actuation, process noise, sensor measurement,
and measurement noise, respectively. The finite horizon ¢t =
0,...,T is considered.

We aim to minimize sensor-to-actuator messages while
constraining the system trajectories for any disturbances
in a bounded set. In particular, we consider polyhedra A},
Wy C R™, Vy C R™, Uy C R™ and define the following
constraint.

Constraint 1 (Safety): For all wy € Wy, vy € V; for t =
0,...,7 —1 and for all g € A, it holds that u; € U; for
t=0,....,T—1l,and xy € Xy fort =1,...,T.

Before formalizing the problem of message minimization,
we consider a motivating example.

Example 1 (Minimizing messages): Let (1) be a SISO
system (n, = n, = 1), T'= 4 and let

Yo Ug 5
_ Y1 _ Ul o 10 0
y= Y2 U= (%) ’ K= 0 3 4
Y3 us 15 6 8 0
To implement the controller u = Ky, one can observe that
K44 = 0, and conclude that only 3 sensor-to-actuator

messages are needed (ys is not used). However, we show that
this controller can be implemented with only 2 such messages.

1 0
. 2 0|5 0 0 O .
First, note that K = DE := 0 1 [O 3 4 O]Thls
3 2

shows that the measurements can be encoded by the matrix
E before the transmission and then be decoded using matrix
D (see Fig. 1). On the sensor side, the message m; =
E;.y = 5y can be sent at time ¢; = 0, and the message
mo = Ba.y = 3y1 + 4y2 can be sent at time ¢, = 2. On
the actuator side, the inputs can be recovered as ug = 1mq,
u; = 2mq, us = lmg, and uz = 3m; + 2my. Crucially,
the causality is respected: each message is transmitted (i)
after the encoded measurements have been measured, but (ii)
before being used by the actuator. This allows sending only
two messages. A

Fig. 1: Block representation of the encoder-decoder structure of
the controller.

Inspired by the previous example, we define the controller
with the following encoder-decoder structure: for 0 < ¢ <
tg <o <t, <T, let

mp = Z e(Tva)yT and Uy = Z d(t7k)mk (2)
T<ti kst tp, <t
with e -y € R™, d(; ) € R", and each my € R is a
message sent from the sensor to the actuator at time ¢ (each
message is a real number). For the SISO system in Example 1,
e(Tk,T) = Ek7-,—+1 € R and d(t,k) = Dt+17k' € R.

Remark 1: For simplicity, we consider the messages my
sent from sensors to actuators to be real numbers, which
can in theory require infinite bandwidth. In practice, the
messages exchanged must be quantized, e.g., implemented
in fixed-point arithmetic. This can be handled by including
rounding errors in the noise terms in (1). A more indepth
study of this issue to obtain information-theoretic bounds as
in [18], [19], and references therein, is left for future work.4¢

The problem of minimizing the number r of sensor-to-
actuator messages can be written as follows.

Problem 1: Find the minimal r such that there exist
{tk}iers Lecem o7k and {dg ) Y2yt satistying (1),
(2) and Constraint 1.



Remark 2: Enforcing d; ;) = d, ) for all | < k is
equivalent to enforcing zero order hold constraints u; = u,
for all ¢ such that ¢, <t < t11. As such, optimizing over
the d(; ;) can be interpreted as optimizing the (linear) holding
mechanism, i.e., what control input should be used when

there is no new measurement. ¢
I1I. METHOD
The controller structure (2) can be rewritten compact%y
asm=Ey, u= Dr_rrl by defining u = [UOT o UH ,
. T T . T T
y = [yo yT] , m = [ml e mr] and
do,1) deo,r) e(1,0 e(1,m)
D= : : , BE= : : ,
der1) der,m €(r0) €(n7)
with

ek,ry =0 when 7 > ty, and d(; ) = 0 when &, >t. (3)

Matrices E and D can be interpreted as encoders and
decoders, respectively. Note that because of (3) they satisfy
the following causality constraints.

Constraint 2 (Causal encoder/decoder): Ey rp,+; =
Dipy4ir =0 forall k =1,...,r, for all 7 > t; > t, for
allt=1,...,ny,and forall j =1,...,n,.

Constraint 2 (or equivalently, conditions (3)) states that
a message transmitted at time ?; can neither (i) encode
measurements received after ¢;, nor (ii) be used before ;.
Importantly, any matrices satisfying Constraint 2 define some
{6(1@,7)}22?::::? and {d(t,k)}Z::%,'.'.'f,t: in (2). Consequently,
one can optimize over the set of matrices D and E satisfying
Constraint 2 instead of optimizing over e, -y and d ).

A. Reformulation as a controller with memory

The encoder-decoder structure (2) of the controller can be
written as a linear time-varying output feedback controller
with memory

w =Y Ky, )

T<t

: _ T
with K r) = Dok st r<tp<t At k)€ (g 1) We use the follow-
1Ing notation
Ko,0)

Kao Kan

K:= )

K(r,0) Karr-1y K

The controller structure can be written compactly as
u = Ky. It follows that K = DE is (n,,n,)-block-lower-
triangular.

We aim to solve Problem 1 by optimizing over K instead
of (D, E) to avoid the bilinear term DE. To do so, we need
to know in which cases and how matrices (D, E) can be
recovered from K. This is captured by the notion of causal
factorization.

Definition 1 (Causal factorization): Let K €
R(T+)nux(T+1)ny be a (N, ny)-block-lower-
triangular of matrices (D,E) €

matrix. A pair

R(T—i—l)nuxr X Rrx(T—l—l)ny is
of K with band r if K = D
0 <t <t < <1 <
(causality) holds.

Note that because K = DE, there is no causal factorization
with band smaller than rank K. We now state our first main
result.

Theorem 1: Any (n,,mn,)-block-lower-triangular matrix
K € R(T+)nux(T+hny admits a causal factorization (D, E)
with band equal to rank K. In addition, Algorithm 1 returns
such a causal factorization.

Before proving Theorem 1, let us discuss the intuition of
Algorithm 1. The matrix E is constructed as follows: a row of
K is added to E only if it is linearly independent of the rows
preceding it. In this way, when a line from K is not added
to E, it can be reconstructed (linearly) from the preceding
lines in E (this is how D is constructed).

Proof: 1t is enough to prove the second claim of
Theorem 1. To this end, first, note that forall { =1,..., (T +
1)ny:

a causal factorization
and there exist integers

E
T such that Constraint 2

Kcl,:

C2,:

Kl,: S In11{1:[,: =Im = ImEl:rl,:a

KCTI I

where the first equality follows from the definition of ¢ (line
6), and the second equality follows from the definition of E
(line 7). Consequently, the system of linear equations in line
10 always has a solution, and K = DE.

For k =1,...,r, let tx be such that ¢, = txn, + i for
some iy € {1,...,m}. Then, 0 <t; <--- <¢,. <T.

Let k € {1,...,r}, 7 > tx and j € {1,...,n,}. We
need to prove that Eg -, 4; = 0. By definition of E (line
7 Egrny+j = K%mﬁj. But by definition of tx, ¢ <
tpng + Ny, < Tn, + 1. It follows from the block-lower-
triangularity of K that Ex +,, 4+; = 0.

Letke{l,....r},t <ty and i€ {l,...,n,}. We need
to prove that Dy, 4 1 = 0. Note that tn, +i < (t+1)n, <
tpn, < tgny + ix = ci. Then, by definition of ¢; (line 6),
Ting+i < Te, = k. It follows from the definition of D (see
line 11 with | = tn,, + %) that Dy, 4,5 = 0. |

Algorithm 1 Causal factorization

]R(T+1)nu X (T+1)ny

Require: K € (nw, ny)-block-lower-

triangular.
L:fori=1,...,(T+ 1)n, do
2: ry :=rank Ki.,.
3: end for
4 T I=T(r41)n, > r =rank K
5: for k=1,...,r do > Compute E
6: ¢ =min{l | r, = k}
7: Ek,; = ch,;
8: end for
9: forl=1,...,(T + 1)n, do > Compute D

4

Find Dy 1.r, such that K;. = Dy 1., E1.rr) .
Dl,rl+1:r =0

: end for

: return (D, E)

—
W N =




Causal factorization is not unique. Indeed, for any invertible
diagonal matrix A, the pairs (D, E) and (DA~!, AE) have
the same band and factorize the same matrix. The factorization
in Example 1 is the one computed using Algorithm 1.

It follows from Theorem 1 that Problem 1 can be formu-
lated as a rank minimization problem over K.

Corollary 1: Optimal r, {t;}}_;. {e(kyT)};jf
{d(tk)}zzzoltf for Problem 1 can be obtained by finding
an optimal K* for

R 7%

o and

mén rank K s.t. (1), (4), (5), Constraint 1, (6)

and computing a causal factorization of K* with band equal
to rank K*.

Proof: Let r € N and {t;}}_,. As already noted in
Section III, there exist vectors d; 1) and ey ;) satisfying (2)
if and only if there exist matrices (D, E) € R™*" x R™*™
satisfying u = DEy and Constraint 2. Such matrices exist if
and only if there exist a block-lower-triangular K such that
u = Ky that admits a causal factorization with band r (this
follows from the definition of causal factorization). Because
the band of a causal factorization can not be smaller than the
rank, and by Theorem 1, K admits a causal factorization with
band r if and only if rank K < r. Consequently, minimizing
r is equivalent to minimizing rank K. Finally, note that
u = Ky and the block-lower-triangularity of K are equivalent
to (4) and (5). This concludes the proof. |

Remark 3 (Relation to sparsity): The regularization for
design framework [16] proposes a method to optimize (and
minimize) placement of sensors, actuators, and communica-
tion links using sparsity-based approaches. This method was
originally developed for static infinite-horizon controllers, but
can be adapted directly to time-varying controllers over a finite
horizon. In a time-varying controller, regularization for design
can be used to optimize not only sensor/actuator placements
but also sensor/actuator usage. For example, minimizing
the use of actuators can be written min ), [| K .||o. Indeed,
Kim+i: = 0 implies u;(t) = 0 and actuator ¢ is not used at
time ¢. Though closely related to the problem at hand, this
sparsity-based approach does not explicitly consider message
minimization.

B. System level synthesis (SLS)

To handle the safety Constraint 1 (which involves for all
quantifiers), we follow [20] and use SLS to rewrite it linearly
in terms of SLS parameters (note that [20] considers state
feedback). Then, we prove that rank minimization of K has a
natural reformulation in terms of SLS (or Youla) parameters,
allowing us to rewrite (6) as a rank minimization problem
subject to linear constraints.

. . T

We make the following definitions: x .= [zg ... 7] ,
— [T T T 7T [T 17
wo=[zg wg ... wp_,] ,vi=[uyg ... v,

the matrix Z is the block-downshift operator (identity matrices
on the first sub-diagonal and zeros elsewhere) and A =
blkdiag(Ao, ..., Ar_1,0), B := blkdiag(By,...,Br_1,0),
C = blkdiag(Cy,...,Cr).

We have that (1) and (2) can be written x = ZAx+ ZBu+
w, y =Cx+ v, u= Ky and equivalently

X| | Pre Poy| |W

i M R
with &, = (I — ZA — ZBKC) !, ®,, = ®,,ZBK,
®,, = KC®,, and ®,, = K + KC®,,ZBK. The
following proposition is the basis for finite horizon output
feedback SLS and gives a condition under which all block-
lower triangular controllers K can be parameterized by block-
lower triangular system response {® ., ®.,, Puz, Puy } (and
vice versa).

Proposition 1 (Adapted from [21, Lemma 1]): Over the

horizont = 0, ..., T, the system dynamics (1) with controller
(2), the following are true:

1) the affine subspace defined by

wa QCE
[I—-2ZA —ZB] ['@m (I)uﬂ:[l 0] (8a)
D,y Puy| [I-ZA] _[I
N

parameterizes all possible system responses (7).
2) for any block-lower-triangular matrices
{ @z, Poy, Puz, Py} satisfying (8), the controller
K=&, - <I>u:,3<I>;wl ®,, achieves the desired system
response (7).
The safety Constraint 1 can be handled linearly thanks
to SLS.TIE?eed, it can Pe written ‘i'T/\/' C S, wjh_e{e N =
Xo X X Wex X,y Vi, S = X,_; X x X,_, U, and

(éwy)nmﬁ&:(TJrl)nm,:

(i) — (‘I’$$)nz+1:(T+1)nI,:
((I)uy)lzTnu,:

((I)uz)l:Tnu,:
By Farkas’ lemma, this is equivalent to the existence of a
matrix A such that

A>0, AHy=Hs®, Ahy <hs, 9)

where we used the H-representation P = {p|Hpp < hp} for
P € {N,S}. Importantly, these constraints are linear in A
and the SLS parameters.'

To use SLS to solve problem (6), we also need to relate
the rank of K to the SLS parameters. That is our second
main contribution.

Theorem 2: For any block-lower-triangular matrices
{®uz, Py, Puy, Puy} satisfying (8), rank ®,,, = rank K,
where K = &, — ®,, 9,/ ®,,.

Proof: Assuming (8), it follows from the second
statement in Proposition 1 that equation (7) holds. Then,
one can write ®,, = (I + ®,,ZB)K. Because ®,,,, Z and
B are block-lower-triangular, strictly block-lower-triangular
and block diagonal, respectively, ®,,,,ZB is strictly block-
lower diagonal and (I + ®,,, ZB) is invertible. Consequently,
rank K = rank ®,,,,. |

Remark 4: The matrix ®,,, is the Youla parameter (see
[10, Equation (11)]), so this theorem states that the controller

IPolytope containment constraints can also be handled using Youla
parametrization (see e.g., [2, Lemmas 3 and 4]).



and the Youla parameter have the same rank. We note that
the constraint K € {K | rank K < 7} is QI for any plant,
while K € {K | rank K = 7} is not.

Theorem 2 suggests that the minimal number of sensor-to-
actuator messages does not depend on the parametrization
— in particular, message minimization can be done using
the standard, Youla, or SLS parametrization. SLS may be
preferable as it allows us to consider extra constraints that are
not QI; in Section III-D, we show that SLS can handle cases
where (i) several sensors do not share their measurements and
(i) several actuators do not share the messages they receive
(whereas Youla parametrization does not allow this). ¢

It follows from Proposition 1, the discussion on polytope
containment, and Theorem 2 that (6) can be rewritten as a
rank minimization problem subject to linear constraints.

Corollary 2: An optimal solution K* to Problem (6) is

given by an optimal solution {®; , ®; , ®; ., @ } of
min rank ®,,
Poo, Pay, Puc, Puy,

st. (8), (9) and ®,,, D,y), P, Puy (10)

are (n,, n,)-block-lower-triangular,

with K* = &7 — i’zw(i’;i)_li’;y.

Remark 5 (Relation to sparsity continued): Maximizing
sparsity typically corresponds to minimizing the use of
sensors/actuators. For example, minimizing the use of
actuators reduces to maximizing the row sparsity of K. Since
row-sparsity is QL min >, [|Ky,:[lo = min } 3, [|[®,,,]i.:[[0-¢

C. Numerical considerations

Problem (10) is a rank minimization problem which is
NP-hard. To solve it approximately, we use the reweighted
nuclear norm heuristic described in [22, Section III] with
regularization parameter § = 0.01.

Once {®;,,®;, , ®;,,®;, } have been obtained, we
compute the corresponding gain matrix K* = &7 —
P, (®5,)"'®;, (see Proposition 1). Then, its causal fac-
torization (D, E.) is computed using Algorithm 1 (the
ranks in line 2 of the algorithm are computed with re-
spect to a tolerance ¢ > 0). To handle the factorization
error K* ~ K. :=D./E, due to ¢ # 0, the feasibility
of K. is then checked by computing the corresponding
{®5,, 5, P5,, P5, ) (see equations following (7)).

Remark 6 (Relation to sparsity continued): Like minimiz-
ing rank, maximizing row sparsity is NP-hard. However,
the O-norm can be replaced by the 2-norm, leading to the
(convex) actuator norm considered in [16]. Alternatively, the
row sparsity can be optimized using a reweighting heuristic
[23]. From a computational point of view, minimizing the
nuclear norm is a semidefinite program, while minimizing the
sensor/actuator norm is a second order cone program (which
can be done more efficiently). Another notable difference
between sparsity and rank optimization is as follows: when
maximizing sparsity, the controller can be re-optimized after
the sparsity pattern has been fixed, since imposing a sparsity

2A set © is QI with respect to a plant if KPyK € Q for all K € Q,
where the matrix P2 depends on the plant.

pattern is a linear constraint. On the contrary, the controller
can not be re-optimized after the minimum rank has been
found because rank constraints are not convex. ¢

D. Multiple sensors and actuators

Above, we assumed that there is only one sensor and one ac-
tuator (both of which make vector measurements/actuations).
The case where several sensors do not share their mea-
surements and several actuators do not share the messages
they receive can be handled thanks to SLS (but can not
be handled with Youla parametrization). For the sake of
explanation, assume that each sensor j; makes a scalar
measurement y;(t) € R and that each actuator 7 actuates
a scalar input u;(t) € R. Using, for example, the controller
implementation in [11, Fig. 11(c)], the following sparsity
constraints can be used to prevent communication between
sensors: [C®gylintj,,rntjp = 0, for all t,7 and ji # jo.
Then, the number of ‘messages sent frpm sensor j to actuator ¢
is given by rank @%’,]), where [i’i(fyf)]tﬁ = [®uyltmti,rntj-
Finally, minimizing the total number of messages is solv-
ing min ), >, rank ‘In(fy"’). A causal factorization can be

(4,5)

computed for each ®,;’° independently.

IV. NUMERICAL DEMONSTRATIONS

To illustrate our method,> we consider a drone represented
by the two-dimensional double integrator dynamics p* = u”®,
pY = u¥, where (p*,pY) represent the (x,y)-position of a
drone subject to a force (u”,u?). The state of the system
is defined as x = [pl' pY p* py]T. The dynamics is
exactly discretized with unit discretization step and T' =
20. A process noise w; € [—0.05,0.05]* is considered. The
position [pw py] is measured with some additive noise
vy € [—0.05,0.05]2. The initial state is g € [—8, —6]?x {0}>.
The input constraints are u; € [—2,2]. The time-varying
safety constraints over the state are x19 € [5,9] x [-9, —5] x
[—2,2]%, 290 € [5,9]* x [-1,1]%, and x; € [-10,10]* x
[—2,2]? at all other time steps.

We compare our method to the sensor/actuator norms
(see Remarks 3, 5, 6) using the same reweighting heuristic
[23]. Fig. 2a shows the singular values (resp. the 2-norm
of columns/rows) of K. The large gaps indicate a small
truncation error. Minimizing the rank took 205 seconds, while
maximizing the column and row sparsity took 33 and 27
seconds, respectively. Fig. 2b presents the sparsity of the gain
obtained from rank minimization and its causal factorization
(computed in 0.01 seconds). Fig. 2c shows the sparsity of the
gain obtained by actuator and sensor norm minimization. Our
method requires 13 messages (the band of the factorization),
while sensor-/actuator-norms require 16 and 26 messages,
respectively (the number of non-zero columns/rows). Finally,
Fig. 2d presents trajectories using the controller synthesized
with our method. As expected, the trajectories satisfy the
constraints.

3The code that generates the figures and implements our algorithm
is available at: https://github.com/aaspeel/lowRankControl.
The reported computation times are obtained using a laptop with a Quad-Core
Intel i7 CPU and 16 GB of RAM.
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(a) Ordered singular values of K for the nuclear norm case (squares).
Column/row 2-norms of K for the sensor/actuator norm case
(triangles/circles) after 8 iterations of the reweighting heuristics.
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(b) Sparsity of K and its causal factorization (D, E) for the nuclear
norm case.
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(d) (p7, p?) for the nuclear norm case (40 trajectories were generated
from uniformly sampled noises and another 40 from noises over its
vertices). The dots indicate the positions at times ¢ = 0, 10 and 20.

Fig. 2: Comparison of the solutions for the nuclear, sensor and
actuator norm optimization problems.

V. CONCLUSION

We addressed the problem of synthesizing a controller that
can be implemented with a minimum number of sensor-to-
actuator messages. Our results show that for this objective,
when considering linear time-varying controllers with memory,
controller implementation benefits from having some compu-
tation on the sensor side (encoder) and some on the actuator
side (decoder) as opposed to being fully collocated with the
sensor or actuator. Our method relies on first minimizing the
rank of the Youla parameter that we showed to be the same
as the rank of the controller (with minimum rank giving the

least number of message transmissions) and then computing
the causal factorization of the controller. Future work will
investigate infinite horizon counterparts of this method.
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