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paper presents a mixed-integer program for combination chemotherapy (utilization of
multiple drugs) optimization that incorporates various important operational constraints
and, besides dose and concentration limits, controls treatment toxicity based on its effect
on the count of white blood cells. To address the uncertainty of tumor heterogeneity, we
https://doi.org/10.1287/ijoc.2022.0207 also propose chance constraints that guarantee reaching an operable tumor size with a
high probability in a neoadjuvant setting. We present analytical results pertinent to the
accuracy of the model in representing biological processes of chemotherapy and establish
its potential for clinical applications through a numerical study of breast cancer.
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1. Introduction

Chemotherapy is a prominent cancer treatment modality. In contrast to local treatment methods, such as surgery
and radiation therapy, chemotherapy is a systemic treatment that targets cancer cells throughout the body.
Hence, it is widely used for patients in advanced stages of cancer; more than 60% of the patients diagnosed with
stage III or IV of breast, colon, rectal, lung, testicular, urinary bladder, and uterine corpus cancers in the United
States underwent chemotherapy in 2016 (American Cancer Society 2021b). Chemotherapy drugs utilize cytotoxic
as well as cytostatic agents. Cytotoxic drugs kill cancer cells, which results in tumor shrinkage; cytostatic drugs
slow down the growth of malignant cells without killing them. The focus of this paper is on cytotoxic drugs.
Because of their toxic nature and narrow therapeutic margin, cytotoxic drugs damage healthy cells as well and
come with several, possibly life-threatening side effects (American Cancer Society 2021c). The main objective of
chemotherapy planning is to determine administration dosage and schedule for these drugs such that a signifi-
cant tumor shrinkage is achieved or, ideally, tumors disappear, while the adverse effects on healthy organs are
minimized (American Cancer Society 2021c). Chemotherapy treatment plans are typically evaluated by random-
ized clinical trials (see, e.g., Ebata et al. 2018, Mariotti et al. 2021). Such trials are limited in variability because of
constraints of permissible treatments and clinical and ethical considerations. Mathematical models of chemother-
apy decisions can alleviate some of these burdens and aid treatment improvement and evaluation.

Mathematical models for chemotherapy planning must account for tumor evolution as well as the pharmaco-
kinetics (distribution within the body) and pharmacodynamics (effect on tumor and healthy cells) of cytotoxic
drugs. These processes take place in continuous time and are naturally described by ordinary differential equa-
tions (ODEs). In this regard, chemotherapy planning has been mainly approached as an optimal control (OC)
problem in the literature. Swan and Vincent (1977) first studied chemotherapy planning as an OC problem, fol-
lowed by the seminal models proposed by Martin et al. (1990) and Martin (1992); the objective of these models is
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to minimize the cancer cell population at the end of a treatment period subject to drug concentration limits—as a
measure of toxicity—and intermediate tumor size or shrinkage rate. The early OC chemotherapy literature con-
tains minimal details, which allows many of them to be solved analytical (these include Swan and Vincent 1977;
Zietz and Nicolini 1979; Murray 1990, 1994; Panetta and Adam 1995; Murray 1997). Extending Martin et al.
(1990) and Martin (1992), more complex and realistic OC models for chemotherapy optimization use approxima-
tion techniques (Martin et al. 1992a,b; Pereira et al. 1995; Costa and Boldrini 1997; de Pillis et al. 2007; Nanda et al.
2007; d’Onofrio et al. 2009; Harrold and Parker 2009; Itik et al. 2009) and heuristic algorithms (Iliadis and Barbo-
losi 2000, Tan et al. 2002, Floares et al. 2003, Villasana and Ochoa 2004, Liang et al. 2006, Tse et al. 2007, Alam et al.
2013). We refer to Shi et al. (2014) and Saville et al. (2019) for detailed surveys.

Continuous OC models capture the biological dynamics of chemotherapy processes well; however, cancer
treatment involves important discrete components and operational constraints. For example, some cytotoxic
drugs are available in the form of pills and are taken orally. For these drugs, an administration dose must be a
multiple of the pill size, and any deviation from this regimen can lead to an underdose or overdose. Oral drugs
are often prescribed to be taken with food, and metabolic processes can lead to mandated rest periods for certain
drugs. These give a discrete nature to drug administration scheduling, which is not captured by continuous OC
models. Modeling such operational constraints for chemotherapy planning requires integer control variables;
introducing integer variables to OC models makes them extremely hard to solve, which poses a computational
challenge to real-life applications (Sager 2005). In addition, the existing chemotherapy optimization models
mainly impose treatment toxicity constraints implicitly through (fixed) limits on drug concentration. This pre-
sents another challenge to the applicability of these models to combination chemotherapy, that is, utilization of
multiple drugs, which is the common practice in the presence of drug resistance (Lugmani 2005, Hu et al. 2016).
In fact, in the absence of an explicit toxicity measure, these models do not clarify how the adverse effects of che-
motherapy could vary under different combinations of administration regimens for multiple drugs.

Tumor heterogeneity is another important consideration in cancer treatment planning (Polyak 2011, Hu et al.
2017). Tumors are composed of different cell types with distinct characteristics; tumor heterogeneity is consid-
ered one of the main factors of therapeutic resistance (Cajal et al. 2020). Recent advances in next-generation
sequencing technologies have made characterization of the cell composition of a tumor possible; this requires
multiple, spatially separated samples from the tumor (Gerlinger et al. 2012, Piraino et al. 2019). The vast size of a
tumor is the main barrier to complete characterization of the tumor composition; in a tumor with 10° cells
(approximately 25 mm in diameter), the probability of sampling a genome that is present in 10° cells is close to
zero. Besides, invasive biopsies can lead to needle tract seeding, that is, implantation of cancerous cells in healthy
regions, which may lead to cancer metastasis; a higher risk of seeding is incurred as the number of sampling
passes increases (Tyagi and Dey 2014). In the absence of comprehensive samples, tumor heterogeneity remains
uncertain for treatment planning (Abécassis et al. 2019). The only existing chemotherapy optimization models
that consider this uncertainty include (Coldman and Goldie 1983, Day 1986, Coldman and Murray 2000). These
models suffer from the same shortcomings as existing deterministic approaches. Moreover, they seek to maxi-
mize the probability of cure over the course of a treatment, which challenges their clinical relevance even more
than the deterministic models. Finally, a similar problem to dose and schedule optimization in chemotherapy
planning concerns finding an optimal sequence of therapies utilizing multiple drugs when each drug has a pre-
determined (fixed) regimen; we refer to He et al. (2016) and the references therein for more information on this
line of research.

To fill the aforementioned gaps between the existing models of chemotherapy optimization and medical prac-
tice, we present a mixed-integer linear programming (MILP) model for combination chemotherapy planning,
which seeks to find the optimal administration dose and schedule for cytotoxic drugs by minimizing the cancer
cell population at the end of a treatment. We use discretization and linearization to recast ODEs representing the
biological and pharmacological processes into an MILP framework; the flexibility of this framework allows for
modeling complex operational constraints of chemotherapy. In particular, we incorporate discrete administration
dose and schedule as well as clinically mandated rest periods in our model. We use the white blood cell count as
an explicit measure of treatment toxicity. More specifically, we consider the effect of cytotoxic drugs on the count
of two major white blood cell types, neutrophil and lymphocyte, which account for more than 80% of the total
white blood cells. To address the uncertainty of tumor heterogeneity, we propose chance constraints and present
a neoadjuvant (prior to a primary surgery) chemotherapy optimization model for treatment planning. We pro-
vide analytical results concerning the accuracy of the model in representing biological processes of chemother-
apy. We use the clinical literature and published data for patients with breast cancer to calibrate our model
parameters and perform sensitivity analysis to identify the most influential factors in a treatment outcome.
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The structure of this paper is as follows: Section 2 presents chemotherapy modeling preliminaries, including
tumor and white blood cell population dynamics, pharmacokinetics and pharmacodynamics of cytotoxic drugs,
and operational constraints. Section 3 presents our deterministic and stochastic MILP models for combination
chemotherapy planning along with our analytical results. Section 4 includes the model calibration details, and
Section 5 describes our computational experiments. Section 6 concludes the paper. The proofs and some technical
details are provided in the e-companion of the paper.

2. Modeling Preliminaries

Throughout this paper, we consider a treatment period [0, T] C R and a set of available cytotoxic drugs D. For
each drug d € D, the (continuous) functions U,(t) and C,(t) represent the administration dose and drug concen-
tration, respectively, at time ¢ € [0, T]. We denote the set of cancer cell types by Q, and for each cell type g € Q, we
use N,(t) to represent the corresponding cell count as a function of time. We also introduce the variable functions
P,(t) =In(N,(t)), Vq € Q. Each cancer cell type is resistant to a (possibly empty) subset of drugs; drug resistance
can be present even before chemotherapy starts (Swierniak et al. 2009). Finally, the white blood cell count at time
t€[0,T] is denoted by Ny (t); we distinguish between neutrophils and lymphocytes when we present the opera-
tional constraints of our models.

2.1. Cell Population Dynamics

Tumors proliferate by cell division and exhibit exponential growth in early stages, but the growth rate gradually
decreases as malignant cells compete for limited nutritional resources. This resembles an S-curve growth, which
is most commonly modeled by a Gompertzian function (e.g., Laird et al. 1965, Norton 1988, Harrold and Parker
2009, Frances et al. 2011, Tjerve and Tjerve 2017). The ODE representation of this function is

EreQNrrw

)/ Nq(o) = Nq,Or 1)

where N, o is the initial population of a cancer cell type g € Q, N, «, denotes the steady-state (asymptotic) popula-
tion limit for each cell type r € Q, and A is a shape parameter that dictates the rate at which the population transi-
tions from the initial state to the steady-state limit.

The population dynamics of white blood cells are different. White blood cells are perpetually produced
(mainly in bone marrow and the thymus gland) and circulate in the blood; they have a life span of a few days.
liadis and Barbolosi (2000) model the white blood cell dynamics as follows:

Nw(t) = Uy — Vo No(t), Nu(0) = Nuw,o0, 2)

where v, and v,, are the white blood cells” production and turnover rates, respectively, and N, o denotes their
(constant) level in the body under normal conditions. It is easy to verify that Ny () = Ny, is a solution to Equa-
tion (2) given vy = VN, 0.

Equations (1) and (2) provide the basis for our pharmacodynamics models.

2.2. Pharmacokinetics

A drug’s distribution within the body (pharmacokinetics) is a complex, multicompartmental, and multiphase
process. In cancer research, however, the dose profile of a cytotoxic drug is often represented by a single com-
partmental model, in which the drug concentration decays exponentially over time (Martin 1992, Jacqmin et al.
2007, Harrold and Parker 2009, Frances et al. 2011). The process is described by the following ODE:

U (t)

Calt) = —&4 Calt) + , Ca(0) =0, ®)

where 77 > 0 represents the volume of the “effect compartment” that is used to convert an administered dose to
drug concentration and &, is a constant characterizing the elimination rate of a drug d € D in the body. In our
models, the boundary condition C;(0) =0 indicates there is no drug in a patient’s body before the start of
treatment.
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The underlying assumption of Equation (3) is that the contribution of a newly administered dose of a drug to
its concentration profile starts from the peak it generates on the concentration curve. After a single administra-
tion, the drug concentration—time curve is highly right-skewed; it reaches its peak in a relatively short time, but
it takes much longer for the drug to vanish. For the sake of simplicity, Equation (3) ignores the time it takes for a
drug to reach its maximum concentration after administration.

2.3. Pharmacodynamics

The main paradigm of pharmacodynamics (drug effect) modeling in chemotherapy optimization is based on the
seminal works of Skipper et al. (1964, 1967), which indicate that, given a dose of a cytotoxic drug, it kills a con-
stant fraction of cancer cells. The fractional kill effect of a cytotoxic drug on cancer cells is modeled by adding a
bilinear term composed of the product of drug concentration and cancer cell count with a constant factor to the
cancer evolution model, that is, Equation (1). In combination chemotherapy, the effect of multiple drugs is com-
monly modeled following the additivity principal (see, e.g., Martin et al. 1992a, Petrovski et al. 2004, Tse et al.
2007, Frances et al. 2011). In an additive model, the drugs perform as if each acts in isolation, and the effects of all
drugs are summed. The additivity assumption overlooks the possible interactions between different drugs to
avoid interactability of the resultant models. Even though several combinations of chemotherapy drugs are
shown to have synergistic effects (Wu et al. 2017, Tan et al. 2019, Nohr-Nielsen et al. 2020), modeling such inter-
actions accurately for every possible combination of drugs is very difficult. Our pharmacodynamics model fol-
lows Frances et al. (2011), who also assume an exponential decay on drug effectiveness over time because of the
resistance developed in cancer cells when exposed to a drug, as follows:

. colNr 0
N, (t) = AN, () In (%) - ; M ©P(—py o 1) Ny(t) Ea(t), Ny(0) = Ny o, (4)

where 1, . is the fractional kill effect parameter of a drug d € D on a cancer cell type g € Q, the parameter p, .
determines how drug effectiveness decays over time, and E;(f) denotes the effective concentration of a drug d € D
as a function of time. The effective concentration E4(t) indicates the amount that the drug concentration exceeds
some threshold g, ., below which the drug is ineffective therapeutically (Iliadis and Barbolosi 2000, Tan et al. 2002,
Harrold and Parker 2009). By this definition,

E4(t) = max{0, C4(t) — .Bd,eff}-

With the logarithmic transformation P,(t) = In(N,(t)), Vg € Q, Equation (4) can be written as follows:

Pq(t) =A In ZN’/‘”> —In ZN,(t))) - an,qexp(—pd,q t) Eq(t), P4(0) = In(Ny, o). (5)

reQ reQ deD

The only nonlinearity of Equation (5) comes from the logarithmic term in Equation (4). Linear approximations of
nonlinear ODEs are of great practical interest and huge computational benefit (He et al. 2016). An important
property of the Gompertzian function (1) is that the growth rate at early stages of development is dominated by
the exponential effect of N(t); the logarithmic term becomes influential gradually as the population approaches
the steady-state limit. Tumors are often diagnosed in relatively early stages, and without medical interventions,
death happens way before the tumor reaches its natural carrying capacity (Norton 1988). This implies that the
tumor (natural) growth model (1) can be generally approximated well by substituting its logarithmic term. In

Ny | .
particular, within an appropriate range of parameters, one may approximate %’EjN’ o in (1) by % for cell type

q € Q, where N, o, denotes the steady-state asymptotic limit of cell type g population. Such an approximation
leads to the following linear ODE, which we use, in lieu of Equation (5), in our model:

Py(t) = A(n(Ng,eo) = Py(B)) = > 1y Xp(—py 4 1) Ea(t), Py(0) = In(Ny, o). (6)
deD
We verify the quality of this approximation for our case-study analysis of breast cancer later. Finally, we note
that one may consider different shape parameters across the cell types; however, calibrating the parameter for
individual cell types is impractical.
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We model the fractional kill effect of cytotoxic drugs on white blood cells in a similar manner:

Nw(t) =V — Vu Nw(t) - Z M, w Nw(t) Cd(t - tw)/ t > ty, (7)
deD

where 1, , is the fractional kill effect parameter of a drug d € D on white blood cells and #,, denotes the delay in
the response of white blood cells to cytotoxic drugs (Iliadis and Barbolosi 2000). Note that, in Equation (7), we
make conservative assumptions that white blood cells do not develop resistance to cytotoxic drugs over time,
and the toxic effect of a drug exists even if its concentration is below the threshold g, .. During the time interval
[0,t,), the white blood cell population dynamics is governed by Equation (2).

2.4. Operational Constraints

Operational constraints enforce clinically permissible treatment plans. We consider a partition of the treatment
period [0, T] into M days, each denoted by D,,, m € DAYS ={1,..., M}. Because certain oral drugs are consumed
with meals, three time points (periodic with respect to the days) are designated as meal times; this set of time
points is denoted by MEALS.

We describe operational constraints captured by our model; some of these constraints are included in the che-
motherapy optimization literature.

1. Maximum concentration (Martin et al. 1992a, Iliadis and Barbolosi 2000, Baker et al. 2006): For a drug d € D,
let B, ne denote the maximum permissible concentration in a patient’s body; the corresponding constraint is
Ca(t) <By conr VEE[O,T].

2. Maximum infusion rate (Hande 1998, Reigner et al. 2001, Baker et al. 2006, Ershler 2006, Palmeri et al. 2008):
Let B; . denote the maximum permissible infusion rate for a drug d € D; the corresponding constraint is
Ua(t) < B rater YEEO,T].

3. Maximum daily cumulative dose (Hande 1998, Reigner et al. 2001, Baker et al. 2006, Ershler 2006, Palmeri et al.
2008): Clinical studies often seek to determine appropriate thresholds for drug administration within particular
time periods. Daily cumulative dose constraints ensure that the administrated drugs in the model are reasonably
close to tested protocols. Let B, ,,, denote the maximum cumulative daily dose of a drug d € D; the corresponding
constraint is | rep, Ua)dt < B, ., Vm € DAYS.

4. Pill administration: Certain drugs are available via oral administration and, therefore, must be administered
in discrete amounts (Hande 1998, Reigner et al. 2001, Ershler 2006, Sharma et al. 2006). These drugs are often recom-
mended to be taken with food. For a drug d € D that is available in an orally administered pill, let a; ,i denote the
pill’s mass and the integer decision variable Z; ,ui(t) be the number of pills administered at time ¢; we model this
constraint as follows: Uy (t) = ag,pin Z4,pitl(t), Za,pin(t) € Z1, Yt € MEALS, and Uy(t) =0, Vt¢ MEALS.

5. Rest days (following treatment administration): Rest periods, in which no amount of a particular drug can be
administered, may be mandatory clinically; see, for example, Baker et al. (2006). We introduce binary decision vari-

ables Z! ., to indicate if a drug d € D is not administered during day D,,. Given a mandated number of rest days
a4, rest, We enforce this constraint by [, , Ua(t)dt <B; (1= Z ), o Mo (g Zntl ) <1, 71 €B, Vm e DAYS.

6. Toxicity: Drug toxicity is a major consideration in chemotherapy planning. We use the white blood cell count
as a measure of toxicity and distinguish between neutrophil and lymphocyte, two major white blood cell types,
which are responsible for different side effects, namely, neutropenia and lymphocytopenia, with different thresh-
olds. Let Npey(t) and Nyym(f) denote the count of neutrophils and lymphocytes, respectively, at time ¢ € [0, T]; we
assume neutrophils and lymphocytes account for the fractions 6e, and Oy, of the total white blood cell count. The
neutropenia and lymphocytopenia constraints are as follows: Nypeu(t) = B,y Nneu(t) = Oneu No(t), YVt €[0,T], and
Niym(t) > ﬁlym, Niym(t) = Olym Nu(t), Vt€[0,T], where _ and ﬁlym are the clinical thresholds for neutropenia and
lymphocytopenia, respectively.

We denote the set of treatment solutions satisfying the operational constraints by ¢. As the neutropenia and
lymphocytopenia constraints are operational, we also include the accompanying pharmacodynamics constraints,
that is, Equations (2) and (7), within this set when we present our models.

3. Chemotherapy Optimization Models

The primary goal of chemotherapy is to reduce the number of cancer cells in the body. There are multiple ways
to express this goal; one option is to focus on the end-of-treatment cell count. The objective of our model is to
minimize ), oPy(T), which is equivalent to minimizing the geometric mean of the cancer cell type populations

at the end of the treatment period, that is, (HqEQNq(T))l/ 121 We note that one may prioritize cell types according
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to their levels of malignancy by considering different coefficients for population variables in the objective
function.

Based on the model components described in Section 2, the combination chemotherapy optimization problem
can be formulated as follows:

min ZPq(T) (8a)
q€Q
st Cu(t) = —&; Ca(t) + Uy(t)/7, YdeD, te[0,T], (8b)
C,(0)=0, VdeD, (8¢)
Py(t) = A(In(Ng, o) = Py(t) = Y1y ,exp(—p, , ) Ealt), Vg€ Q, te[0,T], (8d)
deD
P4(0) = In(Ny), Vg€ Q, (8e)
Ey(t) = max{0, Cy(t) — By o}, VA €D, t€[0,T], (8f)
(U(t)/ C(t)/ Nneu(t)/ lem(t)) €, Vte [O/ T]/ (Sg)

where U(t) = (Uy(t),..., U p|(t)) and C(t) = (C(t),...,C|p|(t)) are the variable vectors representing drug adminis-
tration and concentration, respectively. Nonegativity is enforced except for P,(t), ¥q € Q, which we consider a
part of the definition of €.

Formulation (8) is an OC problem involving discrete and continuous controls and nonlinear functions, which,
given the scale of the instances arising in practice, is extremely hard to solve exactly. We use discretization and
linearization techniques to approximate this problem by an MILP formulation, which is significantly more tracta-
ble. Harrold and Parker (2009) employ MILP to approximate an OC problem for single-drug chemotherapy opti-
mization. Although their model does not consider several operational constraints, they show that this
framework provides high-quality approximations for the pharmacokinetics and pharmacodynamics ODE mod-
els, that is, Equations (8b)—(8f), using two case studies. Here, we provide analytical results concerning the
approximation quality of such a transformation. Through a case-study analysis of breast cancer, we also provide
computational results confirming the quality of the employed approximations and the merit of the resultant
MILP models for clinical applications.

In the rest of this section, we first present our MILP model for combination chemotherapy optimization,
including details of the discretization and linearization techniques we use. We extend this model to address
uncertainty in the heterogeneity of tumors and present a model for neoadjuvant chemotherapy planning under
this uncertainty. Finally, we present our analytical results concerning the numerical stability and approximation
quality of the proposed models.

3.1. MILP Model

To approximate the ODEs in (8), one may use Runge-Kutta (RK) methods as approximation schemes (Butcher
2007). We use (forward) Euler’s method, that is, the first order RK method, which has been previously used in
chemotherapy optimization (Harrold and Parker 2009). Given a (fixed) time step h, consider the discretization of
the planning horizon [0, T] by S + 1 points with the index set S = {0,...,S}, where #(0) =0 and #(S) = T = Sh. The
Euler’s approximation of the pharmacokinetics model, that is, Equations (8b) and (8c), is as follows:

Ciss1=Cas—h&E;Cys +u7d VdeD,se{0,...,S—1},
Cd,() =0, VdeD.

©)

Note that, in Equation (8b), U,(t) represents the flux of a drug d € D, that is, dose administered per unit of time;
setting the unit of time equal to &, U, ; denotes the dose administered at (discrete) time #(s). In (9), C; ; is the con-
centration of a drug d € D at time £(s).

The pharmacodynamics model, that is, Equations (8d) and (8e), is approximated in a similar manner:

Pyoi =Pye+ h(A (In(Ng o) = Poe) = > 1y, exp(—py,, H6)) Ed,s), VgeQ se{0,...,S—1},
deD
Pq,O = ln(Nq,O)r VgeQ,

where P, s denotes the logarithm of the population of cancer cell type g € Q at time #(s).
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Conventionally, the effective concentration constraints, that is, Equation (8f), are linearized by introducing
auxiliary binary variables Zg 45, Yd €D, s€{0,...,S}, as follows:

VdeD, se{0,...,S5}:

Ejs20, (10a)
Ei,s 2 Cias = By ofis (10b)
Eas < By conc ZE,d,5 (10c)
Eas < Cas = By et + Bi,cone (1 = ZE,d,5), (10d)
ZE,4s €B, (10e)

where E; ; is the effective concentration of a drug 4 € D at time (s); recall that 5 4, conc denotes the maximum per-
missible concentration for a drug d € D, that is, an upper bound on Cy 5, Vs€{0,...,S}.

The discretization and linearization of operational constraints are straightforward except for the white blood
cell population dynamics model, that is, Equation (7). We present our model for the white blood cell population
dynamics here and provide the details of other operational constraints in the e-companion; see Online Appendix
A.

Applying Euler’s method to Equation (7) results in the following discretization of the white blood cell popula-
tion dynamics model:

Nu,s¢1 = Nys +h Uy — v Ny s — Z M, w Nu,s Cd,51>r Vse{r,...,5-1}, (11)
deD

where N, s denotes the total white blood cell count at time ¢(s) and 7 corresponds to the time delay ¢,, in the ODE
model. To address the bilinearity of Equation (11), we consider two approaches: McCormick relaxation and dis-
cretization. In the first approach, we replace each bilinear term Ny, ;Cy . in (11) with a new variable B; ; and
add the corresponding McCormick envelopes (McCormick 1976, Al-Khayyal and Falk 1983) to the formulation.
Recall that C;5. €[0,8 n concl- We also assume Ny, s € [, Nuw,0l, where B, is a lower bound on the white blood
cell count that can be easily obtained from the clinical bounds on the neutrophil and lymphocyte counts, that is,
B, = min g e ely"‘ and Ny, o denotes the initial count of white blood cells that serves as an upper bound on the
white blood cell Count during the treatment period. The white blood cell count is discrete, but the continuity
assumption is not far from the reality given the magnitude of this quantity, that is, O(10°) cells per liter. The
McCormick relaxation of Equation (11) is as follows:

Nw,s+1 = Nw,s +h Vw — VwNw,s - an,de,s>/ Vse {T/ .. ~/S - 1}/ (12a)
deD

Bys>p,Casr VdeD, se{r,...,S—1}, (12b)

Bas 2 Nuyo Cas—t + By cone Noows = Nuyo By coner YA ED, s€{7,..., 51}, (120)

By <NuoCis o, VdeD, se{t,...,5—1}, (12d)

Bis <B,Cas—t+ By cone Nws = BuBiconer VAED, s€{t,...,S -1} (12e)

The drawback of the continuous McCormick relaxation is that the approximation quality of the bilinear sum is
not controllable. Therefore, we also consider a modified form of the discretization approach proposed by Gupte
et al. (2013); given the scale of approximated variables, we alter the constraints provided in this work. As a factor
in the bilinear terms, the white blood cell count is approximated by discrete variables within some specified
value A of maximum error. We introduce auxiliary binary variables Z,, sk, Yk€{0,...,K}, which select the
approximations of Ny, and continuous variables V;.x, Vke{0,...,K}, which mirror the value of Cj,_,.
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Following Gupte et al. (2013), the approximation of Equation (11) is as follows:

Nw,s+1 :Nw,s +h vy _VwNw,s _an,de,s>/ Vse {T/~~/S_1}/ (13a)
deD
K A
Ny s — + kAZ, s <—, Vse{r,...,5§-1}, 13b
, ﬁw ; ,,k) 7 { } ( )
K A
—Np s+ + kANZ,sk | <=, Vse{r,...,5—1}, 13c
, :Bw ; ,,k> 5 { } ( )
K
> Zusk=1, Vsefr,...,S -1}, (13d)
k=0
K
Bis=> (By+kMVyer, VdeD, sef{r,...,S-1}, (13e)
k=1
Visk Sﬁd,conczwzszk’ YdeD,se{r,...,S—1}, ke{l,...,K}, (13f)
Visk<Cys—r, VdeD,se{r,...,S—1}, ke{l,...,K}, (13g)
Vd,s,k > Cd,S7T +ﬁd,c0nc (Zw,s,k - 1)/ Vd € D/ ERS {T/' . '/S - 1}/ k € {]-/ . 'IK}I (13h)
Visk>0, VdeD,se{r,...,S-1}, ke{l,... K}, (13i)
Zuwsk€B, Vse{r,...,5—1}, ke{l,...,K}. (13))

In (13), the quantity  + Zle kAZ, s approximates the value of Ny, ; the variable V;; x equals Cy ;. if and
only if Z,, s = 1 (0 otherwise), and B, ; approximates the bilinear term Ny, sCy 5.

Before the effect of drugs on white blood cells starts, that is, Vse{0,...,7—1}, we have Ny 511 = Ny, s+
h(vy — v Nu,s), where Ny, o equals the count of white blood cells before treatment. The discretized neutropenia and
lymphocytopenia constraints are as follows: Npey s > f8 Nreu,s = Oneu Nuw,s, Vs€1{0,...,S}, and Niym s > ﬁlym,
lem,s = Glyme,s, Vse {O, ce ,S}.

Formulation (14) presents our MILP model for combination chemotherapy optimization as the result of
described discretization and linearization techniques applied to (8). In this formulation, we use { to denote the
set of treatment solutions satisfying the discretized operational constraints, including the constraint sets (12) or
(13).

neu’

min Z Py s (14a)
qeQ

st. Cuen1=Che—hésCys+Uys/?, YdeD,se{0,...,5—1}, (14b)
Ci0=0, VdeD, (140)
Pyt =Py + (A (NNg ) = Pys) = dz?; Mg ©XP(= Py ) Eus ), s

VgeQ,se{0,...,5S—-1},

Py 0=1In(Nyo), Vg€ Q, (14e)
(10a) — (10e), Vd e D, s€{0,...,S}, (14f)
(U, C, New, Niym) € 0, (14g)

where U= [U,;,de€D,se€S] and C=[C;,,d€D,s €S| are the variable matrices representing drug administra-
tion and concentration, respectively, and Nneu = (Nneu,0, - - -, Nneu,s) and Nigm = (Niym,0, - - -, Niym, 5) are the variable
vectors of the neutrophil and lymphocyte count, respectively. Equations (14b) and (14c) are the discretized phar-
macokinetics model (see (8b) and (8c)), Equations (14d) and (14e) are the discretized pharmacodynamics model
for cancer cells (see (8d) and (8e)), and the constraint set (14f) is the linearized model for effective drug concentra-
tion (see (8f)).

The approximation quality and computational burden of Formulation (14) depends on the choice of discretiza-
tion time step h and the method of bilinearity approximation, that is, McCormick relaxation or the discretization
technique, as well as the choice of A in the latter method. We present the results of our computational experi-
ments with respect to these factors in Section 5.
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Finally, we note that the MILP framework can incorporate a wide range of objective functions. As mentioned
earlier, the end-of-treatment tumor cell count is one of the modeling choices. Along this line, one may prioritize
the count of certain cell types by including distinct coefficients for population variables in the current objective
function. Another choice could be to minimize the cumulative tumor population over the treatment window or
tumor population at a certain time other than the end of treatment, which can be easily modeled by linear
functions.

3.2. Neoadjuvant Chemotherapy Under Uncertain Tumor Heterogeneity

In advanced stages of cancer, chemotherapy is often used as a form of neoadjuvant therapy to reduce a tumor to
an operable size prior to tumor removal surgery (Senkus et al. 2015). In this section, we extend the proposed
MILP model (14) to address the uncertainty of tumor heterogeneity in neoadjuvant chemotherapy planning.
Under this uncertainty, the objective is to find a drug administration regimen that reduces the tumor to a clini-
cally determined operable size with a high probability, which can be expressed by the following chance con-
straint:

Pr{ZNq,s < Nsurg} >1—¢, (15)

q€Q

where Ny denotes the clinically determined operable size for the tumor and € is the probability of not meeting
the target at the end of treatment period.

Let 7 € Rl be a discrete random variable describing tumor heterogeneity, which can take on a value from the
finite set {r),..., 78}, and denote the probability of a scenario k € {1, ...,K} by u® = Pr{r = n¥}. Given the log-
arithmic transformation of the cancer cell population variables in our model, we use the following more conser-
vative constraints to enforce (15):

*)
PO <p.. +1 Noo P, o(1—27"0 ) v kef{l,.. K 16
3,8 = Psurg 71N [— + q,OO( - surg)’ qur e{1,...,K}, (16a)
qeQ"Yq,0
K
D ouhzE 21— (16b)
k=1
78 €B, Vke{l,... K}, (16¢)

where Pgyrg = In(Nsurg), Py, 0 = In(Nj, ), and the superscript (k) denotes the value of previously defined variables
under a realization scenario k € {1,...,K}. The binary variable Z(s’fl)rg indicates whether the target is met under a
scenario k € {1,...,K}. The set of Constraints (16) is more conservative than the original Constraint (15) because
every solution that satisfies (16) also satisfies (15), but the reverse does not necessarily hold. The implication of
this relationship is that the optimal regimen of the chance-constrained model may actually satisfy the surgery
requirement in more scenarios than those indicated by the optimal solution, hence leading to a success probabil-

ity strictly better than 1 — €. To establish the relation between (15) and (16), observe that, for a scenario k with

k) —
zggrg =1,
Nsurg N
In ——%- (k) (k)
TN =Y ey e D) oy (RemsMan) 2qeoNgo _
q,S - - - N(k) - surg N(k) - surgs
g€Q q€Q q€Q q€Q qug 9,0 qug 9,0

where the inequality is because of (16a); ngl)rg = 0 relaxes Constraint (16a) for a scenario k.

A conventional objective for such a chance-constrained optimization model is to maximize the probability of
meeting the target, equivalently to minimize €. A drawback of this objective is that, if the tumor size is not far
from the clinical target, the model may achieve an objective value of € = 0 with a solution that may not lead to
significant tumor shrinkage. Recall that the main clinical objective of chemotherapy is to reduce the cancer cell
population as much as possible (American Cancer Society 2021c). In this regard, we also consider a shrinkage-
based objective similar to our deterministic model. Note that, given a fixed value for €, obtaining a success proba-
bility of 1 —e€ is guaranteed through the chance constraints (16a)-(16c) regardless of the objective function.
Section 5 presents the results of our numerical study with both shrinkage- and probability-based objectives.
Here, we present our stochastic model with an objective that minimizes the cancer cell population at the end of

treatment under the most likely scenario. We assume uY>u®, Vke{1,...,K}; the neoadjuvant chance-



Ajayi et al.: Combination Chemotherapy Optimization with Discrete Dosing
10 INFORMS Journal on Computing, Articles in Advance, pp. 1-22,

constrained MILP model is as follows:

min ZP(D (17a)
q€Q
s.t. Cd,s+1 = Cd,s —hé&, Cd,s + Ud,s/"/, VdeD,se {0, ..,5— 1}, (17b)
Ci0=0, VdeD, (17¢)
Py =P+ h(A NN = P = 3™ 1, expl(—p, 1) Eas),
4D (17d)
VgeQ,se{0,...,S—1}, ke{l,..., K},
PY, =In(N), VqeQ, ke{l,..., K}, (17e)
(10a) — (10e), Yd €D, s€{0,...,S}, (17f)
(kg)
Py < Paurg +In | " | +Ppoo(1 =28, Vge Q ke{l,... K}, (17g)
qeQ"Vq,0
Z# V20> 1 (17h)
zg’;)rg €eB, Vke(l,..., K}, (171)
(U, C, Neu, Niym) € 0. (17))

3.3. Analytical Results

Next, we present analytical results for the proposed combination chemotherapy optimization models. A main
result is an error bound for the Euler’'s method approximation of the cell population state variables, which
depend on the Euler’s method approximation of the drug concentration state variables presented through Theo-
rem 6 and Corollary 1. All proofs are provided in the e-companion; see Online Appendix B.

Theorems 1 and 2 show that, if drug administration is continuous, the state variables for drug concentration
and cell population are uniquely defined by the control variables governing drug administration in the base for-
mulation (8). Although administration of oral drugs is inherently discontinuous, they can be approximated arbi-
trarily well by continuous functions; hence, the uniqueness results hold for oral drugs as well.

Theorem 1. Suppose that, for a drug d € D, the administration function Uy is continuous in time. Then, the differential
equation

Ca(t) = =4 Calt) + Ua(t)/ 7", t €0, T],
governing the drug concentration function Cg, has a unique solution.

Theorem 2. Suppose that the administration functions for all drugs, that is, U, ¥ d € D, are continuous in time. Then, for
each cancer cell type q € Q, the differential equation

Py(t) = AP0 = Py(8) = > 1y jexp(=p, , D Eat), t€[0,T],
deD

governing the cell population function P,, has a unique solution.

The next results concern the stability of Euler’s method. A numerical method is absolutely stable for a region
of time step discretization values if the global error can be bounded by the sum of truncation errors at each step.
Absolutely stable numerical methods produce “reasonable results” for time-step values in the region of absolute
stability (LeVeque 2007).

Theorem 3. Let {Us},cy, be a bounded sequence, and &,h, ¥ > 0. Under the stability condition h <%, the difference equa-
tion ‘

Cs+1 = Cs - hécs + us/"/v/
is absolutely stable for all s € Z.,.
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Theorem 4. Let {Fs}..;. be a bounded sequence and A, h > 0. Under the stability condition h <%, the difference equation
Psi1 =Ps +h(A(Poo —Ps) _FS)/
is absolutely stable for all s € Z,.

Concerning the stochastic model (17), the following result indicates that, if a feasible solution’s effective con-
centration is dominated by another feasible solution’s effective concentration, the second solution has a smaller
end-of-treatment cancer cell population in all scenarios regardless of the objective function.

Theorem 5. Consider the stochastic model (17) with Ah < 1. Let (EM, Py and (EP!, P1) each be components of different
feasible solutions. Suppose El[;l > Eﬂ foralld e D,s€0,...,S}. Then, P,[ﬁ;’(k) < P,[f]s © forallge Q,ke{l,...,K}.

Finally, Theorem 6 provides a global error bound for Euler’s method applied to state variables that depend on
another state variable estimated by Euler’s method.

Theorem 6. Consider the system of differential equations

y(t) = f(t,y,2), y(0) = yo,
Z(t) = 8(’5 Z)/ Z(O) = Zo,

and the Euler’s approximation {(ys,zs)}_, with step size h given by ysi1 = ys + f(KS), s, zs) and zes1 = 25 + hg(K(s), zs),
where t(s) denotes the value of the continuous variable t at step s. Let A, = max{|z; —zo|,s €{0,...,S}}, and suppose g is
continuous in both variables and Lipschitz continuous in its second variable, that is, there exists Lo > 0 such that, for all t €
[0, T] and u,v e R with |u —zo| < A;, |v—20| £ A,

|g(t,u) = g(t,0)| < Lglu—ol.

Similarly, suppose f is continuous in all variables and Lipschitz continuous (with respect to the {1 norm) in its second and
third variables with constant Ly Furthermore, suppose y and z are twice continuously differentiable. Then, for all
s€{0,...,S},

h «a a
lys —y(ts))| <= = (el —1)+-2L | (T —1),
2 Lg Lf

where a; = MaXqejo,1112(7)| and a, = maxeo, 11(7)].

Corollary 1. Let C(t) and Py(t), ¥ q € Q be the state variable functions for drug concentration and cell population, respec-
tively, in an optimal solution to the (single-drug) chemotherapy optimization problem (8) without the effective concentration
and operational constraints. Furthermore, suppose that C and Py, ¥ q € Q are twice continuously differentiable, and let C
and Py, ¥ q € Q be the corresponding Euler’s approximations with time-step h. Then,

~ h O(c 04
S Prs— > Py <> 2 TS -1y + q emaxtln | 1ABT _ 4y
v 2 M1 25 g " maxting L TATT )| :

qeQ q€Q q€Q

where ac = MaXqe[o, 1] |C(7)| and Qg = MaXee(o, T] |I"3q(7:)|, VgeQ.

4. Model Calibration

Though the proposed framework applies to many forms of cancer, we specify our numerical study for breast can-
cer, which kills more than 40,000 American women annually (American Cancer Society 2021a). We include three
breast cancer drugs in our study: capecitabine, docetaxel, and etoposide; they are labeled 1, 2, and 3, respectively.
To account for heterogeneity in the cell population, we include four tumor cell types: 0 = “no resistance, all drugs”,
1 = “resistance, capecitabine only”, 2 = “resistance, docetaxel only”, and 3 = “resistance, etoposide only”. We do
not consider the case in which a cell type is resistant to multiple drugs because the drugs we consider have different
mechanisms to attack tumor cells (Lugmani 2005).

The initial tumor size can vary substantially, depending on the progression of the disease, at the start of a treat-
ment. Norton (1988) estimates the initial population size of untreated breast cancer patients as Ny = 4.8+10° cells.
This estimate is supported by the fact that tumor detection usually does not occur before the tumor has 10 cells,
30 generations after the first malignant cell (Asachenkov et al. 1994, Cameron 1997). We use 2%° ~ 107 cells as the
initial cancer cell population. We estimate tumor heterogeneity, that is, N, 0, ¥q € {0,1,2,3}, through a branching
process (e.g., Kimmel and Axelrod 2015). By simulating this process, we generate multiple scenarios concerning
tumor heterogeneity and estimate the probability of realization for each scenario. The description of the
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branching process and estimation of the initial cancer cell populations are provided in the e-companion; see
Online Appendix C. We use these scenarios directly in our numerical study with the chance-constrained model
(17); for the deterministic model (14), we use the (empirical) mean cell count for each tumor cell type in these sce-
narios. We note that it may take many years for a tumor to reach a detectable size, during which random cell
mutations—captured by the branching process—play a substantial role in determining tumor composition.
However, such an effect is negligible during the relatively short period of chemotherapy, and a Gompertzian
model provides a reasonably accurate representation of tumor evolution for chemotherapy optimization. Norton
(1988) estimates the steady-state tumor size as Ny, = 3.1+10' cells, which is supported by the maximum tumor
size detected in mammograms (Cameron 1997); we set this asymptotic limit at approximately 10'* cells in our
models and assume that the steady-state ratio of a cell type population to the collective cell population remains
close its ratio at the time of diagnosis. Following Harrold and Parker (2009), we estimate the Gompertz shape

ln(Nm/Ng)

parameter by A = %h‘ (m

), where 7 is the doubling time of the tumor, set equal to five months in their

work. For the white blood cell population dynamics, we follow Iliadis and Barbolosi (2000) and use N, o = 8+10°
cells per liter as the initial population and v,, = 1.2¢10° cells per liter per day and v,, = 0.15 per day as the pro-
duction and turnover rates, respectively. Online Table D.1 summarizes the parameters used for population
dynamics in our numerical study; see Online Appendix D.

We use the values reported in the literature for pharmacokinetics parameters, that is, elimination rate
&4, Vd €D, effect compartment 7~, and effectiveness threshold f 1 effr Vd € D (Illiadis and Barbolosi 2000, Frances
et al. 2011) and estimate the pharmacodynamics parameters based on published clinical data. In particular, we
use the following administration regimens and the response rate observed in the corresponding clinical trial to
estimate the effect of cytotoxic drugs on the cancer cell populations:

e Capecitabine (O’Shaughnessy et al. 2001): 1,255 mg/m? twice daily, six cycles of a two-week treatment period
followed by a one-week rest period, response rate of 30%.

e Docetaxel (Chan et al. 1999): 100 mg/m?, seven cycles of one-hour infusion every three weeks, response rate of
47%.

e Etoposide (Yuan et al. 2015): 60 mg/m? daily, 7 cycles of a 10-day treatment period followed by a 11-day rest
period, response rate of 9%.

In clinical studies, the dose administration is commonly reported based on body surface area; we use 1.7 m* as
an average person’s body surface area in our study (Bonate 2011). The treatment (partial) response rate is defined
as the percentage of the patients participating in a clinical trial who show 50% or more decrease in tumor size
(diameter) as a result of the therapy (World Health Organization 1979). Details of pharmacodynamics parameters
estimation are provided in the e-companion; see Online Appendix D. Given the narrow therapeutic margin of
cytotoxic drugs, we make a conservative assumption that these drugs have the same fractional kill effect on the
white blood cells as the cancer cells. Online Table D.2 displays the pharmacokinetics and pharmacodynamics
parameters in our numerical study; see Online Appendix D.

We also use the simulation results of the aforementioned clinical trials to determine the operational constraints
parameters concerning maximum drug concentration, maximum infusion rate, and maximum cumulative daily
dose. This ensures that an (optimal) treatment solution stays within the common range of drug administration in
practice. Capecitabine and etoposide are orally administered via pills of size 500 mg and 50 mg, respectively
(Hande 1998, Sharma et al. 2006). Oral drugs are often taken with food, so we designate three time points within
each day at which the oral drugs may be taken. Docetaxel use is constrained by a week-long rest period after
each administration day. Finally, we use ., =2.5¢10° and B, =110 cells per liter as the neutropenia and
lymphocytopenia thresholds, respectively (Rosado et al. 2011, Mitrovic et al. 2012). Online Table D.3 in Online
Appendix D summarizes the operational parameters used in our numerical study.

5. Computational Results

In this section, we present the results of our numerical study given the model specification and calibration details
provided in Section 4. To solve the proposed mixed-integer linear programs, we used Gurobi 9.1.2 with default
parameters on a machine with Intel(R) Core(TM) i7-3520M CPU @ 2.90 GHz and restricted the solution time for
each instance to a maximum of two hours. Unless otherwise stated, we set the time step parameter & equal to one
hour and use the constraint set (13) with A = 55(N, 0 — ,,) to approximate the bilinear terms; to avoid explosion
of the binary variables introduced in (13), we set the time step length of one day for the white blood cell count
model. We present our results on the computational performance of the models under different discretization
resolutions and bilinear approximation methods separately. Finally, we consider a treatment period of 21 days in



Ajayi et al.: Combination Chemotherapy Optimization with Discrete
Dosing INFORMS Journal on Computing, Articles in Advance, pp. 1-22, 13

our numerical study, which is the common length for a chemotherapy cycle (Ershler 2006). Our computational
results confirming the quality of Equation (6) in approximating Equation (5)—specifically, approximating the
original Gompertz model of natural tumor growth by a linear ODE in our pharmacodynamics model—are pro-
vided in the e-companion; see Online Appendix E. The source code, data, and raw results of the experiments are
available at Ajayi et al. (2023).

Figure 1 displays the optimal drug administration and concentration over the treatment period using the
deterministic model (14). More details are provided in the e-companion; see Online Figure F.1 in Online Appen-
dix F. From the optimal solution, the highest doses occur at the beginning of the treatment period for all drugs.
For capecitabine and etoposide that can be administered frequently, the initial high doses make drug concentra-
tions reach the maximum permissible levels, and after that, the administration regimens force relatively constant
concentrations until an induced rest period on day 17; it is important to note that this rest period is not a model-
ing mandate. In fact, without an explicit rest constraint on the oral drug administration, the optimal solution
shows a necessary rest period for these drugs to avoid the violation of toxicity (neutropenia) constraints, akin to
mandated policies in clinical practice. Docetaxel, the intravenous drug, is administered weekly starting on the
first day, because of the mandated rest period constraints.

The treatment effects on the cancer and white blood cell populations are illustrated in Figure 2. In this figure,
N = nonresistant, C = capecitabine-resistant, D = docetaxel-resistant, and E = etoposide-resistant. All cancer cell
types decrease fairly consistently (with respect to the logarithm) over time. The capecitabine- and etoposide-
resistant cell types have similar outcomes; the docetaxel-resistant cell type shows a lower level of response to the
treatment. Patently, the steepest descent belongs to the nonresistant cancer cell type. Regarding the white blood
cell population, the neutropenia constraint is tight at the optimal solution, which is consistent with the clinical
observation that neutropenia is often a toxicity of concern in chemotherapy (Pizzo 1993, Kosaka et al. 2015, Kasi
and Grothey 2018).

An optimal regimen for a certain combination of drugs, that is, an optimal solution to MILP (14), depends on
tumor properties, drug characteristics, and operational constraints. However, based on our case-study results,
we conjecture that the current uniform standard-of-care regimens are not optimal in most cases. In the optimal
regimen of our case study, all three drugs have higher administration doses in the early days than the rest of the
treatment period, which aims at reaching the maximum permissible (effective) concentration as soon as possible.
After that, drug administration tries to keep the concentration as close as possible to this level without violating
the operational constraints. This pattern is welljustified to obtain the minimum tumor size at the end of the treat-
ment because the kill effect of the drugs is highly determined by their concentrations; see Equation (14d). This
pattern is also observed for capecitabine and etoposide (oral drugs) after the induced rest period on day 17; see
Figure 1 and Online Figure F.1. This implies that having a rest period and then administrating a high dose (to
make up for the consequent concentration drop) leads to a better objective value than keeping a continuous regu-
lar dose. We note that the feasibility of this pattern depends on the drugs’ characteristics as well as the

Figure 1. (Color online) Optimal Drug Administration and the Corresponding Concentration Given by the Deterministic Model
(14)
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Notes. (a) Administration. (b) Concentration.
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Figure 2. (Color online) Effect of the Optimal Drug Administration on Tumor and White Blood Cell Populations Given by the
Deterministic Model (14)
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Notes. (a) Cancer cell population (logarithmic scale). (b) White blood cell population.

operational constraints. This can be observed by comparing the optimal regimens for capecitabine and etoposide
in our case study. The maximum permissible daily doses for capecitabine and etoposide are equivalent to eight
and two pills, respectively. Hence, the administration of capecitabine is more flexible than etoposide, and conse-
quently, its optimal administration pattern is more distinguishable from a uniform pattern. This observation
motivates conducting clinical trials with nonuniform regimens; any changes to standard of care must be evalu-
ated and confirmed by clinical trials.

Standard regimens, including duration and frequency of rest periods, vary across individual chemotherapy
drugs. For example, the drugs we consider in our case study analysis have the following individual rest periods
with no standardized guidelines for their combination: (1) capecitabine: one-week rest period after two weeks of
daily administration (O’Shaughnessy et al. 2001), (2) docetaxel: three-week rest period after a one-hour infusion
(Chan et al. 1999), and (3) etoposide: 11-day rest period after 10 days of (daily) administration (Yuan et al. 2015).
The ability of the proposed model to identify the necessity and optimality of a rest period to avoid toxicity (simi-
lar to clinical practice) paves the way to investigate optimal configuration of rest periods in combination chemo-
therapy and establishing standardized rest-period guidelines for an entire combination chemotherapy treatment
period.

Regularity of drug administration is a logistic consideration for oral drugs as they are usually taken without
direct medical supervision (Urquhart and De Klerk 1998). In this regard, we have considered converting the opti-
mal solution presented in Figure 1 to a regulated administration plan. Figure 3 shows the result along with the
corresponding tumor-shrinkage outcome; the difference in the cancer cell population between the optimal and
regulated plans translates to less than 1 mm change in the tumor diameter. Note that, in construction of the regu-
lated administration, we keep the induced rest period on day 17 because ignoring this period leads to a violation
of the neutropenia constraint. We acknowledge that regularity of the administration regimen for oral drugs can
be enforced by additional constraints; however, such patterns must be devised carefully as they can be too
restrictive on the outcome. Finally, we point out that, given the pill sizes and maximum dose and concentration
constraints for the oral drugs that we consider, the difference between the optimal and regulated plans mainly
concerns the administration of capecitabine, which is weaker than etoposide based on the fractional kill effect
parameter values.

In the next phase of our experiments, we investigated the impact of different discretization resolutions on the
computational performance of (14) by varying the time step parameter / from four hours (240 minutes) to
15 minutes. Table 1 summarizes the results. The (optimality) gaps are solver-generated and concern the differ-
ence between the mixed-integer solutions and their linear program-relaxation bounds at the time of algorithm
termination; the gap of 0.01% is the solver’s default value within which it considers an incumbent solution opti-
mal. Given the initial objective value of Z?]:O P, 0 =74.34 at the start of the treatment, there is little evidence that



Ajayi et al.: Combination Chemotherapy Optimization with Discrete
Dosing INFORMS Journal on Computing, Articles in Advance, pp. 1-22, 15

Figure 3. (Color online) Regulated Drugs Administration (and Concentration) Based on the Optimal Solution of the Determinis-
tic Model (14) and the Corresponding Tumor-Shrinkage Outcome Compared with That of the Optimal Solution
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the discretization resolution (within the tested range) substantially impacts the optimal objective value, in accor-
dance with our stability results; all tested time step values satisfy the stability conditions of Theorems 3 and 4.
However, it does impact the model’s solvability because, as I decreases, the number of variables and constraints
increase. The gap for the model with i = 15minutes was 0.09%, the highest among the tested values.

We also examine the impact of different approximation methods for bilinear terms, that is, Constraints (12)
and (13); for the latter, we considered two different discretization intervals for the white blood cell count, that is,
A= %(Nw,o —pB,) and A= ﬁ(Nw,o — B,)- Recall that Ny, o and f,, denote upper and lower bounds on the white
blood cell count, respectively. The results are presented in Table 2, in which “Continuous” refers to the McCor-
mick relaxation method, that is, the constraint set (12), and “Discrete” to the (modified) method of Gupte et al.
(2013), that is, the constraint set (13). As expected, the McCormick relaxation method leads to a lower optimal
objective value because of its flexibility. This method, however, does not provide a means to control the approxi-
mation quality of the bilinear terms. The solvability of the model decreases as more integer variables are intro-
duced through refining the discretization interval in the method of Gupte et al. (2013).

Next, we present the results of our numerical study with the chance-constrained optimization model (17). We
simulated a branching process to generate a set of scenarios describing the heterogeneity of the tumor. Details of
the branching process and scenario generation are provided in Online Appendix C. Table 3 displays the (loga-
rithm of) cancer cell populations and realization probability for each scenario. Based on the branching process,
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Table 1. Solver Statistics for Different Time Step Values (/)

h, min Objective value Run time, s Cons Vars IVars BVars Gap, %
240 68.09 1,163 8,547 3,759 714 588 <0.01
120 68.12 7,200 11,571 5,523 840 714 0.02
60 68.13 2,029 17,619 9,051 1,092 966 <0.01
30 68.21 7,200 29,715 16,107 1,596 1,470 0.02
15 68.24 7,200 53,907 30,219 2,604 2,478 0.09

there is a single dominant scenario (scenario 1) with the associated probability of more than 0.77 in which the
nonresistant cell type has the largest cell count. The probability of a scenario in which a drug-resistant cell type
has the largest cell count is less than 0.02. Although the size of the drug-resistant part of a tumor is expected to
be smaller than the nonresistant part, it can become dominant without treatment.

The initial cancer cell population in all scenarios is 10” cells, which translates to a tumor with a diameter of
about 25 mm (Del Monte 2009). Whereas the operable size of a tumor must be determined clinically based on the
tumor location and patient’s health conditions, the diameter of 20 mm is commonly considered the border of
stage II and stage III breast cancer (Senkus et al. 2015). Thus, in our study, we assume Nz =04 10° cells,
which translates to a diameter of less than 20mm. We also set € = 0.05, indicating that the desired probability of
reaching an operable tumor size at the end of treatment period is at least 0.95. Using the discrete approximation
of the bilinear terms with A = %(Nw,o —p,) and setting the time step h equal to one hour, the neoadjuvant
chance-constrained optimization model (17) contained 27,205 variables (1,102 integer, 976 binary) and 35,804 con-
straints; the solver found an optimal solution in about 17 minutes with the optimal objective value of 67.99.
Figure 4 illustrates the treatment effect on cancer cell populations under scenarios 1-4; these are the scenarios
with the realization probability of at least 0.05. More details on the output of the chanced-constrained model (17)
as well as its counterpart with a probability-based objective, that is, minimize € subject to (17b)—(17j), are pro-
vided in the e-companion; see Online Appendix F. As stated earlier and illustrated in Online Figures F.4 and E.5,
the probability-based objective leads to inferior tumor shrinkage compared with Formulation (17).

5.1. Sensitivity Analysis

The proposed optimization models involve several parameters that need to be estimated based on clinical data
and a patient’s biological characteristics. In this section, we present the results of our analysis to determine the
sensitivity of an optimal solution and objective value of the combination chemotherapy optimization problem
(14) to these parameters.

Figure 5 illustrates the results of the sensitivity analysis with respect to the pharmacokinetics and pharmaco-
dynamics parameters. We use clinical data to estimate the fractional kill effect parameter of each drug for the
nonresistant cell type, that is, 1, o, and set n, . =0.257, o, Vq€{1,2,3}, to account for drug-resistance in our
numerical study; see Online Appendix D for more information. We also assume that temporal resistance is con-
stant across the cancer cell types, that is, p 40 = Paor Vqe€{1,2,3}. Thus, for these parameters, we focus on M40
and p, ,. For each drug, we varied the corresponding parameters in 10% increments as the other parameters of
the model remained constant and measured the corresponding impact on the optimal objective value. To provide
a convenient comparison, in Figure 5, the horizontal axes demonstrate (changed) parameter values as a fraction
of the original value; the vertical axes display the optimal objective value, thatis, > .o P; 5.

In general, the optimal objective value of the combination chemotherapy optimization problem (14) is more
sensitive to the fractional kill effect of a drug on cancer cells than any other pharmacokinetics or pharmacody-
namics parameter. Based on Figure 5(b), docetaxel, the intravenous drug, is the most influential on the optimal
objective value among the considered drugs; the oral drugs, capecitabine and etoposide, are less impactful and
show very similar patterns. Apart from the fractional kill effect on cancer cells, the objective is most sensitive to
the drug elimination rate. Recall that, for a drug d, the elimination rate &; determines how fast the drug concen-
tration in the body declines. Figure 5(a) suggests docetaxel has the most influential elimination rate on the

Table 2. Solver Statistics for Different Bilinearity Approximation Methods

Method A Objective value Run-time, s Cons Vars IVars BVars Gap, %
Continuous - 68.01 387 12,579 7,350 651 525 <0.01
Discrete 1/20 68.13 2,029 17,619 9,051 1,092 966 <0.01

Discrete 1/40 68.14 7,200 22,659 10,731 1,512 1,386 0.13
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Table 3. Simulated Scenarios Generated by a Branching Process

Scenario Nonresist. (0) Capec.-resist. (1) Docet.-resist. (2) Etopo.-resist. (3) Prob.
1 20.53 17.89 17.89 17.89 0.7705
2 20.44 17.85 17.83 18.69 0.0619
3 20.44 18.70 17.86 17.86 0.0603
4 20.44 17.84 18.74 17.82 0.0579
5 20.22 19.50 17.74 17.72 0.0109
6 20.23 17.71 19.49 17.71 0.0109
7 20.25 17.72 17.67 19.46 0.0103
8 19.80 17.35 17.45 20.09 0.0064
9 19.81 17.20 20.10 17.28 0.0059
10 19.80 20.11 17.18 17.39 0.0050

objective value as well. It is important to note that docetaxel has a mandated one-week rest period; hence, the
model has very little flexibility for administration of this drug. In other words, as opposed to oral drugs that can
be administrated frequently to keep their concentrations constantly high during the treatment period, the doce-
taxel concentration is much lower than its maximum level for most of the treatment period. Because of this oper-
ational constraint, changes to the elimination rate of this drug directly influence its concentration profile and
lead to relatively high impacts on the optimal objective value. As shown in Figure 5, (c) and (d), the model shows

Figure 4. (Color online) Treatment Effect on Tumor Cell Populations Under Scenarios 1-4 Given by the Neoadjuvant Chance-

Constrained Model (17)
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Figure 5. (Color online) Sensitivity Analysis Results for the Deterministic Model (14) with Respect to Pharmacokinetics and
Pharmacodynamics Parameters
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Notes. (a) Elimination rate. (b) Kill effect on cancer cells. (c) Kill effect on white blood cells. (d) Temporal resistance.

much less sensitivity to the parameters representing fractional kill effect on white blood cells and temporal resis-
tance, that is, n, ,, and p, ;. The low impact of 1, ,, comparative to 1, , is justified by the fact that the model has a
tumor shrinkage—based objective.

Another important observation regarding the impact of operational constraints on the optimal objective value
of Model (14) concerns the elimination rate of etoposide; see Figure 5(a). The increasing patterns observed from
0.7 to 0.9 (as fractions of the original value) and from 1.0 to 1.2 are justified by the fact that higher elimination
rates lead to lower drug concentrations and smaller effects on tumor cells. However, a better objective value is
obtained when the elimination rate changes from 0.9 to 1.0. This is because the optimal administration regimen
for etoposide changes in this interval. In fact, a higher elimination rate allows the model to administer etoposide
more frequently without violation of the maximum permissible concentration given the discrete administration
times. A similar phenomenon underlies the change of slope observed in this figure for capecitabine. Finally, we
note that the value of the elimination rate parameter of a drug is physically restricted to & = 1.0 day™'; hence, the
etoposide curve in Figure 5(a) terminates at & = 1.2 x 0.8 = 0.96 day .

Aside from the pharmacokinetics and pharmacodynamics parameters, we evaluated the impact of changes to
operational parameters governing the combination chemotherapy optimization model (14). In particular, we
investigated changes to the maximum permissible dose (and concentration) for each drug and the neutropenia
threshold. Recall that the maximum permissible doses (and concentrations) used in our numerical study are
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Figure 6. (Color online) Sensitivity Analysis Results for the Deterministic Model (14) with Respect to Operational Parameters
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Notes. (a) Maximum permissible dose (and concentration). (b) Neutropenia threshold.

based on common administration regimens in clinical trials. For capecitabine, the clinical administration dose
translates to eight pills per day, restricted to at most four pills per meal; we denote this regimen by 8/4 hereafter.
We considered increasing these limits to 10/5 and decreasing them to 6/3. Based on the new values, we calcu-
lated the maximum permissible doses and drug concentration through simulation of the corresponding clinical
trial. Similarly, for etoposide, we considered changing the current administration regimen of 2/1 to 3/2 and 1/1.
In the presentation of the result to follow, with a slight abuse of the term “dose,” we demonstrate these changes
as 25% increase and decrease to the maximum permissible dose. For the intravenous drug, docetaxel, we directly
applied the 25% increase and decrease to the current maximum permissible daily dose and infusion rate; similar
to oral drugs, we obtain the corresponding maximum permissible concentration from simulation of the corre-
sponding clinical trial with the new administration values. Figure 6(a) illustrates the results. According to this
figure, the maximum permissible dose (and concentration) constraints are the most restrictive for etoposide, and
their relative relaxation can significantly impact the treatment outcome. Note that the new optimal solutions sat-
isfy the neutropenia constraint; under higher administration doses, the count of neutrophils never falls below the
neutropenia threshold, but it reaches this level much earlier and stays there for the rest of the treatment period.
Such an increased dose may lead to side effects other than neutropenia, which are not captured by our model.

Normal white blood cell counts vary across patients; different individuals may have different white blood cell
thresholds for the associated side effects. In our sensitivity analysis, we changed the neutropenia threshold in
10% increments and measured its impact on the optimal objective value; the results are illustrated in Figure 6(b).
Given the tightness of the neutropenia constraint, as mentioned before, deterioration of the optimal objective
value because of the increase of neutropenia threshold is well-justified. This figure also shows that decreasing
the neutropenia threshold below 90% of the current level will not affect the optimal objective value given the spe-
cified values for other parameters in our model. This observation demonstrates that, below this level, other oper-
ational constraints, that is, maximum permissible doses and concentrations, are the driving factors.

Sensitivity analysis with respect to the chance parameter € in the stochastic model (17) is also of great interest.
Such results, however, are highly dependent on tumor composition scenarios and their probabilities. For exam-
ple, given three scenarios with the probabilities of 0.40, 0.35, and 0.25, the closest meaningful choice of € to e =0
would be € = 0.25. Therefore, such an effort must be equally focused on the branching process to generate rigor-
ous and reliable results, which is beyond the scope of this paper. The choice of € = 0.05 in our numerical study
follows the common engineering practice (95% confidence). For clinical applications, this threshold must be
determined on a case-by-case basis, considering the patients” conditions and clinicians’ judgment.

6. Conclusion

This paper presents a mixed-integer linear programming model for combination chemotherapy optimization,
which seeks to find an optimal administration dose and schedule for cytotoxic drugs by minimizing the cancer
cell population at the end of a treatment period. As opposed to previous works that often ignore operational
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considerations or low white blood cell counts as a toxic effect, we incorporate these constraints. We also extend
this model to account for the uncertainty of tumor heterogeneity and present a chanced-constrained model for
neoadjuvant chemotherapy. We use the literature and published clinical data to calibrate our model parameters
for a case of breast cancer and present the results of our numerical study. We perform sensitivity analyses to
identify the most influential parameters on the model outcomes. Our models provide a framework for the explo-
ration of new, individualized dose guidelines.

The computational framework proposed in this paper is not limited to chemotherapy and cytotoxic drugs; it
can be extended to other drug-based treatments that necessitate making discrete decisions in continuously evolv-
ing environments. For example, our methodology may be applicable to designing colistin-based antibiotic treat-
ment against Gram-negative bacteria, which can develop colistin resistance within its colony (Yang et al. 2017).
However, it is important to note that biological systems are extremely complex, and every computational model
representing these systems has its own limitations, which need to be considered for clinical applications.
Whereas the proposed model carefully considers the representational validity of its pharmacokinetics and phar-
macodynamics components as well as the operational constraints of chemotherapy, the quality of its outcomes
highly relies on the accuracy of the model parameters; small errors in estimating these parameters may lead to
significantly different clinical outcomes. In addition, our model only considers the effect of chemotherapy on the
immune system and the count of white blood cells as the measure of treatment toxicity, whereas chemotherapy
may come with several different side effects. For example, chemotherapy may highly increase the risk of acute
kidney injury (Li et al. 2017); clinical applications must consider all major side effects of chemotherapy.

An immediate research direction to extend this work would be to investigate the optimal configuration of rest
periods over an entire combination chemotherapy treatment period. Some other potential directions stemming
from this work include improving estimates of model (pharmacokinetics and pharmacodynamics) parameters,
considering other drugs or types of cancer in the numerical study, and factoring additional toxicities. We also
encourage future researchers to extend this work by incorporating the risk of metastatic disease into the chemo-
therapy optimization problem. Another line of research could focus on multidrug resistance and its effect on the
risk of treatment failure. Performing sensitivity analysis with respect to the chance parameter €, with equal focus
on the branching process, is another direction to extend this work.
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