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Abstract
We propose an approach to extract speaker embeddings that are
robust to speaking style variations in text-independent speaker
verification. Typically, speaker embedding extraction includes
training a DNN for speaker classification and using the bottle-
neck features as speaker representations. Such a network has a
pooling layer to transform frame-level to utterance-level fea-
tures by calculating statistics over all utterance frames, with
equal weighting. However, self-attentive embeddings perform
weighted pooling such that the weights correspond to the im-
portance of the frames in a speaker classification task. Entropy
can capture acoustic variability due to speaking style variations.
Hence, an entropy-based variable frame rate vector is proposed
as an external conditioning vector for the self-attention layer
to provide the network with information that can address style
effects. This work explores five different approaches to con-
ditioning. The best conditioning approach, concatenation with
gating, provided statistically significant improvements over the
x-vector baseline in 12/23 tasks and was the same as the base-
line in 11/23 tasks when using the UCLA speaker variability
database. It also significantly outperformed self-attention with-
out conditioning in 9/23 tasks and was worse in 1/23. The
method also showed significant improvements in multi-speaker
scenarios of SITW.
Index Terms: Self-attention, conditioning vector, style-robust,
x-vector, variable frame rate

1. Introduction
Speaking style varies in day-to-day situations such as when
reading aloud, talking with a friend, or being highly emo-
tional. These variations result in differences in acoustic prop-
erties such as pauses between words, different speaking rates,
prosodic variations, elongation of vowels, and incomplete plo-
sive bursts [1, 2]. Such variability degrades the performance
of automatic speaker verification (ASV) systems. The ef-
fects of style mismatch on ASV performance were analyzed
in [3, 4, 5, 6, 7], and some studies addressed such degradation
by the use of a joint factor analysis framework [8, 9]. A re-
cent study [10] used curriculum-learning-based transfer learn-
ing to address style-variability in neutral/physical stress situa-
tions. However, the majority of these studies assume the pres-
ence of training data in different style conditions. But cor-
pora with different speaking styles from a sufficient number of
speakers are not available.

Our recent work [11] addressed the issue of speaking
style variability by using an entropy-based variable frame rate
(VFR) technique to perform data augmentation. Entropy in-
herently captures spectral and temporal variations across dif-
ferent styles [11, 12, 13]. Thus, by applying VFR, style-
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variant speaker embeddings were obtained. However, that work
performed data augmentation on the PLDA backend and the
speaker embeddings themselves were not style-robust. In con-
trast, this paper focuses on applying VFR during training of the
embedding extractor to obtain embeddings that are style robust.

ASV systems generally use pooling to obtain a fixed-
dimension representation from variable-length utterances.
In [14], the pooling was performed at the last hidden layer.
Recently, [15, 16] used a statistics pooling layer to calculate
the mean and standard deviation of the utterance resulting in
a fixed-dimension representation assuming each frame to be
equally important. However, we know that not all frames are
equally important in conveying speaker or content informa-
tion [17]. To address this issue few studies [18, 19, 20, 21, 22]
have proposed using self-attention in the pooling layer and
have observed performance improvements in ASV tasks. Re-
cently, [23] decoupled attention weights extracted from an x-
vector system and used them in combination with an i-vector
system and showed performance improvements. The results
confirm that attention weights can better represent the relative
importance of each frame irrespective of the underlying embed-
dings. To learn weights so that the embeddings are style-robust,
the attention network needs information to address style effects.

The proposed method in this paper was inspired by [24],
which integrated external linguistic knowledge as a condition-
ing vector into the self-attention network in three different ways
for NLP tasks. Given our prior work on VFR data augmenta-
tion [11], we hypothesize that the VFR output can be used as a
conditioning vector for a self-attention network to extract style-
robust speaker representations. Hence, this work proposes a
new approach that uses entropy-based VFR as a conditioning
vector for the self-attentive pooling layer. To the best of our
knowledge, this is the first work to perform external knowledge
integration in this manner for speaker representation learning.

2. Proposed Method
Differences across speaking styles can be categorized into
rhythmic variations, including speech rate, long pauses,
changes in phoneme duration, boundary articulation, and
prosodic variations. However, prosodic variations are asso-
ciated with speaker identity and disentangling prosody from
speech degrades performance. We address the effects of rhyth-
mic variations between styles on ASV performance.

The proposed method includes self-attentive statistical
pooling with VFR conditioning for style-robust speaker verifi-
cation. This approach uses an x-vector/PLDA framework [16].
The inputs to this system are 30-dimensional mel-frequency
cepstral coefficients (MFCCs) using a 25 ms frame length and
a 10 ms frame shift. The MFCCs are mean normalized over a
sliding window of up to 3 secs. Extrinsic data augmentation of
noise and reverberation [16] was applied to the training data.
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Figure 1: Self-attentive statistics pooling with entropy-based
variable frame rate conditioning.

2.1. Network architecture

The network architecture of the proposed method is shown in
Figure 1. It builds upon the network structure from x-vectors.
Layers l1 to l5 operate at the frame-level, with a small temporal
context centered at the current frame t. l1 operates on frames
(t− 2) to (t+ 2), followed by l2 which operates on the output
l1 at time steps {t − 2, t, t + 2} and finally l3 operates on the
output of l2 at time steps {t − 3, t, t + 3}. Layers l4 and l5 do
not add temporal contexts, resulting in a total temporal context
of fifteen frames. The pooling layer uses self-attention with
conditioning vector, c(xt) providing weighted statistics. The
output of pooling is propagated to the fully connected layers l6
and l7 and to the softmax output layer. The network is trained to
classify speakers using cross-entropy. ReLUs are used as non-
linearities. The output of the affine component of l6 is used as
speaker embedding and sent to the PLDA backend.

2.2. Self-attentive pooling

As described earlier, self-attentive pooling learns weights max-
imizing the speaker classification performance during training
and calculates weighted statistics. Let the input to the pooling
layer from hidden layer l5 at frame t be ut. Self-attention [25]
calculates scores αt for each frame providing the weighted av-
erage (µ̃) and the weighted standard deviation (σ̃) of ut:

αt = softmax(WT
2 f(W1ut + b1) + b2) (1)

µ̃ =

T∑
t=1

αtut, σ̃ =

√√√√ T∑
t=1

αtut � ut − µ̃� µ̃ (2)

where � is the Hadamard product; W2 and W1 are the weight
matrices and b1 and b2 are biases for the attention layer; f(.) is
a non-linear activation function, a sigmoid in this case.

2.3. External conditioning: Variable frame rate

In [11], an entropy-based VFR technique was proposed to gen-
erate style-variant representations for data augmentation to ad-
dress speaking style mismatch. Here, entropy-based VFR out-
put is used as a conditioning vector in the self-attention network.

2.3.1. Entropy Computation

Assume a random variable ν ∈ RK whose probability distri-
bution function (PDF), p(ν) is a K-dimensional Gaussian. Let
the mean and covariance matrix of the random variable be rep-
resented as µ and Σ. The entropy can be calculated as:

H(ν) = −
∫
p(ν) ln p(ν)dν

= −
∫
p(ν)

[
− 1

2
(ν − µ)TΣ−1(ν − µ)− ln |2πΣ|

1
2

]
dν

=
K

2
+

1

2
ln |2πΣ| (3)

The entropy calculation in Equation 3 is approximated as
H(ν) ≈ K ln

√
2π + ln Tr Σ, to facilitate faster computation

and avoid an ill-posed problem when the covariance matrix of
ν is not full rank [26].

2.3.2. Implementation of variable frame rate

We use a 25 ms Hamming window and “oversample” it with
a frame shift of 2.5 ms. The mel-filter spectra are used to cal-
culate the entropy curve every 15 ms with a 30 ms buffer. The
frame picking rate is decided based on the entropy curveH(νi),
i = 1, ..., N . The thresholds (T1, T2, T3), calculated as shown
in Equation 4, are applied to select the frame picking rates:

T1 = ω1Mmax + (1− ω1)Mmed

T2 = (1− ω2)Mmax + ω2Mmed

T3 = (1− ω3)Mmed + ω3Mmin,

(4)

where ω1, ω2, and ω3 are weighting parameters of values 0.7,
0.8, and 0.5, respectively [26]. Mmax, Mmed, and Mmin, are
the maximum, median, and minimum of the entropy curve per
utterance, respectively. We create a vector, z(x) composed of
1’s and 0’s where 1 indicates that the frame is picked and 0 indi-
cates that the frame is skipped. We compare the entropy, H(νi)
with thresholds from Equation 4 and pick every rth frame from
z(x) where r is a multiple of the 2.5 ms frame shift:

r =


2, if H(νi) ≥ T1

3, if T1 > H(νi) ≥ T2

4, if T2 > H(νi) ≥ T3

5, if T3 > H(νi)

(5)

When the entropy is high, more frames are selected, and when
the entropy is low, fewer frames are selected. Thus, equalizing
the entropy across the utterance. This “oversampled” (4 times
that of MFCCs) vector z(x) is reduced by calculating a sum
over every 4 frames to obtain the conditioning vector c(x),

c(x4i) =

4∑
j=1

z(x4i+j) , i = 0, 1, . . . ,
N

4
(6)

Recall, that we focus on compensating for the rhythmic vari-
ations between styles, and these variations can be captured by
between-frame entropy. Hence, we hypothesize that an entropy-
based conditioning vector may implicitly represent spectral and
temporal variations in style and thereby provide self-attention
with information to compensate for style effects.



2.4. Conditional Attention

As mentioned earlier, VFR is used as a conditioning vector,
c(xt) in self-attentive pooling by updating f(ut) in Equation 1
with f(ut, c(xt)). There are multiple ways for adding the con-
ditioning vector and three such methods are explored [24].

2.4.1. Conditioning by concatenation

The conditioning vector is concatenated with the output of l5,
adding extra dimensions to ut. These new dimensions carry in-
formation about the signal’s entropy. || indicates concatenation,
Wc is the weight matrix, and bc is the bias vector. Thus:

fc(ut, c(xt)) = tanh(Wc[ut||c(xt)] + bc) (7)

2.4.2. Conditioning by gating

A gating mechanism is used to learn a feature mask from c(xt)
and apply it to ut ( t = 1, . . . , T ) the output of the hidden layer
(l5) before pooling. A sigmoid is used for the mask to generate
values between 0 and 1. As the VFR output conditions gating,
frames are selected for pooling based on signal entropy. Wg is
the weight matrix and bg is the bias vector. Hence:

fg(ut, c(xt)) = σ(Wg(c(xt) + bg)� ut (8)

2.4.3. Conditioning using affine transformation

An affine transformation is applied on the hidden layer (l5) out-
put, ut by using the conditional vector to calculate scaling γ(.)
and shifting β(.). Wγ ,Wβ are the weight matrices and bγ ,bβ
are the bias vectors, providing self-attention:

fa(ut, c(xt)) = γ(c(xt))� ut + β(c(xt)) (9)
γ(x) = Wγx + bγ , β(x) = Wβx + bβ (10)

Additional methods are studied: concatenation in combination
with gating, and concatenation in combination with affine. Gat-
ing is a special case of affine transformation with β = 0 and
γ ∈ [0, 1]. Thus, those two methods are not combined.

3. Experiments and Results
3.1. Databases

3.1.1. The UCLA Speaker Variability Database (SVD)

The UCLA SVD database [27, 28, 29, 30] is used to evalu-
ate ASV performance in the presence of style variability. It
consists of recordings from 202 female and male speakers
performing various speech tasks in a sound-attenuated booth
with a sampling rate of 22kHz. We used reading sentences
(≈ 75 sec per speaker); giving instructions representing un-
scripted clear monologue style (≈ 30 sec per speaker); nar-
rating a recent neutral, happy, or annoying conversation rep-
resenting unscripted affective speech (≈ 30 sec each affect
per speaker); speaker’s side of the conversation on a call
representing unscripted conversational style (60–120 sec per
speaker); and pet-directed speech, characterized by exagger-
ated prosody (60–120 sec per speaker). To effectively evalu-
ate style-robustness, we require negligible effect from phonetic
variability. We use 30-sec long speech samples to cover enough
phonetic variability and capture speaker idiosyncratic informa-
tion [31]. A total of 1,838 30-sec segments are extracted. We
require a minimum of 1 min of speech per speaker to gener-
ate style-matched trials. However, many speakers had less than

1 min of pet-directed or affect-matched narrative speech, and
style-matched tasks for those styles were omitted. We hence
obtain 23 tasks (5 styles in matched and mismatched conditions
except for style-matched pet-directed and narrative cases). To
match the sampling rate of other databases used, the data were
downsampled to 16 kHz.

3.1.2. The Speakers in the Wild Database (SITW)

The proposed approach was also evaluated on SITW [32] EVAL
set to examine its effects on a large-scale public database. SITW
has 2,883 recordings from 117 male and 63 female speakers di-
vided into 6,445 utterances sampled at 16 kHz. SITW consists
of both single- and multiple-speaker audio with segment labels
for person of interest (POI) in enrollment utterances. Enroll-
ment utterances include core (single POI) and assist (multiple
speakers with segmentation labels for POI) and test utterances
include core (single POI) and multi (multiple speakers with no
segmentation labels for POI).

3.1.3. VoxCeleb Database

Training was performed using the DEV set from Vox-
celeb2 [33]. It consists of speech from YouTube videos of 3,682
male and 2,313 female speakers and includes 1,092,009 utter-
ances with a sampling rate of 16 kHz. We did not use Vox-
Celeb2 for testing because it comprises interview-style speech
and does not include different styles per speaker.

3.2. Experimental Setup

As is commonly used, the embedding extractor had 512 nodes
in each of l1 to l4, l5 had 1500 nodes, while l6 and l7 had 512
nodes. The self-attention layer had 500 nodes. The experiments
were setup using Pytorch [34] and Kaldi [35] with Adam opti-
mizer [36] and a batch size of 128 trained for 100 epochs.

3.3. Results and Discussion

3.3.1. UCLA SVD evaluation

Table 1 shows the equal error rate (EER) for an x-vector base-
line, self-attentive network, and the five conditioning methods.
Statistical significance (p < 0.05) was evaluated using the Mc-
Nemar’s test [37]. The baseline x-vector performs better for
style-matched tasks than style-mismatched ones. For instance,
when enrolled with conversational speech, the style-matched
task results in an EER of 0.57%. However, style-mismatched
tasks have EERs of 2.03%, 2.97%, 1.94% and 20% for read,
instructions, narrative, and pet-directed speech, respectively.

To evaluate the need for a self-attention layer, another
model is trained with VFR as weights for statistical pooling.
However, as seen in Table 1, performance degrades when using
this approach (VFR weights). Thus, VFR by itself may not be
sufficient to provide meaningful weights for each frame.

Self-attentive speaker embeddings provide a statistically
significant improvement over x-vector baseline in 6/23 tasks
and only degrades in the narrative–conversation task. These im-
provements are due to embeddings with better speaker discrim-
ination capabilities, in agreement with the results in [19, 20].

Compared to the x-vector performance, among the pro-
posed approaches of VFR conditioning, Combined A (con-
catenation with gating) results in statistically significant im-
provements in 12/23 tasks, while Combined B (concatenation
with affine transformation) results in statistically significant im-
provements in 6/23 tasks. Among the three individual VFR



Table 1: EER(%) for the UCLA database. Best results for each task are boldfaced. If denoted by a ‘*’ it is not a statistically significant
improvement over the baseline. Combined A (concatenation with gating) and Combined B (concatenation with affine).

Enroll Test x-vector VFR weights Self-attention Concatenation Gating Affine Combined A Combined B

read

read 0.50 1.00 0.50 0.50 0.50 0.50 0.50 0.50
instructions 0.49 2.44 0.49 0.49 0.49 0.49 0.49 0.49
conversation 2.86 6.86 2.29 2.29 2.86 2.29 2.29 2.86

narrative 0.80 2.55 0.80 0.80 0.80 0.64* 0.80 0.64*
pet-directed 17.14 22.86 17.14 14.29 17.14 14.29 14.29 14.29

instructions

read 1.47 3.43 1.47 0.98 1.47 1.47 0.98 1.47
instructions 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
conversation 2.79 6.70 2.79 2.79 3.35 3.35 2.79 2.24

narrative 1.23 2.61 1.08 0.92 0.92 0.92 0.77 0.92
pet-directed 18.92 24.32 16.22 16.22 16.22 16.22 13.51 16.22

conversation

read 2.03 5.08 1.52 1.52 2.03 1.52 1.52 1.52
instructions 2.97 4.95 2.48* 2.48* 2.97 2.48* 2.48* 2.48*
conversation 0.57 1.72 0.57 0.57 0.57 0.57 0.57 0.57

narrative 1.94 5.98 1.78 1.94 2.59 2.10 1.94 2.10
pet-directed 20.00 22.86 20.00 20.00 17.14 17.14 17.14 17.14

narrative

read 0.48 1.76 0.32* 0.32* 0.32* 0.32* 0.32* 0.16
instructions 0.46 1.08 0.46 0.46 0.46 0.46 0.46 0.46
conversation 1.46 4.56 1.64 1.83 1.64 1.28 1.10 1.10
pet-directed 18.58 26.55 18.58 13.27 18.58 15.93 13.27 16.81

pet-directed

read 14.29 20.00 14.29 11.43 14.29 14.29 14.29 14.29
instructions 18.92 27.03 18.92 18.92 16.22 16.22 13.51 16.22
conversation 21.21 24.24 21.21 21.21 18.18 21.21 18.18 21.21

narrative 19.47 28.32 17.70 15.93 19.47 17.70 14.16 17.70

Table 2: EER(%) for the SITW database. Best results for each
task are boldfaced and are statistically significant improvement
over the baseline. Combined A (concatenation with gating) and
Combined B (concatenation with affine).

Model Core-Core Core-Multi Assist-Core Assist-Multi

x-vector 3.66 5.87 5.47 6.9
VFR weights 8.17 10.67 10.17 11.82
Self-attention 3.91 6.09 5.51 6.64
Concatenation 3.86 5.83 5.35 6.35

Gating 4.32 6.64 6.25 7.61
Affine 3.91 5.95 5.41 6.58

Combined A 3.69 5.81 5.26 6.54
Combined B 3.91 6.17 5.83 7.16

conditioning methods, concatenation results in statistically sig-
nificant improvements in 8/23 tasks, gating in 5/23 tasks, and
affine transformation in 10/23 tasks. For the remaining tasks,
all conditioning methods perform the same as x-vector. Gat-
ing is a special case of affine transformation, and individually
gating performs worse than affine, but when combined with
concatenation, it performs better. Moreover, the best perform-
ing method, VFR conditioning by concatenation with gating,
provided significant improvement over the self-attentive em-
beddings in 10/23 tasks and only degraded in conversation–
narrative tasks. The results support the hypothesis that includ-
ing the VFR conditioning vector in self-attention facilitates the
speaker representations to be robust to speaking style variations.

In all style-matched cases i.e, for read–read, instructions–
instructions and conversation–conversation, no performance
improvement was observed. Because there are no style dif-
ferences in these cases, it is expected that there may not
be improvements for style-matched cases. Among the style-

mismatched cases, performance remained the same for read–
instruction and conversation–narrative. Read and instruction
are closely-related styles as one is scripted clear speech and the
other is an unscripted clear monologue speech. In fact, the per-
formance in the case of read–instruction is close to the style-
matched case of read–read. We believe the same applies to con-
versation and narrative, because these two styles are closely re-
lated, one being unscripted conversational speech and the other
being unscripted narration. All other cases improved in at least
one of the conditioning approaches. Attention visualization is
not presented as it did not provide an intuitive explanation.

3.3.2. SITW evaluation

SITW evaluation results are in Table 2. Conditioning provides
improvements over x-vectors in Core-Multi, Assist-Core, and
Assist-Multi. For the Core-Multi and Assist-Core cases, the
best performing method is conditioning using concatenation
with gating. However, in Assist-Multi, conditioning with con-
catenation performs the best. The proposed method provides
performance improvements in multi-speaker scenarios. These
scenarios include more variations in style as they are dialogues.

4. Conclusion
This paper shows that entropy-based VFR used to condition
self-attentive speaker embeddings provide style-robust repre-
sentations. The best conditioning approach, concatenation with
gating, results in statistically significant ASV improvements
over the x-vector baseline for both the UCLA SVD database and
multi-speaker scenarios in the SITW evaluation set. In the fu-
ture, we will investigate the proposed method on short-duration
scenario [38, 39] and with other embedding extractors that uti-
lize a pooling layer [40, 21].
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