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Abstract—Recently, end-to-end models have been widely used
in automatic speech recognition (ASR) systems. Two of the
most representative approaches are connectionist temporal clas-
sification (CTC) and attention-based encoder-decoder (AED)
models. Autoregressive transformers, variants of AED, adopt an
autoregressive mechanism for token generation and thus are
relatively slow during inference. In this paper, we present a
comprehensive study of a CTC Alignment-based Single-Step Non-
Autoregressive Transformer (CASS-NAT) for end-to-end ASR. In
CASS-NAT, word embeddings in the autoregressive transformer
(AT) are substituted with token-level acoustic embeddings (TAE)
that are extracted from encoder outputs with the acoustical
boundary information offered by the CTC alignment. TAE can
be obtained in parallel, resulting in a parallel generation of
output tokens. During training, Viterbi-alignment is used for
TAE generation, and multiple training strategies are further
explored to improve the word error rate (WER) performance.
During inference, an error-based alignment sampling method
is investigated in depth to reduce the alignment mismatch in
the training and testing processes. Experimental results show
that the CASS-NAT has a WER that is close to AT on various
ASR tasks, while providing a ~24x inference speedup. With and
without self-supervised learning, we achieve new state-of-the-art
results for non-autoregressive models on several datasets. We also
analyze the behavior of the CASS-NAT decoder to explain why
it can perform similarly to AT. We find that TAEs have similar
functionality to word embeddings for grammatical structures,
which might indicate the possibility of learning some semantic
information from TAEs without a language model.

Index Terms—CTC alignment, non-autoregressive transformer,
end-to-end ASR, intermediate loss.

I. INTRODUCTION

ND-to-end models have proven successful for speech

recognition because of their ability to play the role of
the acoustic, pronunciation, and language model in one single
neural network [1], [2]. Training the above components to-
gether leads to fewer intermediate errors and thus a lower word
error rate (WER) for ASR systems. This training mechanism
also requires fewer model parameters, which is suitable for
on-device deployment. Connectionist temporal classification
(CTC) [3], attention-based encoder decoder (AED) [4], and
RNN-Transducers [5], [6] are the most widely used end-
to-end models. CTC has a high decoding efficiency when
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using the best path decoding strategy, but it is restricted by
its assumption of conditionally independent outputs. AED,
like the autoregressive transformer (AT) [7], [8], models
output dependencies by incorporating a language-model-style
decoder. However, the decoding in AT adopts an autoregressive
mechanism for joint probability factorization, leading to a step-
by-step generation of output tokens. Such a mechanism lowers
the inference speed for ASR, which is an essential factor when
designing an efficient ASR system.

Recently, non-autoregressive mechanisms have received in-
creasing attention for their decoding efficiency, enabled by
generating output tokens in parallel [9]-[14]. There are two
major types of Non-Autoregressive methods for Transformers
(NAT): (i) iterative NATs, and (ii) single-step NATs or one-
shot NATs. The prevailing iterative NATSs relax the strict non-
autoregressive condition and iteratively generate outputs with
K decoding passes. Thus, iterative NAT's are sometimes called
“semi-NAT”. Single-step NATs, however, can generate the
output sequence in one iteration. Different from the methods
in neural machine translation that extend encoder input as
the decoder input, single-step NATs for speech recognition
extract high-level acoustic representations as the decoder input,
assuming that language semantics can be captured by the
acoustic representations [15]-[17]. These acoustic represen-
tations, however, are either implicit, extracted by attention
mechanism [15] or incomplete using only CTC spikes [16],
which make learning language semantics difficult.

Non-autoregressive methods continue to be proposed based
on CTC because of its efficiency [18]. For example, Chi et
al. proposed to train a refiner to iteratively improve CTC
alignment based on the previous outputs of the refiner [19]. In
[20], CTC alignment is enhanced with a mask token as a prior
information for the decoder in each iteration. Nozaki et al.
alleviate the output-independent problem of CTC by using in-
termediate predictions as additional inputs [21]. Furthermore,
[22] improves the WER performance of a pure CTC model by
a large margin using Wav2vec2.0 pretraining techniques. The
performance of these methods, however, is still worse than
their autoregressive transformer (AT) counterparts.

In this paper, we present a comprehensive study of a NAT
framework by utilizing alignments over the CTC output space.
The framework can generate the output sequence within one
iteration, so we refer to it as CTC Alignment-based Single
Step NAT (CASS-NAT). In CASS-NAT, there are four major
modules: encoder, token-level acoustic embedding extractor
(TAEE), self-attention decoder (SAD), and mixed-attention
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decoder (MAD). The encoder is used to extract a high-level
acoustic representation for each frame. The TAEE extracts a
more meaningful token-level acoustic embedding (TAE) using
the information given by alignments over the CTC output
space. The SAD and MAD model the dependencies between
TAEs, where MAD considers encoder outputs directly for the
purpose of source-attention while SAD does not. However,
SAD indirectly uses the information from the encoder through
the TAEs for self-attention. Since TAEs can be obtained in
parallel, no recurrence in output sequence generation exists.
Meanwhile, the two decoder modules can model the depen-
dencies between TAEs in the latent space.

We summarize the contributions of this work as: 1)
detailed experiments to examine the effect of various decoder
structures on the WER, while the settings of SAD and MAD in
[23] were intuitively selected; 2) an investigation of the impact
of the hyper-parameters on the proposed error-based sampling
alignment (ESA) method, such as the sampling threshold, the
number of sampled alignments, and the scoring model for
ranking the sampled alignments. The investigation reveals a
trade-off between accuracy and inference efficiency, which was
not covered in [23]; 3) comparisons of the effectiveness of each
individual training strategy in [24] and their combinations are
presented for a better understanding of the proposed training
strategies. Knowledge distillation, which is not covered in [24],
is also included in this work; 4) an investigation of various
encoder initialization schemes (including AT encoder, CTC
encoder, and random initialization) for CASS-NAT training
since the quality of the CTC alignment is highly relevant
to model accuracy. The HUBERT encoder [25] is included
in the comparison as well. Such an investigation was not
done in earlier publications; and 5) use the proposed methods
on diverse datasets (LibriSpeech: adult-read, TED2: adult-
spontaneous, MyST: child-spontaneous, and Aishelll: adult-
Mandarin-read) to validate the generalizability of our algo-
rithm, and obtain new state-of-the-art ASR results for non-
autoregressive models. Our earlier publications reported results
on only LibriSpeech and Aishelll.

The remainder of the paper is organized as follows. Section
II introduces the background of end-to-end models and related
work. Section III describes the CASS-NAT framework, includ-
ing system architecture and training and inference strategies.
Experimental setups are described in Section IV, and results
are shown and discussed in Section V. We conclude the paper
in Section VI.

II. BACKGROUND

We first review the important concepts behind the pro-
posed methods and provide basic notations. Let X =
(z1,...,2¢,...,x7) denote the input sequence, where x; con-
tains speech features of frame t. Y = (y1,..., Yu,...,yu) is
the output sequence, where y, is a token at position u. The
goal of speech recognition tasks is to find the best probable
transcription Y given acoustic information X, which can be
formulated as Y* = argmax P(Y|X).

Y

A. Autoregressive Models

Recently, transformers are shown to be the best-performing
autoregressive models (AT) [8], [26]. AT adopts an encoder-
decoder structure, where the decoder generates each token
conditioned on all previous tokens. This architecture de-
sign achieves sequence modelling by a chain of conditional
probabilities, where each conditional probability constructs a
classification problem. The AT model is then trained through
an objective function as follows:

U
Lar = —log P(Y|X) = —log [] P(yily<i, X)
=1
(1

U
== log P(yily<i, X)
i=1
where P is the probability distribution of the AT model and
y<i are all previous tokens before the i*" token.

AT can be trained efficiently by using all ground-truth
tokens as the decoder input (teacher-forcing) or using parallel
scheduled sampling [27]. During inference, however, a beam
search algorithm is used to obtain the most probable sequences
over the search space. The beam search and a requirement of
using history tokens for generation, destroy the parallelism in
AT, leading to low inference speed.

B. Non-autoregressive Models

Non-autoregressive models have no strict dependencies be-
tween tokens. For example, CTC has a conditional indepen-
dence assumption, while Mask-CTC [14] trains the decoder as
a masked language model to build a weak dependency between
masked and unmasked tokens. By relaxing the dependency
assumption, it is possible to generate all tokens in parallel,
and thus increase inference speed.

1) CTC and its Alignment: The CTC model has no depen-
dency assumption between tokens. The posterior probability
of Y given X can be directly computed by a multiplica-
tion of the probability for each frame with each other. Let
Z ={z1,...,2t, ..., 27} be the output of the model, where z;
stands for the output at time step ¢ corresponding to the input
x¢. The length of Z, however, is always longer than that of Y
for a speech recognition task. To compute the loss, a special
blank token b is added in the vocabulary; b can be predicted
as an output of Z at any time step. During inference, b and
repeated tokens are removed to obtain a shorter sequence Y,
where this process can be defined as a mapping rule 5. During
training, there exist multiple Zs that can be mapped to Y using
the rule 5. As a consequence, CTC loss is a summation of all
such Zs, which is formulated as follows [3]:

Lore = —log P(Y|X) = —log >
Zep~1(Y)

T
= —log Z HP(Zt|X)

zep~1(Y) t=1

P(Z]X)
2
where 37! is the inverse of the mapping rule.

An aligned relationship between all time steps in X and
tokens in Y is presented in each Z. Thus, Z is also called an
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CTC alignment, which is similar to the alignment in HMM-
based ASR systems. In this paper, we consider the benefits of
the information offered by the alignment Z to achieve a single-
step NAT for end-to-end speech recognition. Z* is referred to
as the Viterbi-alignment when it has the maximum probability
of being mapped to the ground truth Y.

2) Single-step NAT: Single-step NATs use the encoder-
decoder structure, making the output the same length as Y.
The output tokens are still conditionally independent of each
other, just like CTC. But there is an implicit assumption that
language semantics can be captured by high-level acoustic
representations, which are similar to word embeddings. The
model is updated using a cross entropy loss for each token,
which can be formulated as:

U
Lyar = —log P(Y|X) == log P(i|X) (3

i=1

C. Other Related Works

1) Convolution-augmented  self-attention:  The  self-
attention module in transformers captures global information
by a weighted summation of the whole sequence. However,
local information is also important for sequence modelling.
Taking speech features as an example, frequency details
in each vowel or consonant helps the recognition of these
sounds. In computer vision, convolution layers have proved
to be good at capturing local details within a kernel [28].
Recent works adopt this idea and augment transformers with
a convolution module [29]-[31] in ASR. Relative positional
encoding is also used in each self-attention module. The
convolution-augmented self-attention block can effectively
improve performance, but the improvement is only significant
if applied in the AT encoder. The AT decoder, on the
other hand, adopts a causal structure (upper triangular mask
matrix for attention) that captures less local details with a
convolution module, and thus the improvement would not
be significant in that case. In this paper, we explore the use
of convolution-augmented self-attention layers for the NAT
decoder in addition to the encoder.

2) Intermediate Loss: Deep transformers always suffer
from gradient vanishing, especially for parameters that are
distant from the output layers. Intermediate loss has previously
been proposed to add additional loss functions after each layer
to boost the gradient update [32], [33]. It has been proven
useful to use intermediate CTC loss for improving the per-
formance of the CTC model [34], [35]. In [36], intermediate
CE loss is used for training deep transformer-based acoustic
models for an HMM-based hybrid ASR system. In this paper,
we combine the usage of intermediate CTC and CE loss in
the proposed framework.

3) Self-supervised Learning: Self-supervised learning
(SSL) has been popular in recent years, especially for
low-resource tasks [25], [37]. We use HuBERT in our
experiments to further improve the system performance.
During pretraining, the HuBERT model reconstructs the
masked input given unmasked areas. We take advantage
of self-supervised pretraining to improve the modelling
capability of the encoder, and thus the quality of the CTC
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Fig. 1: An overview of the proposed CASS-NAT architecture.
CM and NCM represent a causal and non-causal mask, re-
spectively. TM stands for trigger mask.

alignment, which is important for accurate language semantics
modelling in the NAT decoder.

III. PROPOSED FRAMEWORK: CASS-NAT

In this section, we introduce the proposed CTC Alignment-
based Single Step Non-autoregressive Transformer (CASS-
NAT). We describe the mathematical derivation of the objec-
tive function, training strategies to improve performance, and
the proposed sampling-based decoding strategy.

A. System Architecture

The proposed CASS-NAT system architecture builds upon
the CTC/Attention hybrid architecture [38] to be non-
autoregressive using CTC alignments. Fig.1 shows the four
major modules in CASS-NAT: encoder, token acoustic em-
bedding extractor (TAEE), self-attention decoder (SAD) and
mixed-attention decoder (MAD).

1) Mask in attention: The attention mechanism is im-
portant for a transformer. The most basic computation in
the attention mechanism is scaled dot-product self-attention
using a sequence as input. Conventional self-attention utilizes
information across the whole sequence. But each output of
the self-attention mechanism is not necessarily dependent on
all of the input sequence. For example, a neural language
model uses an upper triangular matrix (mask matrix) to gather
information from only past tokens in a sequence. In Fig. 1,
we show three mask matrices for different purposes in the
four major modules. Since we do not consider a streaming
ASR model at this moment, non-causal mask (NCM) is used
in the encoder. The NCM is a matrix where the paddings
are zeros to prevent the padded tokens or padded frames
from attention computation. In TAEE, a trigger mask (TM) is
used to extract accurate token-level acoustic embeddings. TM
marks out the triggered frames, such that the positions of used
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frames are marked as ones, while other positions are marked
as zeros. Examples of TM can be found in Section III-A3.
MAD contains both self-attention and cross-attention layers,
which are similar to an AT decoder. In such cases, either a
causal mask (CM) or NCM can be used for the self-attention
layer, and either a NCM or TM can be used for the cross-
attention layer. The different choices of the mask matrices in
MAD are explored experimentally in Section V-A. Eventually,
the self-attention computation can be augmented with a mask
matrix as follows:

) QKT
A =
ttention(Q, K, V, M) (Softmax ( NG ) ® M) \%
“4)
where Q € R"*d K € R™>d% V ¢ R™Xdv and
M € R™ ™ are the query, key, value and mask matrices,
respectively.

2) Encoder: The encoder extracts high-level acoustic rep-
resentations [ from speech features X. A linear layer with a
CTC loss function is added after the encoder as shown in Fig.1.
The role of CTC is to obtain an alignment over the CTC output
space to offer auxiliary information for the token acoustic em-
bedding extractor (TAEE). During training, Viterbi-alignment
is used. During inference, various methods for sampling from
the CTC output space are explored experimentally.

3) Token Acoustic Embedding Extractor: The token
acoustic embedding extractor is designed to extract token-level
acoustic embedding (TAE) with the auxiliary information of-
ferred by the CTC alignment. For example, given an alignment
Z ={z1,..., 2, ..., 2T}, We can estimate an acoustic segment
for each token u as {t,—1 +1,...,t,} (note that 1 here refers
to one frame), and the number of tokens in Z.

First, CTC alignments offer an acoustic boundary for each
token y,, which is then transformed into the trigger mask.
Specifically, we define a mapping rule from alignment to
trigger mask, and fix the rule in both the training and inference
phases. We regard the first non-blank index of each token
in the alignment as its end boundary. The intuition is our
assumption that the model will not output a token until
it sees all the acoustic information.of the token. Using the
first non-blank index is for simplicity and consistency in
training and decoding. For example, if an alignment is Z =
{,C,C,_,A,_,_,T,_} for the ground truth Y = {C, A, T},
where _ is the blank symbol, the end boundary for C and A is
Zy and Zs, respectively, and thus the trigger mask for token
A is [0,0,1,1,1,0,0,0,0]. The mapping rule might not be
accurate for acoustic segmentations, but it should be consistent
during the training and decoding. The trigger mask here is
different from that used in [39] for streaming purposes. In
[39], previous acoustic representations could be reused for
each token, and thus the trigger mask in the previous example
for token A is [1,1,1,1,1,0,0,0,0].

Second, CTC alignments provide the number of tokens
for the decoder input. After removing blank symbols and
repetitions, the number of tokens in an alignment Z is used as
the predicted length of sinusoidal positional encoding (decoder
input length). As shown in Fig. 1, TAE for each token
is then extracted with the trigger mask and the sinusoidal
positional encoding using a one-layer source-attention block.

The TAEs replace the word embeddings in AT to achieve
parallel generation of each sequence.

4) Self-attention Decoder: TAEs extracted from TAEE (see
Section III-A3) have the good property of parallel generation
and thus is used as a substitution of word embeddings for the
decoder input. Since there is no need to create recurrence in
the decoder, we use a non-causal mask (NCM) in the self-
attention decoder (SAD) to model the relationships between
TAEs.

5) Mixed-attention Decoder: We assume that TAE has a
similar capability of learning language semantics compared
to the word embedding. Hence, we design a mixed-attention
decoder (MAD) to retrace the encoder information for better
decision making at the output layer. Similar to an AT decoder,
MAD has a self-attention layer that uses either CM or NCM,
and a source-attention layer that uses either TM or NCM. A
linear layer is added after MAD, followed by a cross-entropy
loss. Since we use the Viterbi-alignement during training, the
output has the same length as the ground truth Y.

B. Training Details

The training criterion is presented in this section, followed
by various training strategies used to improve the performance
of CASS-NAT.

1) Training Criterion: In our framework, CTC alignments
Z are introduced as latent variables. Given X and Y in Sec.II,
the log-posterior probability can be decomposed into:

IOg P(Y|X) = log EZ\X[P(Y|Z3X)]7 VAIS q. (5)

where ¢ is the set of alignments that can be mapped to Y.
For those alignments that do not belong to g, we assume that
P(Y|Z, X) is equal to zero. To reduce computational cost, the
maximum approximation [40] is applied:

log P(Y|X) > Ezx[log P(Y|Z, X)]

1w TT P (6)

=~ méax og u1;[1 (yu|Zt,u,1+1:tu,1i1:T)
where E represents the expectation and t,, is the end boundary
of token u (tg = 0). All t,s can be estimated from the
alignment Z. We expect that TAEs can capture language
semantics to a certain degree (see Section V-E for analysis),
which helps alleviate performance degradation caused by the
independence of the output tokens.

The framework is trained by jointly optimizing a CTC loss
function on the encoder side (Lcor¢) and a cross entropy (CE)
loss function on the decoder side (Lg4..) with a task ratio A
[38], and thus the final loss function (Ljin) is defined as:

U

T
Liin = —Aog > [[ P(z:lX) —log [ [ P(yulzi, 11, X)
Zeqi=1
(7)

where P is the probability distribution, Z* is the most probable
alignment (Viterbi-alignment). The second term is a maximum
approximation for the log-posterior probability as computed by
Eq. 6.

u=1
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2) Convolution Augmented Self-attention Block: The self-
attention computation in Eq.4 considers global information
across the sequence, but ignores local details. To alleviate
this problem, convolution augmented self-attention blocks are
proposed to emphasise the modelling of local dependencies
of the input sequence in the encoder [30], [41]. Different
from previous work, we apply the convolution augmented self-
attention blocks in the SAD and MAD as well. Specifically,
the feed-forward layer is decomposed into two sub-layers to be
placed at the beginning and the end of the block. A convolution
layer similar to that in [30] is inserted after the self-attention
layer except that we empirically use layer normalization in-
stead of batch normalization. The final computation in the i
MAD can be formulated as:

$i=s; + %FFN(si) ®)
s; = & + LN(Aun(s;, §;, §;, NCM)) ®)
3;’ = s; + Conv(s;) (10)
s, =s, +LN(Attn(s, , H, H,NCM)) (11)
0i = LN(s." + SFFN(s}")) 12)

2

where LN indicates layer normalization and FFN is the feed-
forward network. NCM is non-causal mask. s; and o; are the
input and output of block i, respectively. The convolution-
augmented self-attention block can be used for other NAT
models.

Different from the usage of relative positional encoding
in [30], [42], we consider a maximum length of the relative
position k as in [27]. Therefore, 2k 4+ 1 position embedding
are learned to represent the relative position between [—k, k].

3) Intermediate Loss: Since CTC and CE loss func-
tions are jointly optimized in the CASS-NAT framework,
we incorporate intermediate CTC and intermediate CE
loss functions into Eq.7 so that the parameters in dif-
ferent layers can be updated at the same scale. Let
Laee = —log[1_, P(yul?f, 414,,X) and Lore =
—log> e, HiT:1 P(z]X), the objective function is re-
written as:

Ligine = Acp L™ + (1 — Aep) Ljid (13)
+ dereLETE + (1= Aere) LEi%
where Acg and A\cr¢ are task ratios. mid and final indicate
the layer position of the inserted loss functions. We found
intermediate loss to be more effective for CASS-NAT than
AT models [24]. The intermediate loss can be added to other
NAT models as well.

4) Trigger Mask Expansion: The quality of TAE relies on
the accuracy of the trigger mask (TM), which is mapped from
the CTC alignment. Although the CTC loss function is used to
optimize the alignment, there are still errors when doing forced
alignment over the CTC output space, leading to an inaccurate
TM. To address this issue, we expand TM to include contextual
frames for each token. For example, suppose the contextual
frame size is one, the acoustic boundary of token U becomes
{zt, 4, #t,+1}- The trigger mask will then be expanded

CTC Output ——— > CTC Alignments

1 2 3 4- .
2 | (095) | € 0.08) | K 001) Best Path Alignment (BPA):
29 |C(0.90) | _ (0.07) | Z (0.02) -C.0 L I, T, }
23 |C(050) | (0.35) | (0.10) =09
Error-based Sampling Alignment (ESA):
24 | - (0.97) | C(0.01) |K (0.01)
25 | - (0.61) | A(0.23) |0 (0.12) -0 Ty}

2 | - (0.48) | A(0.29) | O (0.10) {,c,c,, A,_,1,T,_}

27 | 1(041) | _(0.30) (4 (020)] .. | (,C.C\ A, T}
25 | _(0.95) | T(0.02) | D (0.02)

29 | T(0.95) | _(0.03) |D(0.01) {-.0,0,,4,A,1.T, }
210 | - (0.96) [T (0.02) |[D0oO1)| .. |L e

Scoring Model for decoder output

Fig. 2: Illustration of obtaining CTC alignments from CTC
outputs, including best path alignment (BPA) and error-
based alignment sampling alignment (ESA). C'(0.90) indicates
P(z; = C|X) = 0.90. “_” stands for a blank token. The
threshold 7 for sampling is set to 0.9.

by one in the subsequent acoustic embedding extraction. Note
that trigger mask expansion is designed specifically for CASS-
NAT.

C. Inference: Error-based Sampling Decoding

During decoding, it is essential to obtain a CTC alignment
that is close to the hypothetical Viterbi-alignment used in train-
ing. The transcription, however, is not available. We propose to
use three different alignment generation methods for inference:
(1) best path alignment (BPA); (2) beam search alignment
(BSA); and (3) error-based sampling alignment (ESA). We
also present the results of using Viterbi-alignment as an upper
bound of WER, assuming that transcriptions are available
during decoding, which is referred to as oracle alignment.
BPA is similar to CTC greedy decoding that selects the token
with the highest probability at each time step, but without
removing blank and repetitive tokens in the final sequence.
BSA is similar to beam search decoding over the CTC output
space, which is the most probable alignment during decoding.
Compared to BPA, BSA is supposed to generate an alignment
that is closer to the oracle alignment, which could lead to a
lower WER, but the parallelism of the CASS-NAT would be
destroyed, resulting in a significant increase of the real time
factor (RTF).

Considering the expectation in Eq. 6, we propose a third
alignment generation approach by sampling based on the po-
tential errors in BPA. The method is referred to as error-based
sampling alignment (ESA). To generate ESA, a threshold 7
determines whether sampling is required at each time step. If
the highest probability of the output distribution is larger than
7, the rule of BPA holds. Otherwise, we randomly sample from
the tokens with the first two largest probabilities. As shown in
shaded blue in Fig. 2, CTC outputs at z3, 25, 26, and z7 need
a sampling because of their low top-1 probability. According
to the proposed sampling rule, four sampled alignments are
shown as examples on the right side of Fig. 2. The reason of
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sampling within the top-2 tokens is that the trigger mask is
sensitive to blank tokens and most mistaken outputs in BPA
contain blanks in the top-2 tokens. In addition, sampling within
2 tokens is efficient because of the small sampling space.
ESA aims at correcting the output which is prone to errors.
Sampling in the decoding stage will not affect much inference
speed because it can be done in parallel. It is possible that
ESA-generated alignments are closer to the oracle alignment
than BPA. Compared to BSA, ESA can be implemented in
parallel, avoiding any increase in the RTF. Finally, either an AT
baseline or language model can be used to score and identify
the best overall alignment. Note that ESA can have different
lengths for decoder input compared to BPA. As shown in
Fig. 2, the decoder length is 4 for BPA (including an EOS
token), while the lengths are 3, 5, 4, and 5 in the case of
ESA. This fluctuation of the token numbers allows ESA to
possibly sample an alignment that is of the same length as the
oracle alignment, which is important for the performance of
NAT models as will be shown experimentally. Note that ESA
decoding is proposed specifically for CASS-NAT.

IV. EXPERIMENTAL SETUP
A. Data Preparation

To examine the effectiveness of the proposed framework,
we conduct several ASR tasks, including read and sponta-
neous speech, English and Mandarin speech, and adult and
child speech. Four datasets are selected: (1) the 960-hour
LibriSpeech English corpus [43] with read speech, (2) the 178-
hour Aishelll Mandarin corpus [44] with adult read speech,
(3) the 210-hour TEDLIUM?2 (TED2) English corpus [45]
with TED talk speech, and (4) My Science Tutor (MyST)
Kids English corpus [46] with spontaneous speech. We use
the annotated part of MyST, which accounts for 42% (240
hours) of the corpus.

All experiments use 80-dim log-Mel filter-bank features,
computed every 10ms with a 25ms Hamming window. Fea-
tures of every 3 consecutive frames are concatenated to form a
240-dim feature vector as the input. The sets of output labels
consist of 5k word pieces for LibriSpeech, and 500 word
pieces for TED2 and for MyST. All sub-words are obtained by
SentencePiece [47] using the training set of each dataset. 4230
Chinese characters are used as vocabulary for the Aishelll
dataset. To avoid overfitting, we applied speed perturbation
[48] and SpecAugment [49] to the filter-bank features from
TED?2, Aishelll and MyST. Speed perturbation is not used for
LibriSpeech because of limited computational resources.

B. Network Architecture

1) Autoregressive Models: A CTC/Attention AT baseline
is first trained with the architecture (N, = 12, Ny = 6,
dry = 2048, nh = 8, dq+ = 512) for LibriSpeech, and
(Ne = 12, Ng = 6, dyy = 2048, nh = 4, dgt = 256)
for the other three datasets, where d¢ is the dimension of the
FFN module, d,;; stands for the dimension of the attention
module, nh is the number of attention heads, N, and N, are
the number of encoder and decoder blocks, respectively. Prior
to the encoder, two convolution layers with 64 filters, a kernel

size of 3, and a stride of 2 is adopted, leading to a 4x frame-
rate reduction. When using a conformer structure to the AT
encoder, we reduce the ds; to be 1024 to keep the number
of parameters in the model the same as in the transformer
baseline, and the maximum length of relative position k is set
to 20. The kernel size in the convolution module is 31 for
LibriSpeech and 15 for the other three datasets.

2) CASS-NAT: During training, CASS-NAT encoder is ini-
tialized with an AT encoder for faster convergence as in [50].
The decoder in AT baseline is replaced by 1-block TAEE,
m-block SAD and n-block MAD. m and n are investigated
using the LibriSpeech dataset, and the best setting is applied to
the other three datasets. For convolution-augmented decoder,
the dimension of feed-forward layers is also halved and the
maximum length of relative position is set to 8 for the tasks
with word piece units and 4 for the Aishelll data. The
contextual frame of trigger mask expansion is set to 1 because
we do not see further improvements with a larger expansion.
The intermediate loss functions are inserted in the middle layer
of the encoder and MAD with A\cg of 0.99 and Ao of 0.5.
The inserted projection layers are discarded during inference.
These settings were chosen empirically.

C. Training and Decoding Setup

All experiments are implemented with Pytorch [51] '. The
Double schedule in [49] is adopted as the learning schedule
for the LibriSpeech and Aishell datasets, where the learning
rate is ramped up to and held at 0.001, then be exponentially
decayed to le-5. The transformer-based scheduler in [7] with
warm-up steps of 25k and noam factor of 5 is used for the
TED2 and MyST datasets. Layer normalization, dropout with
rate of 0.1 and label smoothing with a penalty of 0.1 are all
applied as the common strategies for training a transformer.
We compute WERs of development sets for early stopping
(no improvement for 11 epochs). The last 12 epochs are
averaged for final evaluation. Most experiments end within 90
epochs. In order to investigate the impact of different models
for scoring alignments in ESA, a transformer-based language
model is trained with the provided text in LibriSpeech. The
provided n-gram models in the dataset are also compared in the
experiments. In terms of the pretrained HuBERT encoders, we
use the Fairseq model that is trained from LibriSpeech 960-
hour corpus for finetuning the English data model and the
Tecent model that is trained from 10000-hour WenetSpeech
[52] for finetuning the Mandarin data model.

During AT decoding, the beam size is set to 20 for Lib-
riSpeech, and 10 for the other three datasets. No external
language models are used during beam search decoding. The
evaluation of the real time factor (RTF) is conducted using a
V100 GPU with a batch size of one. For CASS-NAT decoding
with ESA, the threshold, number of sampled alignments and
scoring models are investigated in Section V-B.

V. RESULTS AND ANALYSES

The first set of ASR experiments used the LibriSpeech
dataset to explore various decoder structures, impact factors

'Our code will be available at https://github.com/Diamondfan/cassnat_asr
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TABLE I: WERs for different block numbers of the self-
attention decoder (SAD) and mixed-attention decoder (MAD)
using LibriSpeech. Various mask matrices used in MAD are
also explored, where CM, NCM and TM represent causal
mask, non-causal mask and trigger mask, respectively. For
example, NCM + TM indicates that NCM is used for self-
attention in MAD and TM is used for source-attention in
MAD. Bold numbers represent the best results.

Decoder Mask in dev- dev- test- test-
Structure MAD clean other clean other
7SAD + OMAD - 5.3 11.1 5.4 11.1
NCM + NCM 4.7 10.4 4.8 10.3

5SAD + 2MAD NCM + T™M 4.7 10.5 4.9 10.5
CM + NCM 4.8 10.7 49 10.6

3SAD + 4AMAD NCM + NCM 4.7 10.4 4.8 10.4
1SAD + 6MAD NCM + NCM 4.6 10.5 4.7 104

in ESA decoding, CTC alignment behaviour, and the effec-
tiveness of the proposed training strategies. Using the best
settings found with the LibriSpeech task, experiments are run
with the other three datasets.

A. The Structure of CASS-NAT Decoder

To investigate the structure of the CASS-NAT decoder, we
use various combinations of m SAD blocks and n MAD
blocks (m-+n = 7) in the decoder to keep the number of model
parameters similar to that of the AT baseline. We use best
path alignment during inference and discuss other decoding
strategies in the next section. Results are shown in Table I. As
shown in the table, not using MAD (0 MAD in the first row)
causes a big performance degradation compared to other con-
figurations, indicating that token-level speech representations
might have to retrace the fine-grained frame-level information
(encoder outputs) for better contextual modelling. The best
performance is achieved when using 5 SADs and 2 MADs
(WER of 10.3% on the test-other set).

Because there are two attention layers (self-attention and
source-attention) in each MAD, we try different mask matrices
for the two layers. For the self-attention layer, either a causal
mask (CM) or non-causal mask (NCM) is considered. For the
source-attention layer, either a trigger mask (TM) or NCM is
used. The results in Table I show that using NCM on both
attention layers results in the best WER. Although TAE is
regarded as a substitution of word embedding, CM seems not
necessarily required in the CASS-NAT decoder for contextual
modelling of token-level acoustic embeddings. The settings
that achieve the best performance in this section (5 SADs and
2 MADs with NCM in both attention layers) are selected as
default for subsequent experiments.

B. Error-based Sampling Alignment (ESA) Decoding

Viterbi-alignment is used in training, but not available
during inference. To reduce the alignment mismatch between
training and inference, we propose error-based sampling align-
ment (ESA). There are three important factors that can affect
the WER performance of ESA: sampling threshold P, the
number of sampled alignments S and scoring model for

WER on test-clean with 10 alignments sampled WER on test-other with 10 alignments sampled
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Fig. 3: WER performance of different values of the threshold
P and the number of sampled alignments S in error-based
sampling alignment (ESA) decoding. Real time factor (RTF)
is evaluated using a V100 GPU with a batch size of one.

ranking alignments. We use the best decoder structure in the
previous section (SSAD + 2MAD) to evaluate the performance
of ESA decoding with different configurations.

Figures 3a and 3b show the results when the threshold
P varies from 0.10 to 0.95 using the LibriSpeech test-clean
and test-other data, respectively. The number of sampled
alignments here is 10 and the scoring model is the AT baseline.
We also include the WERs of the AT baseline and CASS-
NAT decoding with best path alignment (BPA) as comparisons.
As shown in the figures, ESA reaches the best performance
when P = 0.9. A higher threshold indicates fewer sampled
alignments, and thus no further improvement is observed. The
threshold P is set to 0.9 in subsequent experiments.

Fig.3c shows the effect of the number of sampled align-
ments S in terms of WER and RTF on the test-clean and
test-other data. As observed in the figure, by increasing the
number of sampled alignments, the WER of ESA decoding
improves but the improvement is small when S is greater
than 50. Meanwhile, the RTF increases rapidly as S increases.
Overall, S = 50 might be the most appropriate value to use
as default in subsequent experiments.

Finally, various scoring models are compared. We consider
using the AT baseline, neural language model (NLM) and
n-gram language model for ranking the sampled alignments.
NLM is a transformer-based model trained with the provided
text in the LibriSpeech corpus. The n-gram models are also
the ones provided in the LibriSpeech corpus. The results of
ESA decoding together with that of BPA and ESA decoding
are shown in Table II. As analyzed in Sec.III-C, BPA has
an impressive speedup but the WER is much worse than the

mmmmmmmmmmmmmmmmmm
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TABLE II: Comparisons, in terms of WER and GPU speedup,
of BPA, BSA, and ESA decoding. NLM is the transformer-
based neural language model. 3-gram and 4-gram models are
the ones offered in LibriSpeech.

TABLE III: Comparisons of different decoding methods for CASS-
NAT decoding. Oracle: Viterbi-alignment with ground truth. MR:
mismatch rate; LPER: length prediction error rate (using word-piece
as the modeling unit). S: the number of alignments sampled in ESA.

. WER (% MR (% LPER (%
Scoring dev-  dev-  test-  test- GPU Decoding S (%) (%) (%)
Model clean other clean other  Speedup Method test- test- test- test- test- test-
AT baseline - 34 31 36 30 1.00x clean other clean other clean other
Oracle - 2.1 55 22 53 39.6x Oracle 1 22 53 - B B B
BPA - 4.7 10.4 4.8 10.3 90.0x BSA 1 1.0 9.2 25 6.0 28.09 48.83
o BSA ~___38 _8 39 88 090 BPA 1 48 103 24 52 3492 5168
ATpaseline 26 55 35 55 10 40 90 36 60 2641 4491
ESA sgam 54 114 38 14 326 Esa S0 38 86 38 63 2546 4308
4-gram 54 113 57 113 3l8x 100 38 85 38 62 2561 4270
300 3.7 8.5 3.8 6.3 25.53  42.67
AT baseline, and BSA can obtain a better WER but it is B ESA#Uterance [ BPA#Utterance = ESAWER = BPAWER
even slower than the AT baseline. By using neural network 2000
based scoring models, ESA can retain both the advantages of 8 e @
BPA and BSA. For example, using NLM as a scoring model, § %
ESA can achieve a WER of 8.7% on the LibriSpeech test- § 1000 5
other data and 31.6x speedup. The degradation in speedup - 2
.. . . 2 w
compared to BPA originates from the ranking process. Using E E
z =

n-gram models for ranking alignments leads to worse WER
compared to NLM in ESA because n-gram models are worse
than NLM for language modelling. Another possible reason
might be that the probability distribution of n-gram models
is different from that of CASS-NAT decoder outputs, while
for NLM it is similar. The reason why n-gram models have
similar GPU speedup compared to NLM is that the scores
of the sampled alignments cannot be obtained simultaneously.
The best performing scoring model is the AT baseline, and
thus the AT baseline is used in ESA decoding as default in
the following experiments.

Note that because of the sampling process in ESA decoding,
WER may be slightly different for different seeds of the ran-
dom number generator. Fortunately, the randomness is small
with a variance of around 0.5% relatively in our experiments.

C. Why does ESA Work? - An Analysis of the CTC Alignments

In this section, we analyze the CTC alignments obtained
from different decoding strategies to understand why ESA
can improve the performance of CASS-NAT. Two metrics are
evaluated on the LibriSpeech test sets: mismatch rate (MR)
and length prediction error rate (LPER). MR and LPER are
measured between the alignments used in decoding and the
oracle alignment, in which the blank and repetitive tokens are
removed. The MR is the ratio of deletion and insertion errors
compared to the oracle alignment, and substitution errors are
not included because they do not change either the acoustic
boundary for each token or the number of predicted tokens.
If the number of tokens in an alignment is different from
that in the oracle alignment, this alignment is considered as a
case of length prediction error. LPER is the percentage of the
utterances with length prediction errors.

Results of MR and LPER are presented in Table III. Note
that the lower bound of WER (using oracle alignment) is
2.2% on the test-clean data assuming the transcriptions are
available during decoding; this indicates that the framework
is promising. When comparing the two metrics for differ-

Length difference with the oracle alignment

Fig. 4: The length prediction error distribution and their
corresponding WERs using ESA(s=50) decoding on the test-
clean dataset.

ent decoding strategies, we observe that the WER is more
correlated with LPER than MR. This suggests that a correct
estimation of the output length (the length of decoder input) is
very important for NAT, which is also mentioned in [13]. The
reason may be because CASS-NAT decoders have a stronger
ability of correcting mistakes in CTC alignment by contextual
token-level acoustic modelling when the length prediction is
accurate. To further validate this assumption, we plot the
length prediction error distribution and their corresponding
WERs in Fig. 4. As seen from the figure, CASS-NAT achieves
WERSs that are lower than 2% when the length of the decoder
input is estimated correctly, while the WERs are higher than
10% for those utterances with an absolute difference in length
of more than 3 compared to the oracle alignment.

D. Improving the Training of CASS-NAT

Despite the use of ESA decoding method, the WER per-
formance of CASS-NAT (8.6%) is still worse than that of
the AT baseline (8.0%). In this section, we attempt to im-
prove the WER performance of CASS-NAT by using various
training strategies that include convolution-augmented encoder
(ConvEnc.), intermediate CTC loss (InterCTC), convolution
augmented decoder (ConvDec.), intermediate CE loss (In-
terCE) and trigger mask expansion (Mask Exp.). The results
of various combinations of the training strategies are shown
in Table IV.

First, we apply ConvEnc. and InterCTC to the autoregres-
sive transformer to create a new AT baseline for fair compar-
isons. Note that, we have applied ConvDec. and InterCE to
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TABLE IV: WERs of using the proposed training strategies on the LibriSpeech data. SpecAug is used in all configurations.
WERR is the relative WER improvement compared to their corresponding baselines on the test-other data. KD represents using
knowledge distillation from AT decoder outputs. Other strategies are the ones introduced in Section III-B. Bold faced numbers

indicate the best WER results.

Model w/o LM | ConvEnc. | InterCTC | ConvDec. | InterCE | Mask Exp. | KD dev-dev-test- o teste pyppp
clean other clean other
34 8.1 3.6 3.0 -
AT v 2.7 6.9 2.9 69  13.8%
v v 2.7 6.8 2.8 67  16.3%
3.6 3.8 3.8 8.6 -
v 3.0 73 32 75 12.8%
v v 2.9 74 3.1 73 151%
CASS-NAT v 34 83 36 84  23%
v v 3.3 8.2 3.6 83  3.5%
v v v v 2.8 7.1 2.9 71 174%
v 3.6 8.9 3.8 87  -12%
v v v 3.3 8.3 3.6 8.1 5.8%
v v v v v 2.7 7.1 2.9 70  18.6%
v | 36 8.8 3.8 8.5 1.2%

the AT baseline as well, but no improvements are observed,
and thus their results are not included. When ConvEnc. and
InterCTC are applied to CASS-NAT, similar improvements
compared to their use for AT are observed. The improvements
stem from their ability of capturing local details in the acoustic
representations, and thus a stronger encoder is learned and
it offers an accurate CTC alignment for implicit token-level
acoustic embedding modelling in the decoder.

Second, when using ConvDec. and InterCE, the WER of
CASS-NAT drops further to 7.1% on the test-other data, which
is a 17.4% relative WER improvement over the CASS-NAT
baseline. The use of ConvDec. and InterCE, however, is not as
effective as ConvEnc and InterCTC, indicating that a stronger
modelling of frame-level acoustic representations is more im-
portant than that of token-level acoustic representations (TAEs)
in CASS-NAT. This is reasonable because TAEs are extracted
from frame-level acoustic representations from the encoder.
Interestingly, we observe a -1.2% relative WER reduction
when the trigger mask expansion method is applied by itself.
However, the method leads to WER improvements when it
is used together with ConvDec. related strategies. The reason
could be that expanding the acoustic boundary for each token
might cause confusion for the decoder when the contextual
modelling is not strong enough.

In addition, as shown in the last line of Table IV, applying
knowledge distillation, which takes the AT output as a target
for NAT training, does not result in WER improvements.
Although knowledge distillation has been proven useful in
non-autoregressive neural machine translation in [53], it does
not seem to work for speech recognition possibly because there
are no different outputs corresponding to the same input, while
multiple translations of the source language exist in the target
language for machine translation.

Finally, using all the training strategies, we achieve an 18%
relative WER improvement compared to CASS-NAT baseline;
this is only a 3% WER degradation compared to the best
version of the AT baseline. In summary, we obtain a non-
autoregressive speech transformer that performs close to its
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Fig. 5: Attention weight distributions of the 5" — 8 head
in the last self-attention decoder (SAD) and mixed-attention
decoder (MAD). The first utterance in the LiriSpeech train-
clean-100 subset is used. The y-axis represents output tokens
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autoregressive counterpart with a significant GPU speedup.

E. Why does CASS-NAT Work? - An Analysis of the Decoder

In this section, we explain why CASS-NAT can achieve a
good performance that is close to its autoregressive counterpart
by analysing the following elements in CASS-NAT decoder:
(1) attention weight distribution; and (2) acoustic-level acous-
tic representations.

First, to analyse the behaviour of the attention mechanism
in CASS-NAT decoder, we choose the first utterance in
the LibriSpeech train-clean-100 subset and plot the attention
weight distribution in the last SAD and MAD blocks. The
weights of the last 4 heads (8 heads in total) are shown
in Fig.5. For self-attention weight distributions in SAD, we
notice from the figure that most of the heads learn a mono-
tonic alignment between token-level acoustic representations,
indicating that each token relies on adjacent tokens. This is
similar to the idea of word embedding using a continuous
bag of words (CBOW) and skip-gram [54]. The monotonic
alignment also shows the usefulness of the relative positional
encoding because distant tokens with close semantic similarity
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Fig. 6: Visualization of token-level acoustic embeddings of three word pieces from outputs of TAEE, SAD and MAD,
respectively. The embeddings are plotted using principle component analysis (PCA).

have low attention weights. For the attention weights in MAD,
there exists a different behaviour in several subspaces of the
attention computation, where outputs may rely on the same
input (vertical line in Fig.5b).

As discussed in Section II-B2, we assume that language
semantics can be captured by CASS-NAT decoder using token-
level acoustic embeddings. To validate this assumption, we
calculate three different token-level acoustic embeddings from
TAEE, SAD and MAD for each token (word piece in our
case). Specifically, token-level acoustic representations are first
extracted from the first 5000 utterances in the train-clean-
100 Librspeech subset, where each representation has its label
in the form of a word piece. The embedding of each word
piece is the average of the corresponding representations. After
that, we randomly choose three word pieces and find the four
closest ones (measured with cosine similarity distance) for
each word piece. Using the same idea of visualizing word
embeddings, the 12 selected embeddings are reduced to a 2-
dimensional space using principal component analyses (PCA)
and are then plotted. Examples of embeddings at different
levels of the CASS-NAT decoder are shown in Fig.6. The
figure suggests that the token-level acoustic embeddings learn
not only acoustic similarities (_ BEAR vs. _BARE), but also
token-level semantic similarities (_ BENEATH vs. _BELOW).
This occurs, even though embeddings at different levels of the
decoder provide different information. For example, higher
layer (MAD) embeddings focus more on grammatical sim-
ilarities (e.g. _FIRMLY and _FINALLY), which is similar
to word embedding. This finding suggests the possibility of
learning a joint speech and text embeddings in a common
space. Even though there is no explicit language modelling, the
CASS-NAT decoder is able to learn meaningful embeddings,
which may explain why it has a similar performance to its AT
counterpart.

FE. Results on other datasets

Finally, we apply the proposed CASS-NAT to the other
three datasets: Aishell (Mandarin speech), TED2 (English
spontaneous speech), and MyST (child speech), to show the
generalization ability of CASS-NAT. In addition, we explore
the effect of different initialization schemes for the CASS-
NAT encoder and measure the speedup given by CASS-NAT

compared to AT baselines. All results are summarized in Table
V. As can be observed from the table, a randomly initialized
encoder for CASS-NAT achieves the best performance on the
Aishelll, TED2 and MyST datasets, while the LibriSpeech
dataset performs better with a pretrained encoder. The reason
could be that we force the training iterations of CASS-NAT to
be the same as the AT baseline for time considerations, as well
as for a fair comparison, but LibriSpeech, as a large database
compared to the others, needs more training iterations to obtain
accurate alignments for the decoder. Hence, we suggest using
a pretrained encoder for training CASS-NAT on large datasets.

With an appropriate encoder initialization, we now compare
the results of CASS-NAT to the AT baselines and SOTA
results using NATs. First, when compared to the AT baseline
with greedy search decoding, CASS-NAT achieves better (on
Aishelll, TED2, and MyST) or similar (on LibriSpeech)
WERs performance, and has a 2.89x RTF speedup. When
compared to the AT baseline with beam search decoding,
the WERs performance on Aisehll and TED2 are still better,
while the WERs on LibriSpeech and MyST are close to the
baseline but with a 24x RTF speedup. Second, when compared
to other NAT methods in the literature, we observe from the
table that the proposed CASS-NAT achieves new state-of-
the-art results on LibriSpeech, TED2, and MyST when no
pretrained acoustic (e.g. Wav2vec2.0 [37]) or language models
(e.g. BERT [59]) are used. To compare with the results that
used extra training data (e.g. SSL with un-annotated data),
we use the self-supervised pretrained models as the encoder
for CASS-NAT to see whether it can outperform the SOTA
results in Table V. Due to time and computational constraints,
we obtain only the results on Aishelll and MyST datasets.
The results show that CASS-NAT can achieve comparable
results to the best NATSs in the literature [57], [58] with SSL
pretraining.

VI. CONCLUSIONS

This paper presents a comprehensive study of the CASS-
NAT framework introduced in [23], which utilizes align-
ments obtained from the CTC output space to extract token-
level acoustic embeddings (TAEs), and regards the TAEs
as substitutions of the word embeddings in autoregressive
transformers (AT) to achieve parallel computation. During
training, Viterbi-alignment is used to estimate the posterior
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TABLE V: WER Results of CASS-NAT using different encoders as a starting point, including random initialization (Rand.
Enc.), initialization from an encoder trained with CTC (CTC enc.), and initialization from a AT encoder (AT Enc.). AT
baselines with greedy and beam search decoding are included together with SOTA results using non-autoregressive methods

T3]

in the literature.

indicates that WER results have not been reported in the literature. RTF is evaluated with batch size of

one on GPU. Bold-faced numbers are the best results for CASS-NAT and SOTA without self-supervised pretraining.

Inference Speed LibriSpeech Aishelll TED2 MyST
Model Conditions dev test
RTF Speed clean  other  clean other dev test dev test dev test
AT greedy search  0.0387 1.00x 2.7 7.0 29 7.0 5.1 5.9 9.8 7.8 18.1 17.0
I beam search 03348 0.12x_ 27 68 28 67 47 51 82 76 165 162
Previous w/o SSL 2.8 7.3 3.1 7224 45 4907 g7 gobl 280 27.800
NATresuls _ w/SSL_ 1736 18 36 41 45PN - - 168 165D%
Rand. Enc 33 8.4 3.6 8.3 4.7 5.0 8.4 75 16.8 16.4
EQS&Nﬁf CTC Enc. 00134 289x 28 72 31 73 52 56 80 77 171 167
15 wor AT Enc. 2.7 7.1 2.9 7.0 5.1 5.4 8.2 7.8 17.1 16.7
HuBERT Enc. - - - - 42 45 - - 16.0 15.6

probability, and various training strategies are used to improve
the WER performance of the CASS-NAT. During inference,
we investigate in depth an error-based sampling alignment
(ESA) method that we introduced recently in [23] to reduce the
alignment mismatch between training and inference. Detailed
experiments show that: (1) a mixed-attention decoder (MAD)
is important for reducing the WER; (2) the reason why
ESA decoding works well is because it has a lower length
prediction error rate; (3) convolution augmented encoder and
decoder, intermediate loss and mask expansion can improve
the WER of CASS-NAT, while knowledge distillation can not;
and (4) TAEs have similar functionality to word embeddings,
such as representing grammatical structures, indicating the
possibility of learning semantics without a language model.
As a result, CASS-NAT achieves new state-of-the-art results
for NAT models on several ASR tasks with and without
SSL pretraining. The datasets include English and Mandarin
speech, read and spontaneous speech, and child and adult
speech, showing the generaliztion ability of the proposed
method. The performances of CASS-NAT are comparable, in
relative terms, to AT with beam search decoding, but maintain
a ~24x speed up. Future work includes investigating the
incorporation of language models using external data.
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