
1. Introduction
The Southern Ocean (SO), defined here as any region south of 30°S, is a key region for the global carbon cycle 
due to the upwelling of deep, old, carbon, and nutrient-enriched waters, connecting the vast reservoir of nutrients 
and carbon from below the mixed layer with the surface (Talley et al., 2016). The deep ocean interacts with the 
atmosphere through less than 4% of the ocean's surface area (Klocker, 2018; Watson & Naveira Garabato, 2006), 
with 65% of interior waters making first contact with the atmosphere in the SO (DeVries & Primeau, 2011). As 
the deep ocean contains up to 60 times more carbon than the atmosphere (Arias et al., 2021), small perturbations 
to air-sea carbon fluxes can be important for atmospheric carbon content (Adkins, 2013). Therefore, the SO, 
and especially the upwelling branch of circumpolar deep water (Marshall & Speer, 2012), is key in controlling 
global biogeochemical cycles, the exchange of CO2 between the atmosphere and the deep ocean, atmospheric 
CO2 levels, and the response of the ocean and atmosphere to climate change (Gruber et al., 2019; Sarmiento 
et al., 2004).

Abstract The Southern Ocean (SO) connects major ocean basins and hosts large air-sea carbon fluxes due 
to the resurfacing of deep nutrient and carbon-rich waters. While wind-induced turbulent mixing in the SO 
mixed layer is significant for air-sea fluxes, the importance of the orders-of-magnitude weaker background 
mixing below is less well understood. The direct impact of altering background mixing on tracers, as 
opposed to the response due to a longer-term change in large-scale ocean circulation, is also poorly studied. 
Topographically induced upward propagating lee waves, wind-induced downward propagating waves generated 
at the base of the mixed layer, shoaling of southward propagating internal tides, and turbulence under sea ice 
are among the processes known to induce upper ocean background turbulence but typically are not represented 
in models. Here, we show that abruptly altering the background mixing in the SO over a range of values 
typically used in climate models (
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)

 m 2 s −1) can lead to a ∼70% change in annual SO 
air-sea CO2 fluxes in the first year of perturbations, and around a ∼40% change in annual SO air-sea CO2 fluxes 
over the 6-year duration of the experiment, with even greater changes on a seasonal timescale. This is primarily 
through altering the temperature and the dissolved inorganic carbon and alkalinity distribution in the surface 
water. Given the high spatiotemporal variability of processes that induce small-scale background mixing, this 
work demonstrates the importance of their representation in climate models for accurate simulation of global 
biogeochemical cycles.

Plain Language Summary The Southern Ocean (SO) connects the world's major oceans and plays 
a crucial role in the exchange of carbon between the atmosphere and the ocean. Vertical mixing in the ocean 
is responsible for moving both natural dissolved carbon from deeper parts of the ocean to the surface where it 
can interact with the atmosphere, and anthropogenic carbon from the surface waters into the deep ocean. While 
we understand the impact of wind-induced mixing in the upper ocean layers on carbon exchange, we know less 
about the significance of mixing in the ocean interior. By using a model of the SO, we show that adjusting the 
strength of mixing in the ocean interior causes a significant alteration in the annual exchange of carbon between 
the ocean and the atmosphere. This study highlights the importance of accurately representing the strength 
of ocean interior mixing in climate models to improve our understanding of carbon exchange between the 
atmosphere and the ocean.
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Several expeditions have revealed strong cross-density (diapycnal) mixing due to small-scale ocean turbulence 
in the SO (Garabato et al., 2004, 2019; Ledwell et al., 2011; Watson et al., 2013), though measurements remain 
sparse and difficult to scale up (Cael & Mashayek, 2021; Mashayek et al., 2017, 2022; Tamsitt et al., 2018). Given 
the small scales of diapycnal mixing, it is not resolved in operational models, and so it is parameterized (Gaspar 
et al., 1990; Large et al., 1994) in two forms.

1.  Surface mixed layer mixing from storms and other surface winds, as well as convective instabilities.
2.  Background turbulence induced by bottom-generated internal waves due to interaction of jets, eddies, and 

tides with rough topography or due to shoaling and breaking of remotely generated internal tides (see Baker 
& Mashayek, 2021, 2022; de Lavergne et al., 2020 for reviews of such dynamics).

The “background” mixing in the ocean interior is typically several orders of magnitude smaller than that in the 
surface mixed layers. Since the seminal work of Munk (1966), bulk measurements of ocean mixing have found a 
diapycnal turbulent diffusivity of ! "# ∼ 

(

10−4
)

 m 2 s −1 required to resurface the abyssal waters and facilitate the 
closure of the meridional overturning circulation (MOC) (Ganachaud & Wunsch, 2000; Lumpkin & Speer, 2007; 
Talley, 2013; Talley et al., 2003), while estimates from profiling instruments often find ! "# ∼ 

(

10−5
)

 m 2 s −1 
in the interior of the ocean and much larger values of ! "# ∼ 

(

10−3
)

 m 2 s −1 only in the 200 m directly above 
the seafloor (Waterhouse et al., 2014). In the Diapycnal and Isopycnal Mixing Experiment in the SO (DIMES), 
estimates of mixing from microstructure profiles measurements in the interior of the Drake Passage reported 

! "# ∼ 
(

10−5
)

 m 2 s −1. Meanwhile, the dispersion of an anthropogenic tracer, released where these measurements 
were made, suggested the tracer itself experienced a higher mixing rate of ! "# ∼ 

(

10−4
)

 m 2 s −1 at the average 
depth of tracer at ∼2 km (Mashayek et al., 2017; Watson et al., 2013). The background values used in models 
typically lie within this range.

Though diapycnal mixing is highly temporally and spatially variable due to its generating mechanisms (e.g., 
strong surface westerly winds and the interaction of currents and eddies with rough topography), it is frequently 
parameterized as temporally invariable and, at times, even spatially constant. Current best estimates of SO 
diapycnal mixing are based on “static” maps, produced with numerous limiting assumptions, approximating 
the contributions from topographically generated lee waves (Nikurashin & Ferrari, 2011; Shakespeare, 2020), 
wind-induced near-inertial waves (Alford, 2020), and internal tides (de Lavergne et al., 2020). These maps have 
formed the basis of our representation of such processes in earth system models (Melet et al., 2014, 2022). The 
choice of initial background mixing rates in ocean models is a large source of uncertainty, and model solutions 
using background mixing values ranging from 10 −5 to 10 −4 m 2 s −1 are all physically plausible.

Diapycnal mixing in the global ocean interior is known to be an important factor in variations in atmos-
pheric carbon levels on centennial to millennial timescales via alterations in ocean circulation (Marinov & 
Gnanadesikan,  2011; Sigman et  al.,  2010). Enhanced diapycnal mixing increases deep ocean ventilation via 
the SO and reduces ocean carbon storage through biological and solubility carbon pumps (Marinov et al., 2008; 
Marinov & Gnanadesikan, 2011). Climate models are sensitive to the intensity and distribution of global diapy-
cnal mixing, accounting for about 25% of the uncertainty in the estimated range of atmospheric CO2 concentra-
tions by 2100 (Schmittner et al., 2009). In this work, we are concerned with the immediate response of the air-sea 
carbon fluxes to altered mixing below the surface mixed layer on timescales much shorter than those explored in 
the above-mentioned works. It is the immediate response of the system to altered background mixing that is our 
focus, not a longer-term equilibrated state. We also solely focus on mixing in the SO which has been assumed 
to be of secondary importance for the global ocean circulation (Nikurashin & Ferrari, 2013) but significant for 
setting global tracer distributions (Ellison, Cimoli, & Mashayek, 2023).

Given the strong wind-driven isopycnal upwelling in the SO, and the intense diapycnal mixing within the mixed 
layer induced by strong winds, one may imagine that the shift in the background mixing rate below the mixed 
layer from 10 −4 to 10 −5 m 2 s −1 would be inconsequential for setting the air-sea fluxes of CO2 on short timescales. 
In this work, we show the contrary.

The air-sea flux of CO2 primarily depends on the difference in the partial pressures of CO2 (pCO2) between the 
atmosphere and the ocean. Physical and biological processes, including advective and diffusive transport of trac-
ers, organic matter formations and sinking, and the dilution of tracers due to precipitation, runoff and sea ice melt, 
all alter the pCO2 of surface waters (Mahadevan et al., 2011), resulting in high variability in time and space of the 
CO2 fluxes in the SO (Rosso et al., 2017). The influence of altering background diapycnal mixing on the surface 
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ocean pCO2 is complex to predict due to spatiotemporal variability in biological and physical responses to vari-
ations in mixing (Dutreuil et al., 2009), and the coupled multivariate dependency of ocean pCO2 to temperature, 
salinity, alkalinity, and dissolved inorganic carbon.

In this work, we will show that an abrupt perturbation of the background mixing strongly alters the SO-integrated 
air-sea CO2 fluxes on seasonal, annual, and interannual timescales.

2. Experiment Setup
We use the Biogeochemical SO state estimate (B-SOSE; Verdy & Mazloff, 2017). The interaction between diapy-
cnal mixing below the mixed layer, the mixed layer dynamics, and the mesoscale processes that advect tracers 
prove essential for the problem under consideration here.

The state estimate is produced by solving for the model initial and boundary conditions, the so-called model 
“controls,” which minimize a weighted least squares sum of model-observation misfits. This is achieved using 
an adjoint model that provides the gradients of the misfit function with respect to the model controls, allowing 
those controls to be efficiently and systematically determined. The model is run for 7 years (2012–2018) using 
the adjoint method-based assimilation product. This includes physical and biogeochemical constraints obtained 
from Argo floats, including biogeochemical parameters from the SOCCOM float array, satellite altimetry, satel-
lite SST, and ship transect data. The full set of model parameters used in this 1/6° setup is given in Swierczek 
et al. (2021); see Verdy and Mazloff (2017) for initial conditions.

The resulting product is a closed-budget model simulation of SO biogeochemistry, including air-sea fluxes of 
heat and carbon and the cycling of nutrients from a biogeochemical and carbon model. Because it represents the 
constantly evolving present SO, it is not in a steady state, in contrast to what one may expect from analysis of an 
earth system model undergoing a long spin-up process.

The model domain extends from the equator to 78°S with 52 vertical layers of varying thickness. The zonal grid 
spacing is always 1/6°, but the meridional grid spacing changes with the cosine of the latitude. Ocean physics is 
represented using the MITgcm. The ocean is forced through an atmospheric boundary layer scheme where bulk 
formulae determine heat fluxes, freshwater (salt), and momentum (Large & Yeager, 2009). The hourly atmos-
pheric conditions of ERA5 (Dee et al., 2011) are applied, with adjustments added that were determined by opti-
mization (Verdy & Mazloff, 2017) using the adjoint method. Sea ice is modeled using 0-layer thermodynamics 
(Fenty & Heimbach, 2013) and an implicit Line Successive Over Relaxation (LSOR) dynamical solver (Losch 
et al., 2010). A horizontal biharmonic diffusivity is used with a value of 10 −8 m 4 s −1. Implicit vertical diffusivity 
for convection is set to 10 m 2 s −1, and no mesoscale eddy parameterization was implemented. For further details, 
see Verdy and Mazloff (2017) and Swierczek et al. (2021).

The parameterization of diapycnal mixing is composed of two parts. The GGL90 mixed layer parameterization 
of Gaspar et al. (1990) is used to represent parameterized turbulence and is highly surface-enhanced (Figure 1d), 
inducing strong turbulence under the seasonal atmospheric storm tracks, mixing the DIC gradients in the upper 
few hundreds of meters. In other places, such as under the ice or when there is no strong wind-induced turbu-
lence, the models rely on a prescribed background value for turbulent diffusivity. The background value is behind 
the sensitivity of fluxes discussed in this work. As discussed in subsequent paragraphs, the background vertical 
diffusivity is altered in each experimental run. The background mixing value is added to the GGL90 mixing to 
achieve a total vertical diapycnal mixing value.

The Biogeochemistry with LIght, Nutrients and Gases (NBLING) model, described fully in Verdy and 
Mazloff  (2017), forms the biochemical framework within B-SOSE. The original BLING model described in 
Galbraith et al. (2010) was modified (for B-SOSE) with the addition of nitrogen cycling and improvements in 
the representation of phytoplankton population dynamics and particle export (Bianchi et al., 2013; Galbraith 
et al., 2015). Biological activity influences the concentrations of carbon and oxygen. At the core of the BLING 
model is primary production with limitations by light, nitrate, phosphate, iron, and temperature, and subsequent 
remineralization of organic matter back to inorganic nutrients. Nine prognostic tracers are simulated in NBLING: 
dissolved inorganic carbon (DIC), alkalinity (ALK), oxygen (O2), nitrate (NO3), phosphate (PO4), iron (Fe), 
dissolved organic nitrogen (DON), dissolved organic phosphate (DOP), and phytoplankton biomass. The biomass 
partitioning into species is determined using stored ratios updated every time step based on growth and decay 
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rates. We include three types of phytoplankton: large, small, and diazotrophs. Small cells represent calcifying 
organisms; they use calcium carbonate to form shells. Diazotrophs can fix nitrogen, so nitrate availability does 
not limit them. Phytoplankton loss is expressed as a power law with a size-dependent exponent based on Dunne 
et al. (2005).

The B-SOSE carbon system is adapted from the MITgcm simple biogeochemical model of Dutkiewicz et al. (2006). 
DIC and ALK are prognostic variables, and pH and pCO2 are diagnosed based on Follows et al. (2006), making 
oceanic pCO2 a function of DIC, ALK, temperature (T), salinity (S), and silica, where silica is prescribed from 
the 2013 World Ocean Atlas climatology (Garcia et al., 2013). CO2 and O2 air-sea fluxes are calculated follow-
ing Wanninkhof (1992). Atmospheric pCO2 is prescribed using values from the CarbonTracker product (Peters 
et al., 2007).

The B-SOSE's original conditions and atmospheric adjustments were obtained using 10 −4 m 2 s −1 as the value 
for background diapycnal diffusivity (added to the GGL90 mixing). The initial condition comes from a tuned 
2008–2013 run, and small and smooth adjustments are made to this state in the adjoint method optimization. The 
adjustments do result in some transient waves, but these have a negligible impact on the monthly average diagnos-
tics we analyze in this work. We refer to that base simulation as Ex1e-4 hereafter. We have chosen a background 
mixing value of 10 −4 m 2 s −1 for this initial base simulation, as B-SOSE has been used and validated extensively 
against both physical and biogeochemical observations using this value as the background mixing rate (Mazloff 
et al., 2010; Verdy & Mazloff, 2017). Therefore, using 10 −4 m 2 s −1 as our spin-up background mixing rates allows 
our results to be as comparable with this available literature as possible.

This base simulation is not in equilibrium, as it assimilates a wide range of temporally variable data. Using the 
same initial conditions and atmospheric state adjustments, two additional model simulations were carried out for 

Figure 1. Diapycnal mixing in the Southern Ocean State Estimate (SOSE). The distribution of diapycnal mixing in the 
Southern Ocean, constructed as the sum of contributions from tides and topographically generated lee waves. This mixing is 
shown averaged in depth over the top/bottom 2 km in panel A/B, and zonally over the Southern Ocean in (c). These maps are 
used in the spatially variable mixing map experiment (ExVar). For reference, a zonally averaged map of the storm-induced 
mixing, as parameterized through GGL90 parameterization in B-SOSE, is also shown in panel (d). The pink lines on (a) and 
(b) show the annual mean extent of sea ice. Note that the range of the color bar in panel (d) is different from the other panels.
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2013–2018. In these subsequent runs, the system experiences a step-function kick due to the altered background 
mixing, representative of the constantly changing background mixing rate of the ocean. In this paper, we examine 
the immediate response of tracers to the change in this background mixing rate.

The first perturbation experiment, Ex1e-5, uses a constant background diffusivity value of 10 −5 m 2 s −1. The range 
10 −5 to 10 −4 m 2 s −1 is sandwiched between the two canonical paradigms of mixing often considered in Physical 
Oceanography. The third experiment, ExVar, uses a spatially variable (but temporally constant) vertical diapycnal 
mixing map (Figures 1a–1c). The ExVar map is constructed as the sum of contributions from tides (de Lavergne 
et al., 2020) and topographically-generated lee waves (Nikurashin & Ferrari, 2011) and features horizontal and 
vertical variations over a range much broader than 10 −5 to 10 −4 m 2 s −1. The tidally generated mixing estimate 
is composed of the contributions of local (high-mode) and long-distance propagating (low-mode) internal tides, 
taking into account wave-wave interactions, scattering by abyssal hills, dissipation over critical slopes, shoal-
ing, and the propagation of the wave. Compared with the dissipation measured by microstructure profilers and 
parameterized mixing rates from Argo float data, there is good agreement (de Lavergne et al., 2020). The lee 
wave generated estimate is based on the energy conversion from tidal and geostrophic motions into internal waves 
combined with a turbulent mixing parameterization. This is achieved using estimates of the energy conversion 
into internal waves by tides and geostrophic motions combined with a parameterization to estimate the rate of 
mixing generated by these waves (Nikurashin & Ferrari, 2011).

In ExVar, the mean diapycnal mixing rate the upper 2 km is generally less than 10 −4 m 2 s −1, and is lower than 
10 −5 m 2 s −1 in large regions. The ExVar diapycnal mixing rate is as high as 10 −3 m 2 s −1, higher than Ex1e-4, 
but only in small areas (Figure  1a). Therefore, in most areas, the background mixing rate in ExVar is more 
similar to Ex1e-5 than Ex1e-4. Although background mixing values dominate over the GGL90 parameteriza-
tion in middepths, GGL90 is orders of magnitude larger than the background mixing value in the upper ocean 
(Figure 1d). The three cases together allow an evaluation of the response of carbon fluxes in the model to a 
temporal variation in background mixing.

3. Results
3.1. Carbon Fluxes
The SO is a net sink of atmospheric CO2, with most of the uptake occurring between 50°S and 30°S, with a peak 
at 40°S, where around 0.007 Pg C/yr is taken up (Figure 2a). 40°S is the average latitude of the subtropical front, 
separating the subtropical waters from the subantarctic mode waters, thus hosting rich mesoscale and submesos-
cale frontal dynamics and enhanced air-sea exchange of tracers. To the south of the polar front (PF), on the other 
hand, the upwelling of deep carbon-rich waters causes carbon outgassing (Figure 2e, shown in red). Additional 
uptake occurs further south around Antarctica due to downwelling (induced by a change in the wind direction 
from westerly to easterly) and deepwater formation. Thus, SO fronts, which mark sharp gradients in temperature 
and carbon chemistry, separate regions of net uptake from regions of outgassing. Higher latitudes show very low 
mean annual carbon fluxes, partly due to seasonal ice cover.

Carbon uptake varies year-on-year during the 6 years of the state estimate run by almost 0.002 Pg C/yr at some 
latitudes, with especially high interannual variability at 60°S and 40°S (Figure 2a). The interannual range of 
carbon fluxes for Ex1e-5 is nonmonotonic, as the sign of the changes from year to year varies.

Alterations to background diapycnal mixing alter SO carbon fluxes, with ExVar showing smaller differences 
from Ex1e-4 than Ex1e-5 (Figure 2b dashed versus solid lines). The sensitivity to altered diapycnal mixing is 
variable throughout the 6 years (Figure 2b). This interannual range in sensitivity of around 1 × 10 −5 Pg C/yr is 
well within the interannual variability of zonally integrated carbon fluxes in Ex1e-5, which has a mean stand-
ard deviation of 2.5 × 10 −4 Pg C/yr over all latitudes for 2013 to 2018 (Figures 2a and 2b). A higher difference 
between Ex1e-5 and Ex1e-4, and between ExVar and Ex1e-4 occurs in the first 3 years (2013–2015) than in the 
last 3 years (2016–2018) (Figure 2b). As upper ocean mixing is never in an equilibrium state due to constantly 
changing winds, eddies and buoyancy fluxes, the response to the mixing perturbation over the first 3 years of this 
experiment do not seem unrealistically exaggerated.

Decreasing the background mixing from Ex1e-4 to Ex1e-5 leads to an increase in annual mean zonally integrated 
carbon uptake at all latitudes (Figures 2c and 2f). The most significant reduction is around 55°S (Figures 2c 
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and 2f). Minor changes occur south of 65°S due to the ice cover. In ExVar, the most significant changes from 
Ex1e-4 occur around the PF. North of 50°S, the difference between ExVar and Ex1e-4 is far smaller (Figures 2c 
and 2g).

In Ex1e-5, the mean annual cumulative net flux of carbon into the ocean, integrated from 75°S northward to 
30°S, is 1 Pg C/yr (Figure 2d). In Ex1e-4 only 0.6 Pg C/yr is taken up, a reduction of 0.4 Pg C/yr. The annual 
uptake of ExVar falls between the other two experiments at around 0.8 Pg C/yr. These numbers are for the 6-year 
mean, and as panel B shows, the reductions from Ex1e-5 are much higher over the first 3 years (almost double).

Figure 2. (a) Zonally integrated flux of Carbon for each year of Ex1e-5 (negative = Carbon flux from atmosphere to ocean). (b) The difference in the zonally 
integrated flux of Carbon between Ex1e-4 and Ex1e-5 (solid lines) and Ex1e-4 and ExVar (dashed lines) for each year of the experiment. (c) Zonally integrated annual 
mean Carbon flux for Ex1e-4, Ex1e-5, and ExVar over the 6-year period (2013–2018) and for the first year of the experiment (2013). (d) Annual mean (averaged over 
2013–2018) cumulative integral of carbon fluxes from 70°S northward to 30°S (legend same as the previous panel). Observational markers are included for comparison 
(Bushinsky et al., 2019; Landschützer et al., 2016; Rödenbeck et al., 2013). The Landschützer et al. (2016) estimate utilized the Surface Ocean CO2 Atlas (SOCAT) 
Version 2 database (Bakker et al., 2016), while the Rödenbeck et al. (2013) estimate used SOCAT Version 1.5 database. The Bushinsky et al. (2019) estimate utilized 
data from floats deployed by the Southern Ocean Carbon and Climate Observations and Modeling (SOCCOM) project (Johnson et al., 2017) as well as the SOCAT 
database. (e) Average annual carbon flux for Ex1e-5, the blue line shows the Polar Front, the magenta line shows Subtropical Front as defined by Orsi et al. (1995). 
(f) Annual mean change in Carbon flux (Ex1e-4–Ex1e-5). (g) Annual mean change in Carbon flux (Ex1e-4–ExVar). Positive values imply reduced carbon uptake or 
increased outgassing.

 21699291, 2023, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JC

019756 by U
niversity O

f C
alifornia, W

iley O
nline Library on [01/12/2023]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



Journal of Geophysical Research: Oceans

ELLISON ET AL.

10.1029/2023JC019756

7 of 19

The cumulative carbon fluxes are compared to other estimates of the integrated SO carbon flux from 75°S 
northward to up to 45°S and 35°S for the period 2015–2017 (Figure 2d; Bushinsky et al., 2019; Landschützer 
et al., 2016; Rödenbeck et al., 2013). At 45°S, the Ex1e-5 cumulative flux lies between the three observationally 
inferred estimates, while the ExVar flux is slightly lower, with Ex1e-4 being the lowest of all three, well below 
the estimates of the other studies. At 35°S, there is a larger range in carbon uptake between the three model 
runs. Ex1e-5 is the only experiment that lies within the bounds of the three observational estimates, while the 
lower carbon uptake of ExVar and Ex1e-4 are outside the range of previous estimates. The difference between 
the cumulative carbon fluxes at 45°S of the three experiments is similar to the uncertainty associated with prior 
estimates. All experiments fall within the uncertain range of the Bushinsky et al. estimate at 35°S, but ExVar 
and Ex1e-5 are also within the Landschützer et al. estimate. At 45°S ExVar and Ex1e-5 are within the uncer-
tainty range of the Bushinsky et al. estimate but are lower than the other estimates available for this period. This 
comparison to previous estimates suggests that Ex1e-4 underestimates the annual mean SO carbon uptake.

3.2. Comparison to pCO2 Observational Data
The pCO2 values for Ex1e-4, Ex1e-5, and ExVar can be compared to 2013–2018 observed levels from the Surface 
Ocean CO2 Atlas (SOCAT) (Bakker et al., 2016) (Figure 3). Neither matches SOCAT observations better than the 
other (Figure 3a). Regional trends are also unclear, although, from the limited data available, Ex1e-5 appears to 
represent better the pCO2 of the northern Pacific Ocean and off the coast of South Africa and Tasmania. Mean-
while, estimates from Ex1e-4 are better matched to observations in the western Atlantic and the northern Indian 
Oceans.

The probability density function for the difference between SOCAT and B-SOSE for the three experiments is 
broken down over seasons (Figure 3b). In summer, the standard deviation of differences between ExVar and data 
is much larger than those for Ex1e-4 and Ex1e-5. The mean difference of 15.5 μatm for Ex1e-5 is lower than 
17.46 μatm for Ex1e-4, while ExVar has the lowest mean difference from observations. The high-end tails of 
the distributions are more skewed than the lower ends, implying a systematic overestimate of pCO2 by B-SOSE. 
B-SOSE overestimates the flux of carbon from the ocean to the atmosphere or underestimates the SO carbon 
uptake from the atmosphere, particularly in the summer.

SOCAT data are heavily biased toward summer data due to limitations on data collection in the winter. The mean 
difference between SOCAT and B-SOSE is lower for the winter mean than for the summer in all experiments. 
In the winter, ExVar has the largest mean difference from observations but also the largest standard deviation. 
In an annual mean sense, ExVar does a better job in matching SOCAT observations, though with a much higher 
standard deviation. It is interesting to note that, while in the annual mean sense, ExVar better matches SOCAT 
observations of pCO2, Ex1e-5 was better able to replicate previous observational estimates of cumulative SO CO2 
fluxes (Figure 2d).

Figure 3. Comparison of modeled pCO2 to observations from Surface Ocean CO2 Atlas (SOCAT) between 2012 and 2018 (Bakker et al., 2016). (a) Comparison of 
the root mean squared error between Ex1e-4 and Ex1e-5. Red/blue shows regions where Ex1e-5/Ex1e-4 is closer to the observations. (b) Probability density function 
showing the misfit between observed pCO2 from SOCAT and the model outputs for pCO2 in Ex1e-5 (black), Ex1e-4 (red), and ExVar (green).
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3.3. Changes to Surface Ocean pCO2

Given that ExVar estimates of carbon fluxes fall between those of Ex1e-4 and Ex1e-5, hereafter, we only focus 
on the differences between Ex1e-4 and Ex1e-5. Air-sea carbon fluxes exist due to the difference in pCO2 between 
the atmosphere and the surface ocean. The high (low) surface ocean pCO2 values result in regions of low (high) 
oceanic uptake or even outgassing of CO2 from the atmosphere (Figure 4a). A region of exception is under sea ice, 
where the diffusive flux of gases is prevented. The changes in carbon fluxes due to altered mixing, as in Figure 2, 
are due to changes in surface ocean pCO2, as atmospheric conditions are constant across experiments.

The annual mean pCO2 of the surface ocean is higher in Ex1e-4 than in Ex1e-5 in almost all regions, reducing 
the pCO2 gradient and carbon uptake (Figure 4b). The areas of greatest increase in pCO2 include south of South 
Africa and the waters east of the West Antarctic Peninsula. Small regions where the annual mean pCO2 is reduced 
in Ex1e-4 include latitudes of around 30°S, especially to the east of Australia, the Argentine basin, and a few 
small bands just off the coast of Antarctica in the south.

Using the methodology set out by Takahashi et al. (2014), we break down the pCO2 change to contributions from 
changes in the upper ocean content of salinity, temperature, DIC and alkalinity (Equation 1). The change in pCO2 
as a contribution from each of the four tracers is calculated using Equations 2–5, where ! #̄CO2 is the mean pCO2, 

Figure 4. Changes to surface ocean partial pressure. (a) Annual mean surface ocean pCO2 in Ex1e-5. (b) Change in pCO2 between Ex1e-4 and Ex1e-5. (c) Same as 
panel b, but this time changes to pCO2 approximated based on the methodology of Takahashi et al. (2014) that breaks down the change into various contributions as per 
Equations 1–5. The various contributions are shown in panels (d–g). (h–k) Changes in annual mean DIC, alkalinity, potential temperature, and salinity.
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"̄#$ is the mean alkalinity, ! "CO2
 is the Revelle factor for CO2 (value used = 11), and γALK is the Revelle factor for 

alkalinity (value used = −10):

Δ!CO2 =

(
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The four individual contributions, shown in Figures 4d–4g, can be summed together to give the annual mean 
approximated change in pCO2 (Figure 4c). This calculated change agrees satisfactorily with the changes in pCO2 
between the two experiments (Figure 4b), although the calculated changes are generally larger than the observed 
changes. This verifies the assumptions made in Equations 2–5, and confirms that changes to the distribution 
of these tracers are key in causing changes to carbon fluxes (Figures 4b and 4c). The only region where the 
Takahashi et al. method does not capture the changes is in the north of the SO, west of New Zealand and east 
of South America in the Argentine basin. This is likely due to enhanced water mass mixing occurring in these 
regions, making changes in this area complex to approximate with simple assumptions. While the calculations 
shown in Figure 4 use the upper 2.6 m of the water column, they are not sensitive to depth and similar results are 
found down to ∼55 m.

On an annual basis, contributions from changes in DIC and alkalinity concentrations are the main drivers of 
changes in pCO2 (Figures  4e and  4f), with the contributions from salinity and temperature being secondary 
(Figures 4d and 4g). An increase in the alkalinity content decreases pCO2, while an increase in salinity or DIC 
increases pCO2. Where the temperature increases, pCO2 increases due to modulation of the equilibrium DIC. 
The increase in the DIC content of the surface waters of the southern SO in Ex1e-4 increases pCO2, while in the 
north the decrease in DIC concentration decreases pCO2. On the contrary, the increase in alkalinity concentration 
in the south decreases pCO2, while the decrease in alkalinity in the north increases pCO2. Changes in salinity 
concentrations act to slightly increase the pCO2 in Ex1e-4. Temperature changes with enhanced mixing cause a 
slight decrease in pCO2 in the north and an increase in pCO2 in the south in Ex1e-4.

The initial changes in the upper ocean temperature, salinity, DIC, and alkalinity are due to alterations to the diapy-
cnal flux of these tracers. The diapycnal flux for a tracer with concentration C may be approximated by −!" ×

#$

#%
 . 

Therefore, if vertical diapycnal mixing (Kv) is increased, more tracer, for example, DIC, is mixed downgradient 
(upward into the surface waters). This increase in upward flux is the strongest where the vertical gradients are the 
strongest. Therefore, strong correlations develop between locations with sharp vertical gradients and locations 
with significantly altered tracer content with altered background mixing (Figures  5a–5d). This correlation is 
especially clear when examining changes to tracer distributions in the first month of the perturbation experiments, 
as shown in Figure 5. Changes over the full 6-year period are shown in Figure S2 in Supporting Information S1). 
Over time, the carbonate chemistry of the surface waters is altered by indirect changes, such as the horizontal 
advection of tracers, causing the correlation between vertical gradients and changes in tracer concentrations to 
become less pronounced.

Regions that experience high changes in DIC concentration with enhanced mixing are around the coast of Antarc-
tica, south of 60°S and above depths of 40 m. In these areas, surface waters are fed by wind-induced upwelling 
of deep waters rich in DIC due to the respiration of organic material. Further to the north, the upper 120 m 
of the water column has weak vertical gradients of DIC concentration (Figures 5e and 5f). The dipole pattern 
shown when looking in a zonal average sense implies the erosion of the sharp gradient by enhanced mixing, 
allowing the vertical tracer gradients to be stronger in the lower mixing scenarios of Ex1e-5 and ExVar. The DIC 
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concentration increases with increased mixing in the upper surface waters (shown in red), while concentrations 
decrease between 40 and 20m depth (shown in blue) due to a flux divergence, as more of this carbon has been 
mixed upwards into the surface waters (Figure 5g). There is a clear divide at around 20 m; this depth corresponds 
to the depth of the maximum vertical gradient. Changes in alkalinity and salinity roughly follow a pattern simi-
lar to DIC (shown in Figure S1 in Supporting Information S1). The greatest changes in temperature occur in 
different regions, mainly in the northern SO, especially at around 90°E, in the Argentine basin, and in the waters 
surrounding New Zealand.

3.4. Temporal and Seasonal Variability of Changes in pCO2

Carbon fluxes show strong seasonal and spatial variations (Figure 6), as discussed in Rosso et al. (2017). In the 
austral summer (December to February), the SO from 60°S to 30°S is a net source of CO2 outgassing (Figures 6a 
and 6b, dashed lines). Some outgassing also occurs at the upwelling zone of the PF, especially in the Atlantic 
basin (Figure 6c). South of ∼60°S, the SO acts as a slight carbon sink even in summer. Austral winter (June to 
August) has much higher carbon uptake than summer, with the net uptake occurring in almost all regions of the 
SO, except beneath sea ice (Figures 6a, 6b, and 6d). Small outgassing regions exist around the polar front and at 
the upwelling region off the west coast of South America in the Argentine basin (Figure 6d).

While Figures 2 and 4 show the changes to carbon fluxes between model runs in an annual mean sense, there are 
also significant temporal patterns in how mixing perturbation alters carbon fluxes (as will be shown in Figure 9). 
Figures 6 and 7 examine the dominant mechanisms for seasonal differences observed in the changes to pCO2 
between Ex1e-4, ExVar, and Ex1e-5. The changes in carbon fluxes between experiments are greater in winter 
than in summer (Figures 6a, 6e, and 6f). An exception is in the very south, where ice cover during winter reduces 
gas exchange in all experiments. In winter, Ex1e-4 has a reduced carbon uptake compared to Ex1e-5, while ExVar 

Figure 5. (a) Maximum vertical dissolved inorganic carbon (DIC) gradient in the water column for Ex1e-5, scaled by the maximum DIC vertical gradient of the field. 
(b) Maximum change in DIC between Ex1e-4 and Ex1e-5, scaled by the maximum difference in DIC of the field. (c, d) Same as (a and b) but for temperature. The 
maximum change in DIC (temperature) is defined as the greatest difference in DIC (temperature) concentration between the two experiments at any depth above 200 m 
at each latitude and longitude in the domain. All values are scaled by the maximum value of the field, with the colorbar ranging from 0 to 0.5. (e) Zonal average (ZA) 
DIC concentration in Ex1e-5. (f) Zonal average DIC vertical gradient in Ex1e-5; blue indicates a decrease in concentration toward the surface. (g) Zonally averaged 
change in DIC concentration (Ex1e-4–Ex1e-5). All are shown for December 2012, the first month of all experiments.
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has a similar carbon uptake to Ex1e-5 (Figure 6a). Cumulatively integrated winter carbon fluxes are reduced from 
almost 2 Pg C/yr in Ex1e-5 to 1.2 Pg C/yr in Ex1e-4. The greatest decreases in uptake occur around 40°S. The 
Argentine basin is also a region of pronounced diminished carbon uptake (Figure 6f). Three small areas on the 
edge of the winter ice extent experience increased carbon uptake in the winter due to reduced ice cover, which 
will be discussed later in this section (Blue areas, Figure 6f). Summer changes to carbon fluxes are of a smaller 
magnitude and show more spatial variability than the winter months (Figures 6a and 6e). In summer, the cumu-
lative intergrated outgassing of Ex1e-5 is higher than Ex1e-4, and ExVar is higher than both Ex1e-4 and Ex1e-5, 
though the difference between all three runs is less than 0.2 Pg C/yr. At lower latitudes where the SO is a net 
source of carbon to the atmosphere, outgassing is decreased in Ex1e-4. Further south, where the SO is a carbon 
sink, CO2 uptake is reduced in Ex1e-4 (Figure 6e). Changes in flux occur as far south as the Antarctic continent 
due to diminished summer sea ice.

Using Equations 1–5 and Figure 4, we next use the Takahashi et al. methodology to examine seasonal changes 
to tracer contributions and their implications for the pCO2 and carbon fluxes. The outcome is shown in Figure 7. 
Salinity contributions to changes to pCO2 are not shown as they are negligible compared to DIC, alkalinity, and 
temperature contributions. The temperature contribution varies greatly between seasons, being stronger in Janu-
ary than in July (Figures 7b and 7e). Closer to Antarctica, changes in temperature increase the pCO2 of Ex1e-4 
surface waters in both seasons. In July, this positive contribution extends further north. In January, the change 
in temperature causes very strong reductions in pCO2, especially in the subtropical gyres. Because the change 
in surface temperature and associated change to pCO2 vary with season, the annual mean change in temperature 

Figure 6. (a) Zonally integrated Carbon flux for Ex1e-4, Ex1e-5, and ExVar for summer (dashed), winter (Dotted), and annual mean (solid line). (b) The cumulative 
sum of carbon fluxes from 70°S northward to 30°S (legend same as the previous panel). (c) Average summer carbon flux for Ex1e-5; magenta lines show the 
minimum summer ice extent. (d) Average winter carbon flux for Ex1e-5; magenta lines show the maximum winter ice extent. (e) Mean change in summer Carbon flux 
(Ex1e-4–Ex1e-5). (f) Mean change in winter Carbon flux (Ex1e-4–Ex1e-5). Positive values imply reduced carbon uptake or increased outgassing.
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and its contribution to change in pCO2 appear much smaller (Figure 4d). They are nevertheless key to driving 
the  seasonal response of changing SO carbon fluxes in response to altered diapycnal mixing.

The vertical structure of the thermocline and the associated change in surface temperature with enhanced mixing 
have seasonal trends (Figures 8b and 8f). In January, surface waters are warm, and the temperature declines 
rapidly with depth down to 100 m, especially north of 60°S (Figure 8a). South of 60°S and below 100 m, water 
temperature increases with depth due to the upwelling of deep warm waters of North-Atlantic origin through 
Ekman transport. In Ex1e-4, subsurface cooler waters are mixed more strongly toward the surface, cooling the 
surface waters and warming the subsurface waters relative to Ex1e-5 (Figure 8b). This surface cooling reduces 
the pCO2 (Figure 7a). In July the surface waters are well mixed and there is no temperature gradient in the upper 
100 m (Figure 8e). Below the winter mixed layer, temperature rises with depth south of 60°S, and decrease with 
depth north of 60°S. Enhanced mixing warms surface waters, increasing the pCO2 (Figures 7e and 7f). This 
increase in surface temperature also increases the rate of sea ice melt, reducing the sea ice cover toward the end 
of winter/spring in Ex1e-4 (Figure S3 in Supporting Information S1). This results in small regions of increased 
carbon uptake around the sea ice edge in winter (Figure 6f). North of 60°S and below the mixed layer, waters 
still decrease in temperature with depth (Figures 8e and 8f). Increased mixing cools the surface waters north 
of 45°S, while between 60°S and 45°S the changes in water temperature appear to be patchy. This is due to the 
interconnection of vertical mixing and horizontal advection by the meandering currents and eddies that lead to 
northward intrusion of warmer waters coming from south of 60°S. The vertical gradients of DIC and alkalinity 
are relatively constant regardless of season (Figures 8c and 8g). Changes in DIC and alkalinity concentrations 
have opposing effects on pCO2 (Figures 4e and 4f), but together act to increase pCO2 at all latitudes in summer 
and winter in Ex1e-4 (Figures 7c and 7f). The increase to pCO2 in Ex1e-4 from combined carbonate chemistry 
changes is stronger in the winter than in summer, especially north of 40°S (Figures 7c and 7f).

Though all 6 years of the model run exhibit a similar seasonal cycle of changes to carbon fluxes with enhanced 
mixing in Ex1e-4, important interannual differences exist (Figure 9). Some differences in carbon fluxes between 

Figure 7. (a) January (summer) 2013–2018 mean change in pCO2 (Ex1e-4–Ex1e-5) approximated by the method of Takahashi et al. (2014). (b) The contribution due to 
changes in temperature. (c) The contribution due to changes in carbon chemistry (DIC and Alkalinity). (d–f) Same as (a–c) but for July (winter) mean.

 21699291, 2023, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JC

019756 by U
niversity O

f C
alifornia, W

iley O
nline Library on [01/12/2023]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



Journal of Geophysical Research: Oceans

ELLISON ET AL.

10.1029/2023JC019756

13 of 19

the two experiments become more pronounced over time, while other changes lessen. North of 40°S, Ex1e-4 
has an increase in carbon uptake (or reduced outgassing) during the summer. This becomes more pronounced 
and extends further south down to 50°S in subsequent summers as the model run progresses. While the winter 
time reductions in uptake in Ex1e-4 compared to Ex1e-5 around 45°S become stronger through the 6 years, the 
reductions in carbon uptake south of 60°S become weaker. The SO yearly mean change in C flux (black stars, 
Figure 9b) between Ex1e-4 and Ex1e-5 is the greatest in the first 2 years and decreases over the subsequent 
4 years. The reduced carbon fluxes in Ex1e-4 summer are primarily responsible for the smaller annual mean 
change observed between Ex1e-4 and Ex1e-5 in later years.
40°S approximately corresponds to the mean latitude of the subtropical front (STF) and marks a regime in terms 
of the leading mechanisms responsible for changes in pCO2 and carbon fluxes. This marks the boundary between 
the nutrient deplete subtropical waters to the north and the nutrient and DIC rich waters to the south (Chapman 
et al., 2020). Regions to the north of this divide are responsible for the summer increases in carbon uptake in 
Ex1e-4 in later years of the run. In contrast, regions to the south are responsible for the strong response of reduced 
carbon uptake in Ex1e-4.
The contributions to the total change in pCO2 are drastically different across the STF (Figures 9c–9e). To its 
south, opposite changes in pCO2 due to alkalinity and DIC nearly balance, with the latter being slightly larger 
(Figure 9d). As before, salinity contributions remain negligible at all times. Over the first 2 years of the pertur-
bation, the total change in pCO2 is positive, meaning pCO2 is higher in Ex1e-4 than in Ex1e-5. The magnitude of 
the reduction in pCO2 due to Alkalinity increases over time. The magnitude of total pCO2 change decreases over 
time and becomes negative in the summer months, allowing for increased carbon uptake.
North of the STF, DIC and alkalinity do not balance each other out (Figure 9e) and changes in temperature 
between the two model runs are more dominant. Alkalinity increases pCO2 north of the STF, while changes in 
DIC initially also increase the pCO2 in Ex1e-4. By the summer of the third year of the run, changes in DIC begin 
to reduce the pCO2, causing the net total change in pCO2 to be negative in summer. This causes an increase in 
carbon uptake in the summer north of the STF in Ex1e-4.

Figure 8. (a) January (2013–2018) zonally averaged (ZA) temperature vertical gradient (red implies an increase in temperature toward the surface). (b) January change 
in temperature (Ex1e-4–Ex1e-5). Mixed layer depth (MLD) for Ex1e-5 (pink) and Ex1e-4 (green) overlain. (c) January zonally averaged dissolved inorganic carbon 
(DIC) vertical gradient. (d) Change in DIC concentration (Ex1e-4–Ex1e-5). (e–h) As in (a–d) but for July (2013–2018) mean.
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Almost all changes in DIC between Ex1e-4 and Ex1e-5 are due to altered diapycnal fluxes of DIC. However, 
north of the STF, DIC contribution to decreased pCO2 in the summer is due to increased productivity in the 
nutrient depleted waters of the subtropical gyre. This increase in productivity does not occur instantaneously, but 
instead takes around 6 months to begin decreasing the DIC contribution (red line, Figures 9e and 10c). While an 
increase in productivity occurs with higher mixing across the whole SO region, it is only in the north, roughly 
north of the subtropical front where increased phytoplankton production and DIC uptake becomes the dominant 
mechanism in altering DIC concentrations. Thus, in the context of this paper, we consider the STF as the upper 
boundary of the SO and postpone further discussion on the biologically dominated change in pCO2 north of the 
SO to future work.

4. Discussion
The relevance of diapycnal mixing in setting global carbon fluxes has previously been considered to be through 
changes to the underlying stratification and of regional and global overturning circulation and ventilation patterns. 
Although that may be true on centennial or longer timescales, here we show that on much faster timescales mixing 
directly acts upon tracers such as DIC, alkalinity, temperature, and salinity leading to a significant change in 
surface ocean carbon fluxes in B-SOSE. We have demonstrated that there is a strong sensitivity of carbon fluxes 

Figure 9. (a) Change in zonally integrated Carbon flux between Ex1e-4 and Ex1e-5 over the 6-year time period of January 2013 to December 2018 (Red shows 
reduced uptake or increased outgassing in Ex1e-4). (b) Change in the mean carbon flux across the whole Southern Ocean (SO) (blue), the SO North of the subtropical 
front (STF) (pink) and South of the STF (green) for the same time period. The annual mean change for the whole SO for each year is shown (black star). Using the 
methodology of Takahashi et al. (2014) as discussed previously, the differences in Carbon flux between the two model runs over time can be attributed to changes in 
surface ocean pCO2 (green lines) from alterations to temperature (blue lines), DIC (red lines), alkalinity (yellow lines) and salinity (purple lines). These contributions 
are shown for the whole SO (c), the SO south of the STF (d), and the SO north of the STF (e). The STF is defined according to the frontal definitions of Gray 
et al. (2018).
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to immediate (less than 1 year) nonequilibrated changes in background mixing values. This mixing is known to 
vary by over two orders of magnitude (from 10 −5 to 10 −3 m 2 s −1) on equally short timescales in the real ocean. A 
caveat is that though B-SOSE inputs are optimized to bring it into consistency with observations, biases do still 
exist with regard to the true ocean state (Mazloff et al., 2023). For example, Swierczek et al. (2021) showed a 
weaker upper ocean DIC gradient in B-SOSE than in the GLODAPv2 and BGC-Argo observations in the Argen-
tine basin. These may impact the details of the perturbation response presented here. However, the relatively 
rapid and large-scale change in carbon flux in response to changing mixing is likely to be a robust signal. The 
results obtained may be sensitive to the initial conditions used, but we believe that the sensitivity of the system to 
changes in background mixing rates would occur regardless of the choice of initial conditions. Numerical mixing 
from horizontal diffusion operators and advection schemes acting across large isopycnal slopes are potentially 
more impactful to vertical exchange in the model than the explicit vertical diffusion (Ilıcak et al., 2012). For this 
reason, one may hypothesize that changing background mixing from 10 −5 m 2 s −1 to 10 −4 m 2 s −1 would have a 
negligible impact in B-SOSE. Nevertheless, the impact of this change is significant, suggesting this spurious 
diapycnal mixing must have an effective value of less than 10 −5 m 2 s −1 over large regions of the model domain. 
While a sustained step change from 10 −4 to 10 −5 m 2 s −1 across the whole of the SO at any given time is unre-
alistic, variability of this order magnitude seems highly likely. Modeling temporally variable changes on small 
timescales which may be more representative of the background mixing rates in the SO requires more computing 
capacity, making it beyond the reach of this paper.

The high correlation found between vertical gradients and strong changes in tracer distributions with altered 
mixing shows that on a timescale of days to months, direct changes in diapycnal mixing fluxes are an important 
driver of pCO2 variability. On longer timescales, from months to years, further feedbacks involving changes to 
biological productivity and mixed layer depth will also begin to cause further changes to the surface ocean pCO2. 

Figure 10. The percentage change of surface water dissolved inorganic carbon (DIC) concentration due to changes in biological net community productivity (NCP). 
Surface water is defined here as waters down to a depth of 55 m. Shown as a vertically integrated mean for (a) January (summer) and (b) July (winter). The mean 
location of the subtropical front, as defined by Orsi et al. (1995), is also shown in pink. (c) The zonal mean of the vertically integrated percentage change due to altered 
NCP is shown over time.
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A latitudinal divide exists at around 40°S, roughly the location of the STF. High vertical tracer gradients cause 
the direct impact of altered tracer fluxes to dominate trends to the south, while changes in biological productivity 
play a key role in the observed changes to carbon fluxes to the north.

Two major issues stand in the way of better constraining of the data-assimilating ocean estimates insofar as the 
role of vertical mixing in the upper ocean is concerned. First, despite the significant investments in observations 
such as SOCAT and SOCCOM, Figure 3a clearly shows the sparsity of the available observational data. This 
sparseness of surface ocean pCO2 data and wind speeds, essential for estimating air-sea carbon fluxes due to the 
nonlinear interaction between gas exchange and wind speed, contributes to difficulties in modeling air-sea carbon 
fluxes (Bushinsky et  al.,  2019). From a statistical perspective, this coverage is insufficient to discern which 
background mixing value better represents the real ocean despite the strong impact of these choices on pCO2. 
This issue can be resolved only through sustained observations. Furthermore, the strong seasonality of the sensi-
tivity of carbon fluxes to altered mixing demonstrates the importance of year-round observations. Despite this, 
the year-round SO biogeochemical observations obtained through the SOCCOM project since 2014 (Johnson 
et al., 2017) have helped to significantly improve our knowledge of the seasonal cycle of SO air-sea carbon fluxes 
(Gray et al., 2018; Prend et al., 2022).

Second, SO diapycnal mixing can vary by orders of magnitude over timescales ranging from hourly to seasonally, 
as well as varying spatially. Moreover, 30% of the surface area of the subpolar ocean has a synoptic variance that 
is greater or equal in magnitude to the summer mean interannual variance of pCO2, thus synoptic variability of 
pCO2 is potentially a widespread dominant mode of variability in the SO (Nicholson et al., 2022). Hence, even 
small variations in the synoptic entrainment flux of DIC have a large impact on the mixed layer DIC budget 
relative to FCO2. To achieve a close agreement with observations, a model should have a representation of such 
variability. ExVar employed our best estimate of a time-mean spatially variable mixing map, resulting in carbon 
fluxes similar to that obtained with a constant diffusivity of 10 −5 m 2 s −1, suggesting the importance of represent-
ing temporal variability.

Finally, direct observations of diapycnal mixing in the SO have suggested that current maps such as that used 
in ExVar (a) lack the representation of many key processes that result in higher turbulence in upper surface 
waters (e.g., bottom-generated lee waves, shoaling of remotely generated internal tides) and (b) do not allow for 
co-variance of mixing and tracer gradients, key to biological processes. The spatial patterns of where deep waters 
enriched in natural carbon but lacking in anthropogenic carbon reach the upper ocean are highly localized, and 
are likely to be set by interior SO diapycnal transformations or by interactions with topographic mixing hot spots 
which cause localized upwelling (Tamsitt et al., 2017). Further work is needed to understand the distribution of 
upwelling sites into the surface ocean before we can begin to understand what extent these upwelling patterns 
influence spatial distributions of carbon fluxes (Tamsitt et al., 2017).

5. Conclusion
We have demonstrated that the air-sea carbon fluxes in the SO are highly sensitive to instantaneous changes in 
background mixing values well within the range of current best estimates. This is despite background mixing 
rates being orders of magnitude smaller than mixed layer model-generated mixing. We find that the overall 
changes to carbon fluxes depend on the interactive effects of changes to DIC, temperature, and alkalinity, which 
can compensate or reinforce each other, and the predominant driver varies regionally, seasonally and temporally 
as additive and opposing feedbacks kick in at varying timescales. This work highlights the absolute necessity for 
climate models to resolve the spatiotemporal variability of small-scale turbulent mixing, or to skillfully parame-
terize the processes responsible for generating them.

Data Availability Statement
The B-SOSE data sets generated during and/or analyzed during the current study are available from http://sose.
ucsd.edu/SO6/ITER133_kappa_bgrd1e4/, http://sose.ucsd.edu/SO6/ITER133_kappa_bgrd1e5/ and http://sose.
ucsd.edu/SO6/ITER133_tides_casimir_leew_g0p2/. The spatially variable ExVar mixing map is published via 
Zenodo at https://zenodo.org/record/8232709 (Ellison, Mashayek, & Mazloff, 2023).
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