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Mean-field games (MFGs) are a modeling framework for systems with a large number 
of interacting agents. They have applications in economics, finance, and game theory. 
Normalizing flows (NFs) are a family of deep generative models that compute data 
likelihoods by using an invertible mapping typically parameterized by neural networks. 
They are useful for density modeling and data generation. While active research has been 
conducted on both models, few noted the relationship between the two. In this work, 
we unravel the connections between MFGs and NFs by contextualizing the training of 
an NF as solving the MFG. This is achieved by reformulating the MFG problem in terms 
of agent trajectories and parameterizing a discretization of the resulting MFG with flow 
architectures. With this connection, we explore two research directions. First, we employ 
expressive NF architectures to accurately solve high-dimensional MFGs, sidestepping the 
curse of dimensionality in traditional numerical methods. Compared with other deep 
learning approaches, our trajectory-based formulation encodes the continuity equation in 
the network architecture to better approximate population dynamics. Second, we regularize 
the training of NFs with transport costs and show the effectiveness on controlling the 
model’s Lipschitz bound, resulting in better generalization performance. We demonstrate 
numerical results through comprehensive experiments on a variety of synthetic and real-
life datasets.

 2023 Elsevier Inc. All rights reserved.

1. Introduction

Mean-field games (MFGs) are a powerful modeling framework for systems with a large number of interacting agents, 
which arise naturally in the study of game theory [1,2], economics [3,4], finance [5–7], and industrial planning [8–10]. In 
general, the MFG formulation prescribes an identical objective for all agents and seeks the optimal strategy over a time 
interval. Instead of tracking individual strategies, mean-field approaches are used to model distributions of strategic profiles, 
and the optima of the MFG objective generalizes the Nash equilibria in the corresponding finite N-player game as N → ∞. 
When the strategies concern spatial movement with a particular transport cost, the MFG is reduced to the optimal transport 
(OT) problem, which finds rich applications in signal processing and machine learning [11–14].

A key theoretical underpinning for MFGs is the characterization of its optimality condition in terms of the Hamilton-

Jacobi-Bellman (HJB) equation. Obtaining the Nash equilibrium of an MFG is thus reduced to solving a system of nonlinear 
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partial differential equations (PDEs), for which a plethora of numerical methods have been developed based on the Eulerian 
framework [15–21]. Nevertheless, the reliance on spatial discretization renders traditional approaches exponentially more 
expensive as the dimensionality grows. Hence, numerically solving MFGs in high dimensions remains a difficult problem 
due to the curse of dimensionality. Meanwhile, machine learning-based approaches emerged lately. A recent method [22]

successfully solves MFGs in quite high dimensions using deep neural networks. This method uses a Lagrangian-based ap-
proach to approximate the value function. However, besides penalizing the HJB equation, this method has to additionally 
solve the continuity equation that governs the evolution of the densities under the learned dynamics.

Rather than approximating the value function in MFGs by using neural networks as discussed in [22], we propose to 
approximate the trajectories instead. To this end, we establish a mathematical connection between the MFG framework 
and a popularly used family of generative models in deep learning—normalizing flows (NFs). Composed of a sequence of 
invertible mappings, NFs allow for the exact computation of the data likelihood. They can be used to model complex data 
distributions for density estimation and latent sampling [23]. Starting from the MFG problem, we reformulate it in terms of 
agent trajectories and canonically parameterize the discretization as an NF. As a result, the standard negative log-likelihood 
training of an NF is equivalent to a special case of the MFG without transport and interaction costs.

This connection between the MFGs and the NFs motivates us to explore two promising directions. First, we approximate 
the trajectories of MFGs with expressive NF architectures to accurately and efficiently solve high-dimensional MFG problems. 
The key novelty of our approach lies in its encoding of the continuity equation into the neural network, which mitigates nu-
merical errors incurred in the approximation and produces more accurate solutions of MFGs. We demonstrate the advantage 
of our approach in problems including dynamic OT, crowd motion, and multi-group path planning. Additionally, we conduct 
numerical analysis of a discretization scheme and explore the relationship between continuous and discretized MFGs. By 
characterizing the solution behaviors of discretized MFGs with the OT theory [24], we obtain an important insight, which 
suggests that direct linear interpolation of the discretized problems in the temporal direction solves MFGs without the in-
teraction term. Moreover, we adapt the universality theory from [25] to argue the effectiveness of using a particular kind of 
NFs—affine coupling flows—in parameterizing MFG trajectories. The resultant push-forward measure in the NF converges in 
distribution, corroborating accurate modeling of the population dynamics.

Second, we improve NFs by introducing the transport cost to their training, resulting in trajectory-regularized flows. In 
general, there exists more than one flow that transforms a given probability density to another. Therefore, the NF training 
problem is ill-posed and proper regularization is needed to incentivize the solution towards a more meaningful one. The 
OT theory suggests that this can be done via using the kinetic energy as the transport cost, which induces an OT plan that 
traverses the geodesic in the space of measures with the Wasserstein-2 metric [24]. We show by using a variety of synthetic 
datasets that in the absence of the transport cost, one cannot expect existing NF models to approximate the OT trajectory. 
Additionally, we find that the intermediate flows incur significantly less distortion when trained with transport costs. Regu-
lating the kinetic energy, therefore, serves as an effective way of controlling the Lipschitz bound, which is intimately related 
to the model’s generalization performance as well as its ability to counter adversarial samples [26,27]. Traditionally, the 
control over the Lipschitz bound for a neural network is implemented through explicit regularization such as the l2 weight 
decay. To the best of our knowledge, this is the first work regularizing NFs by using transport costs and relating the regu-
larization to the Lipschitz bound of the trained neural network, which proves to be more robust and effective than weight 
decay. We demonstrate the effectiveness of transport-based regularization on a variety of synthetic and real-life datasets 
and show improvements over popularly used NF models, such as RealNVP and the neural spline flow [28,29].

2. Related works

Variational MFGs are a generalization of the dynamic formulation of OT [24], where the final density matching is encour-
aged but not enforced and transport costs other than the kinetic energy can be considered. Traditional methods for solving 
OT and variational MFG problems are well-studied in low dimensions [15–21,30]; and machine learning-based approaches 
emerged recently for solving high-dimensional MFGs. The work [22] is the first on solving high-dimensional deterministic 
MFGs by approximating the value function using deep neural networks. The work [31] solves high-dimensional MFGs in the 
stochastic setting using the primal-dual formulation of MFGs, where training is conducted similarly to that of generative 
adversarial networks [32,14].

Our proposed trajectory-regularized flow can be built on any discrete NF. In general, existing NF models impose a certain 
structure on the flow mapping to enable fast evaluation of the log-determinant of the Jacobian. For a non-exhaustive list, 
RealNVP and NICE combine affine coupling flows to build simple yet flexible mappings [28,33], while NSF and Flow++ use 
splines and a mixture of logistic CDFs as more sophisticated coupling functions [29,34]. MAF and IAF are autoregressive 
flows with affine coupling functions [35,36], while NAF and UMNN parameterize the coupling function with another neural 
network [37,38].

Not the focus of this work, continuous NF models consider the ODE limit of the discrete version, with significant changes 
to the computation of the parameter gradient and the change of variables. In these models, neural ODE outlines the the-
oretical framework [39] and FFJORD uses the Hutchinson estimator to approximate the trace term incurred in the density 
evaluation [40]. OT-Flow introduces the OT cost to continuous NFs, suggesting a parameterization of the HJB potential that 
allows for exact trace computations [41]. In addition, recent works found that the transport cost can enhance and stabilize 
the training of continuous NFs [42]. For example, the OT theory suggests that the optimal agent trajectories are straight; 
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this characterization allows the ODE solver in OT-Flow to integrate with larger time steps and reduce the computational 
cost [41].

3. Roadmap

The rest of the paper is organized as follows. We provide the mathematical background for MFGs and NFs in Section 4

and elaborate the connections between the two in Section 5, via a reformulation and discretization of the MFG objective. 
In Section 6, we perform theoretical analysis to relate the discretized and continuous MFG problems, as well as establishing 
universality theorems for using NFs to solve MFGs. In Section 7, we provide numerical results that demonstrate the effec-
tiveness and accuracy of solving high-dimensional MFGs by using NFs. Meanwhile, we illustrate the effect of regularized 
NF training, stress the ability of acquiring a lower Lipschitz bound, and show its superiority to weight decay in real-life 
datasets.

4. Mathematical background

4.1. Mean-field games

The study of MFGs considers classic N-player games at the limit of N → ∞ [43–45]. Assuming homogeneity of the ob-
jectives and anonymity of the players, we construct a MFG with a continuum of non-cooperative rational agents distributed 
in a spatial domain � ⊆ Rd and evolving across a time interval [0, T ]. For any fixed t ∈ [0, T ], we denote the population 
density of agents by p(·, t) ∈ P(�), where P(�) is the space of all probability densities over �. For an agent starting at 
x0 ∈ �, their position over time follows a trajectory x : [0, T ] → � governed by

{

dx(t) = v(x(t), t)dt, ∀t ∈ [0, T ]

x(0) = x0,
(1)

where v : � × [0, T ] → � specifies an agent’s action at a given time. For simplicity, we assume no stochastic terms in (1) in 
this work. Then, each agent’s trajectory is completely determined by v(x, t). To play the game over an interval [t, T ], each 
agent seeks to minimize their objective:

Jx0,t(v, p) :=

T
∫

t

[L(x(s), v(x(s), s)) + I(x(s), p(x(s), s))]ds + M(x(T ), p(x(T ), T ))

s.t. (1) holds.

(2)

Each term in the objective denotes a particular type of cost. The running cost L : � × � → R is incurred by each agent’s 
own action. A commonly used example for L is the kinetic energy L(x, v) = ‖v‖2 , which accounts for the total amount of 
movement along the trajectory. The running cost I : � × P(�) → R is accumulated through each agent interacting with 
one another or with the environment. For example, this term can be an entropy that discourages the agents from grouping 
together, or a penalty for colliding with an obstacle [22]. The terminal cost M : � ×P(�) → R is computed from the agents’ 
final state, which typically measures a discrepancy between the final density p(·, T ) and a desirable density p1 ∈P(�).

To solve the MFG, we define the value function u : � × [0, T ] → R as

u(x0, t) := inf
v

Jx0,t(v, p), s.t. (1) holds. (3)

One can show that u(x, t) and p(x, t) are solutions to the following HJB equation and continuity equations [43–45]

⎧

⎪

⎨

⎪

⎩

−∂tu(x, t) + H(x,∇xu(x, t)) = I(x, p(x, t))

∂t p(x, t) + ∇x · (p(x, t)v(x, t)) = 0

p(x,0) = p0(x), and u(x, t) = M(x, p(x, t)),

(4)

where H : � × � → R is the Hamiltonian H(x, q) := supv −〈q, v〉 − L(x, v); p0 ∈ P(�) is the initial population density at 
t = 0; and v(x, t) denotes the optimal strategy for an agent at position x and time t . It can be shown that the optimal 
strategy satisfies v(x, t) = −∇pH(x, ∇xu(x, t)). We note that the continuity equations in the last two lines of (4) are a 
special case of the Fokker-Planck equation with no diffusion terms.

The setup (1)–(2) concerns the strategy of an individual agent. Under suitable assumptions, the work [43] developed 
a macroscopic formulation of the MFG that models the collective strategy of all agents. Suppose there exist functionals 
I, M :P(�) → R such that

I(x, p) =
δI

δp
(x), M(x, p) =

δM

δp
(x),
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where δ
δp

is the variational derivative. Then, the functions p(x, t) and v(x, t) satisfying (4) coincide with the optimizers of 
the following variational problem:

inf
p,v

J (p, v) :=

T
∫

0

∫

�

L(x, v(x, t), p(x, t))dxdt +

T
∫

0

I(p(·, t))dt +M(p(·, T ))

s.t. ∂t p(x, t) + ∇x · (p(x, t)v(x, t)) = 0, x ∈ �, t ∈ [0, T ]

p(x,0) = p0(x), x ∈�.

(5)

This formulation is termed the variational MFG and it serves as the main optimization problem this work solves. It is known 
that traditional numerical PDE methods that solve (4) are computationally intractable in dimensions higher than three, as 
the number of grid points grows exponentially. This challenge motivates us to solve the MFG problem with parameteriza-

tions of the agent trajectory based on NFs.

4.2. Normalizing flows

NFs are a family of invertible neural networks that find applications in density estimation, data generation, and varia-
tional inference [33,28,29,34–37]. In machine learning, NFs are considered deep generative models, which include variational 
autoencoders [46] and generative adversarial networks [32] as other well-known examples. The key advantage of NFs over 
these alternatives is the exact computation of the data likelihood, which is made possible by invertibility.

Mathematically, suppose we have a dataset X = {xn}
N
n=1 ⊆ Rd generated by an underlying data distribution P1; that 

is, xn
iid
∼ P1 . We define a flow to be an invertible function fθ : Rd → Rd parameterized by θ ∈ RW , and a normalizing 

flow to be the composition of a sequence of flows: Fθ = fθK ◦ fθK−1 ◦ ... ◦ fθ2 ◦ fθ1 parameterized by θ = (θ1, θ2, ..., θK ). 
To model the complex data distribution P1 , the idea is to use an NF to gradually transform a simple base distribution 
P0 to P1 . Formally, the transformation of the base distribution is conducted through the push-forward operation Fθ∗P0 , 
where Fθ∗P (A) := P (F−1

θ (A)) for all measurable sets A ⊂ �. The aim is that the transformed distribution resembles the 
data distribution. Thus, a commonly used loss function for training the NF is the KL divergence:

min
θ

DK L(P1||Fθ∗P0). (6)

If the measure P admits density p with respect to the Lebesgue measure, the density Fθ∗p associated with the push-forward 
measure Fθ∗P satisfies the change-of-variable formula [23]:

Fθ∗p(x) = p(F−1
θ (x))|det∇ F−1

θ (x)|, (7)

where ∇ F−1
θ is the Jacobian of F−1

θ . This allows one to tractably compute the KL term in (6), which is equivalent to the 
negative log-likelihood of the data up to a constant (independent of θ ):

DK L(P1||Fθ∗P0) = −Ex∼P1 [log Fθ∗p0(x)] + const.

= −Ex∼P1

[

log p0(gθ1 ◦ ... ◦ ...gθK (x)) +

K
∑

k=1

log |det∇gθk (yK−k)|

]

+ const.,
(8)

where gθi := f −1
θi

are the flow inverses, and y j := gθK− j
◦ ... ◦ gθK (x), ∀ j = 1, 2, ..., K − 1, y0 := x.

We remark that there is flexibility in choosing the base distribution P0 , as long as it admits a known density to evaluate 
on. In practice, a typical choice is the standard normal N(0, I). In addition, (8) requires the log-determinant of the Jacobians, 
which take O (d3) time to compute in general. Existing NF architectures sidestep this issue by meticulously using functions 
that follow a (block) triangular structure [23], so that the log-determinants can be computed in O (d) time from the (block) 
diagonal elements.

One popular family of NF models is the coupling flow [23], which composes individual flows in the following form

f (x1, x2) = (h(x1; θ(x2)), x2) := (y1, y2), (9)

where (x1, x2) ∈ Ra × Rd−a , θ : Rd−a → Rd is the called the conditioner, and h : Rd → Rd is the coupling function. Suppose 
h(·; θ) is invertible for the given θ , then the inverse f −1 is:

(x1, x2) = (h−1(y1; θ(y2)), y2). (10)

In common scenarios, h is defined element-wise, such that invertibility is ensured by strict monotonicity. For example, a 
simple yet expressive choice is the affine function h(x; θ) = θ1x+ θ2, θ1 �= 0, θ2 ∈ R. This gives rise to the RealNVP flow [28]. 
Other popular coupling functions include splines, mixture of CDFs, and functions parameterized by neural networks, which 
are shown to be more expressive than the affine coupling function [29,47,48,34,49,37].
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5. Bridging MFGs and NFs

In this section, we reformulate the MFG problem as a generalization of the NF training loss. This reformulation relates 
the two models and opens opportunities to improve both. The contribution is two-fold. On the one hand, we solve high-
dimensional MFG problems by using an NF parameterization. The NF model encodes the discretized trajectory of the agents 
in its network architecture, which allows for efficient optimization through evaluation of the log-determinants in O (d) cost. 
We show that the expressitivity of the NF architecture allows one to tractably solve high-dimensional MFG problems with 
small error. On the other hand, under the MFG framework we introduce a model-agnostic regularization to improve the 
training of NFs. In the MFG language, existing NF models are trained by using only the terminal cost (i.e., the KL loss). With 
the introduction of the transport cost, the intermediate flows become better behaved and more robust, owing to a smaller 
Lipschitz bound. It turns out that the learned NF improves the matching of the densities, as evident in various synthetic 
and real-life examples.

5.1. Trajectory-based formulation of MFGs

Rather than solving for the density p(x, t) and the action v(x, t), we reparameterize the problem (5) to directly work 
with agent trajectories, from which p(x, t) and v(x, t) can be derived. Let P (·, t) be the measure that admits p(·, t) as its 
density for all t ∈ [0, T ]. Define the agent trajectory as F : Rd × R → Rd , where F (x, t) is the position of the agent starting 
at x and having traveled for time t . It satisfies the following ordinary differential equation:

{

∂t F (x, t) = v(F (x, t), t), x ∈ �, t ∈ [0, T ]

F (x,0) = x, x ∈ �.
(11)

The evolution of the population density is determined by the movement of agents. Thus, P (·, t) is simply the push-forward 
of P0 under F (·, t); namely, P (x, t) = F (·, t)∗P0(x), whose associated density satisfies

p(x, t) = d(F (·, t)∗P0)(x), (12)

where d(F (·, t)∗p0(x)) is a Radon-Nikodym derivative. Note that this definition of p(x, t) automatically satisfies the conti-
nuity equation as well as the initial condition for p(x, t) in (5). Unless specified otherwise, we assume T = 1 and use the L2
transport cost L(x, v(x, t), p(x, t)) = λL p(x, t)‖v(x, t)‖22 from now on. Here, λL ≥ 0 is treated as a model (hyper-)parameter. 
Furthermore, we can apply a change of variables on (12) to rewrite the integral involving L(x, v, p):

1
∫

0

∫

�

L(x, v(x, t), p(x, t))dxdt = λL

1
∫

0

∫

�

p(x, t)‖v(x, t)‖22dxdt

= λL

1
∫

0

∫

�

‖v(x, t)‖22d(F (·, t)∗P0)(x)dt

= λL

1
∫

0

∫

�

p0(x)‖∂t F (x, t)‖22dxdt.

Similarly, we can rewrite the interaction cost I(p(·, t)) and the terminal cost M(p(·, T )) as:

I(p(·, t)) = I(F (·, t)∗p0),

M(p(·, T )) = M(F (·, T )∗p0).
(13)

Therefore, (5) becomes:

inf
F

λL

1
∫

0

∫

�

p0(x)‖∂t F (x, t)‖22dxdt +

1
∫

0

I(F (·, t)∗p0)dt +M(F (·,1)∗p0) := L(F )

s.t. F (x,0) = x.

(14)

It is worth noting that (14) removes the continuity-equation constraint. The reformulated problem optimizes over agent 
trajectories F , which allows one to parameterize with an NF. In addition, the remaining constraint F (·, 0) = Id will be 
automatically integrated into the NF, such that it can be trained in an unconstrained manner.
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5.2. Discretization of MFG trajectories with NFs

Starting from the base density p0 , each flow in the NF advances the density one step forward. Hence, the NF model 
specifies a discretized evolution of the agent trajectories. Formally, we discretize the trajectory F (x, t) in time with regular 
grid points ti := i · �t, ∀i = 0, 1, ...K . Thus, the grid spacing is �t := 1

K
. Denote F (x, ti) := F i(x). By approximating ∂t F (x, t)

with the forward difference, the transport cost becomes:

λL

1
∫

0

∫

�

p0(x)‖∂t F (x, t)‖22dxdt = λL

1
∫

0

Ez∼P0 [‖∂t F (z, t)‖22]dt

∼ λLK · Ez∼P0

[

K−1
∑

i=0

‖F i+1(z) − F i(z)‖
2
2

]

.

(15)

Moreover, suppose that the terminal cost is computed as the KL divergence as in standard NFs:

M(F (·, T )∗p0) = λMDK L(P1||F (·, T )∗P0) = λMDK L(P1||FK∗ P0). (16)

For simplicity of exposition, for now we omit the interaction term (that is, I ≡ 0). We can discretize the interaction cost 
I(F (·, t)∗P0), similarly to (15), given its exact form. Subsequently, we will give numerical examples for the case I �≡ 0 (see 
Sections 7.1.2 and 7.1.3).

For any F , the discretized objective value converges to the continuous version at O ( 1
K
). However, we show later that 

the optimal discretized and continuous objective values in fact agree for any fixed number of grid points used. Hence, there 
introduce no additional errors by discretizing the original MFG problem, in the absence of interaction costs.

To solve the discretized MFG, we define the flow maps for 0 ≤ ti ≤ t j ≤ 1 as �
t j
ti
(x0) = x(t j), where

{

dx(t) = v(x(t), t)dt, t ∈ [ti, t j]

x(ti) = x0.
(17)

Here, we leverage the semi-group property �tc
tb

◦ �
tb
ta

= �
tc
ta

to decompose the agent trajectories into a sequence of flow 

maps. It follows that Fk = �
tk
tk−1

◦ �
tk−1
tk−2

◦ ... ◦ �
t1
t0

, ∀k = 1, 2, ...K , and we parameterize each �ti
ti−1 : Rd → Rd by a flow 

model fθi . Denote Fθk := fθk ◦ ... ◦ fθ1 , Fθ0 := Id, and Fθ := Fθ K . The discretized MFG problem with flow-parameterized 
trajectories is:

inf
θ

λLK · Ez∼P0

[

K−1
∑

k=0

‖Fθk+1(z) − Fθk (z)‖
2
2

]

+ λMDK L(P1||Fθ∗ P0), (18)

where λM, λL ≥ 0 are weights.

By comparing (18) to the NF optimization problem (8), we see that training a standard NF is equivalent to solving 
a special MFG with no transport and interaction costs. In the past, many highly flexible flows were developed that are 
capable of solving this special MFG [37,29,28,50,34]. As a result, the trajectory-based formulation opens the door to employ 
expressive NFs to accurately solve MFGs. In addition, note that the density evolution can be directly obtained from the agent 
trajectories, which are the outputs of the individual flows in the NF model. Thus, this formulation sidesteps the additional 
effort required to solve the Fokker-Planck equation (4), resulting in a more efficient solution of the population dynamics.

We also note that the computation of (18) involves both a forward (normalizing) and an inverse (generating) pass of 
the NF: the forward pass computes DK L(P1||Fθ∗ P0) via (8) and the inverse pass yields the transport cost. For NFs that 
have comparable run time for passes in both directions (e.g. coupling flows), adding the transport cost only doubles the 
overall computation time. For NFs where the inverse pass is much slower than the forward pass (or vice versa), such as 
autoregressive flows [23], the additional computational effort associated with the transport cost may be prohibitive. To 
remedy this, we propose an alternative, equivalent formulation that incurs less overhead.

Alternative formulation Recall that the forward agent trajectory is defined in (11), such that p(x, t) = F (·, t)∗p0(x). Equiva-
lently, we can consider the backward trajectory G : Rd × R → Rd:

∂tG(x,1 − t) = v(G(x,1 − t), t), x ∈ �, t ∈ [0, T ]

G(x,0) = x, x ∈ �.
(19)

Therefore, G(·, t)∗P1 = P (·, 1 − t), ∀t ∈ [0, 1]. As a result, the objective (18) becomes:

inf
θ

λLK · Ex∼P1

[

K−1
∑

k=0

‖Gθk (x) − Gθk+1(x)‖
2
2

]

+ λMDK L(P1||Fθ∗P0), (20)

6
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where Gθk (x) = gθk ◦ gθk−1
◦ ... ◦ gθ1 (x), ∀k = 1, 2, ..., K are the flow inverses, and Gθ0 (x) := x. Not that the evaluation of 

DK L(P1||Fθ∗P0) requires the inverse of Fθ , which is expressed in the gθi ’s defined in (8). We defer the detailed derivation 
to Appendix B.

The transport cost in the equivalent formulation (20) can be computed via a single forward pass on the training data, 
which can be done together with the negative log-likelihood computation. As a result, the addition of the transport cost 
incurs minimal overhead compared to the standard NF training.

5.3. Regularizing NF training with MFG costs

The aforementioned method for solving high-dimensional MFGs using NFs leads to the view of NFs as a special type of 
MFG problems. Comparing the MFG formulation (18) with the standard NF training (8), one can interpret the MFG transport 
cost as a regularization term in the NF training with strength λL/λM; we call this regularization a trajectory regularization. 
It is straightforward to implement it on top of any existing discrete NF models (not necessarily restricted to coupling flows). 
Since the transport cost aggregates squared differences between the input and the output of each flow, the regularization 
encourages smoothness in the intermediate transforms.

From the perspective of inverse problems, there exist many flows (transport plans) that can transform the base P0 to 
P1 . Therefore, regularization helps ameliorate the inevitably ill-posed nature of NF training. Through OT theory, the L2
regularized evolution of densities is characterized as the geodesic connecting P0 and P1 in the space of measures equipped 
with the Wasserstein-2 metric [51]. Since P0 is always chosen to be absolutely continuous for NFs, the OT between the two 
densities will be a unique and bijective mapping known as the Monge map, T (x). The same result holds for the discretized 
MFG problem, shown later in Theorem 6.4. Therefore, the NF training problem is no longer ill-posed. Furthermore, the 
optimal trajectory is then a linear interpolation between each point x and its destination T (x): F ∗(x, t) = (1 − t)x+ tT (x).

From the perspective of machine learning, the transport cost provides an effective framework to control the flow’s Lips-
chitz bound, which closely correlates with the robustness and the generalization capability [52,27]. Note that by enforcing 
smoothness in the time domain, the trajectory regularization also encourages smoothness in the spatial domain, owing to 
the triangle inequality:

‖FK (x) − FK (y)‖22 =

∥

∥

∥

∥

∥

K−1
∑

i=0

(F i+1(x) − F i(x)) −

K−1
∑

i=0

(F i+1(y) − F i(y)) + (x − y)

∥

∥

∥

∥

∥

2

≤ 2‖x− y‖22 + K

K−1
∑

i=0

‖F i+1(x) − F i(x)‖
2
2 + K

K−1
∑

i=0

‖F i+1(y) − F i(y)‖
2
2, (21)

where F0 = Id, F i = f i ◦ ... f1, i = 1, ..., K , and FK is the NF model. By regularizing with the transport cost as in (18), the 
right-hand side can be controlled.

As observed by the authors of [26], explicit regularization methods such as l2 weight decay has little impact on the 
model’s generalization gap. In contrast, the trajectory regularization is implicit in that it imposes no direct penalty on the 
parameters. We find it to be much more effective than weight decay in reducing the NF’s Lipschitz bound. We will demon-

strate in the numerical experiments that a regularized evolution can reduce overfitting and improve density estimation.

6. Theoretical analysis

We first characterize the solutions of the MFG problem and its discretized analogue, when the interaction cost is absent 
and the transport cost is the kinetic energy. We prove that the discretized objective converges to the continuous version 
linearly, and that the minimum values agree between the two problems, for any number of discretized points. Through 
reduction to an OT problem, we show uniqueness of the optimizer for discretized MFG problems, thereby alleviating ill-
posedness of the NF training objective.

In addition, we show that with mild assumptions on the MFG solution, certain classes of normalizing flows can be 
used to approximate the optimal trajectories of any MFG problem in L2 locally. Our results build on the work [25], which 
establishes universality results for a broad class of coupling flows. In addition, we state that under the learned mapping, 
the evolution of the probability measure converges to the ground truth in distribution, at every discretized time step. We 
sketch the intuitions here and defer the proofs to the appendix.

6.1. Relating continuous and discretized MFGs

Our analysis focuses on the MFG problem without the interaction cost. We recall the discretized MFG problem with 
I ≡ 0 here for convenience:

7
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inf
F={F i}

K
i=0

λLK · Ez∼P0

[

K−1
∑

k=0

‖F i+1(z) − F i(z)‖
2
2

]

+M(FK∗p0) := LK (F )

s.t. F0(z) = z.

(22)

First, we note that in the absence of the interaction cost, the discretized objective converges to the continuous analogue 
in O ( 1

K
) when evaluated on any F .

Theorem 6.1. Assume I ≡ 0. The discretized MFG objective value converges to the continuous version at O ( 1
K
) for any F , when both 

objectives are finite:

|LK (F ) −L(F )| = O

(

1

K

)

.

The proof is based on a straightforward Taylor expansion, similar to that used in finite difference error analysis. In 
general, one can use a higher order scheme to discretize (14) in time, yielding a higher order convergence rate. For example, 
the composite Simpson’s rule is used in our numerical experiments.

Next, we consider the optimization and establish two lemmas that characterize the optimal trajectories of both the 
discretized and the continuous MFG problems.

Lemma 6.2. Assume P0 is absolutely continuous with density p0. Let F ∗(z, t) be an optimizer for (14) with I ≡ 0. Define F ∗(z, 1) :=
F1(z). Then, F ∗(z, t) = (1 − t)z + t F1(z).

Lemma 6.2 can be shown by recasting the MFG as a suitable OT problem. Then, the straight trajectories follow from the 
OT theory. A similar result holds for the discretized MFG problem.

Lemma 6.3. Assume P0 is absolutely continuous with density p0. Let {F ∗
i
}K
i=0 be an optimizer for (22) with F ∗

K
:= F1 . Then, F ∗

i
=

(1 − i
K
)z + i

K
F1, i = 0, 1, ..., K .

Lemma 6.3 can be shown by recasting the problem in a similar fashion, followed by solving its KKT system. Combining 
Lemma 6.2 and Lemma 6.3, we can show that the optimal value of the discretized problem agrees with its continuous 
counterpart.

Theorem 6.4. Assume I ≡ 0. Both the continuous (14) and the discretized (22) MFG problems admit unique optimizers and their 
optimal values agree. In addition, the trajectory obtained from linearly interpolating the optimizers of the discretized MFG problem, 
F (z, t) = (1 − t)z + t F ∗

K (z), is the optimizer of the continuous MFG problem.

Theorem 6.4 has two important implications. First, when we use an NF to parameterize and solve the MFG problem 
with no interaction costs, the optimizer incurs no discretization error. Therefore, it is not necessary to use higher order dis-
cretization schemes for the problem. Second, the discretized MFG problem, which corresponds to the training objective (18)

modulo parameterization, admits a unique solution. In other words, the regularized NF training is well-posed.

6.2. Universality of NFs for solving MFGs

The universality results from [25] indicate that NFs built with affine coupling transforms and sufficiently expressive 
conditioners are universal approximators for D2 locally in Lp, p ∈ [1, ∞). Here, D2 = { f : Dom( f ) → Im( f ) ⊆ Rd}, where f
is C2 diffeomorphic, and Dom( f ) ⊆ Rd is open and diffeomorphic to Rd . As a result, affine coupling flows are well-suited 
for approximating the optimal MFG trajectories. To be more precise, we consider the following sets introduced in [25].

Definition 6.5. Define the set of single coordinate affine coupling flows with conditioner class H as H-ACF = {	d−1,s,t : s, t ∈

H}, where 	k,s,t(x≤k, x>k) = (x≤k, x>k � exp (s(x≤k)) + t(x≤k)) is an affine coupling flow. Further, define the set of invertible 
neural networks INNH-ACF = {W1 ◦ g1 ◦ ... ◦ Wn ◦ gn : n ∈ N, gi ∈ H-ACF, W i(x) = Aix + bi, Ai invertible}, which is a family 
of normalizing flows with flow transforms from the class of invertible functions H-ACF.

Note that the affine coupling flows used in our numerical experiments belong to INNH-ACF , where H is the class of ReLU 
networks. It turns out that the universality of INNH-ACF provides an ideal characterization for the approximate solutions 
of (14).

8
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Theorem 6.6. Let H be sup-universal for C∞
c (Rd−1) and contain piecewise C1 functions. For a fixed K ∈ N , let the optimizer of (14)

be F ∗(z, t) and its evaluation on the grid points ti = i�t be F ∗(z, ti) = �
ti
ti−1

◦ ...�
t1
t0

, i = 1, ..., K . Assume F ∗(z, ti) ∈D2, i = 1, ..., K . 

Then, for all ε > 0, p ∈ [1, ∞), and compact sets A, there exists {Fθ i }Ki=1 ⊂ INNH-ACF such that

‖F ∗(·, ti) − Fθ i‖p,A < ε, i = 1, ..., K .

This result can be directly obtained from the conclusion in [25]. We remark that the conditions on H can be satisfied 
by fully connected networks equipped with the ReLU activation. In addition, we show that the push-forward measures from 
the approximated optimal trajectories converge to the ground truth in distribution. This ensures the validity of the learned 
evolution of the agent population.

Theorem 6.7. Let P0 be absolutely continuous with a bounded density p0, and F (z, t) be the optimizer for (14) such that F (z, ti) ∈
D2, i = 1, ..., K . Then, for each k = 1, 2, ..., K , there exists a sequence of normalizing flows {Fn

θk
}∞n=1 := { f nθk ◦· · ·◦ f nθ1 }

∞
n=1 ⊂ INNH-ACF

such that

Fn
θk∗

P0
d
−→ F (·, tk)∗P0, as n → ∞,

where 
d
−→ denotes convergence in distribution.

The proof is based on the Lipschitz-bounded definition of convergence in distribution. See the proof in the appendix.

7. Numerical experiments

Within this section, we organize the numerical results into two parts. The first part showcases NFs as an effective 
parameterization for solving high-dimensional MFG problems. The second part leverages MFG transport costs to improve 
the robustness of NF models for generative modeling.

7.1. Solving MFGs with NFs

In the first part, we follow the settings in [22] to construct two MFG problems. They are designed so that the behavior 
of the MFG solutions is invariant to dimensionality, when projected onto the first two components. This property allows 
for qualitative evaluation through visualization. As the dimensionality increases from 2 to 100, the problem becomes more 
challenging in terms of the neural network’s capacity and the computational complexity. We further extend our numerical 
experiments to multi-group path planning. In these experiments, we use spline flows as it is commonly believed that they 
are more expressive than coupling flows.

7.1.1. OT in high dimensional spaces
In this experiment, we devise a dynamically formulated OT problem that can be solved efficiently with classic numerical 

methods in d ≤ 3 [15–21,30]. The optimization problem is the following:

inf
p,v

1
∫

0

∫

�

p(x, t)‖v(x, t)‖22dxdt

s.t. ∂t p(x, t) + ∇x · (p(x, t)v(x, t)) = 0, x ∈ �, t ∈ [0, T ]

p(x,0) = p0(x), x ∈ �; p(x,1) = p1(x), x ∈ �.

(23)

Let N(x; μ, �) denote the density function of a multivariate Gaussian with mean μ ∈ Rd and covariance � ∈ Rd×d . We 
set the initial density to be p0(x) = N(x; 0, 0.3I) and the terminal density to be p1(x) = 1

8

∑8
i=1N(x; μi, 0.3I), where μi =

4 cos(π
4
i)e1 + 4 sin(π

4
i)e2, ∀i = 1, ..., 8, and e1, e2 are the first two standard basis vectors.

Contrary to MFGs, the OT problem imposes a strict constraint on the matching of the terminal density. To handle this, 
we cast the OT as a variational MFG problem by penalizing the mismatch of the terminal density using the KL divergence, 
and we parameterize the MFG with the coupling version of the neural spline flow (NSF-CL) [29], which employs flexible 
rational-quadratic coupling functions to learn expressive transformations. Overall, we find NSF-CL to be a robust architecture 
for solving different kinds of MFGs.

An illustration of the agent trajectories obtained from our method is given in Fig. 1 and the evolution of the population 
density is displayed in Fig. 2. We see that the NF learns to equally partition the initial Gaussian density and transport each 
partition to a separate Gaussian in an approximately straight trajectory. Moreover, it does so consistently as the problem 
dimension grows. More experimental results can be found in the appendix.

We compute the MFG cost term and compare our results to a traditional Eulerian method [21] as well as the 
MFGNet [22], another deep learning approach based on continuous NFs. The Eulerian method is provably convergent, but 
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Fig. 1. Left to right: samples of 16 computed trajectories in 2D, 10D, 50D, and 100D.

Fig. 2. Evolution of the density for the OT problem (23) in 50D.

Table 1

Comparison of methods for solving the OT problem (23). L: transport cost; M =
DK L : terminal cost. ∗The first 500 iterations are trained with less data for a warm 
start.

Method Dimension L M Time/iter Number of iters

Eulerian 2 9.8 0.1725 - -

MFGNet 2 9.9 0.1402 2.038 1e3∗

Ours 2 10.1 0.0663 0.549 1e5

MFGNet 10 10.1 0.1616 8.256 1e3∗

Ours 10 10.1 0.0641 0.561 1e5

MFGNet 50 10.1 0.1396 81.764 1e3∗

Ours 50 10.1 0.0641 0.584 1e5

MFGNet 100 10.1 0.1616 301.043 1e3∗

Ours 100 10.1 0.0622 0.625 1e5

its reliance on a discrete grid renders it infeasible for dimensions higher than three. For a fair comparison, we report the 
unweighted cost and treat the KL divergence DK L(F (·, T )∗P0||P1) as the terminal cost.

Table 1 demonstrates that the NF-based parameterization can solve MFG problems up to 100 dimensions while main-

taining a consistent transport cost. Compared to the MFGNet, our approach yields a similar transport cost but a much lower 
terminal cost, entailing a more accurate density matching at the final time. We attribute the improvement in terminal 
matching to the trajectory-based parameterization of the MFG. By encoding the continuity equation (4) in the flow archi-
tecture, our approach sidesteps the errors incurred in the numerical schemes used in the MFGNet, when approximating the 
solution.

We remark that our model is optimized with ADAM [53] while the MFGNet is trained with BFGS. The superlinear 
convergence of BFGS allows the MFGNet to converge with fewer iterations, at the price of higher costs per update. In 
addition, our implementation is based on Pytorch, which effectively leverages GPU parallelism to achieve an optimal runtime 

10
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scaling, up to 100 dimensions. While being slower than MFGNet in lower dimensions, our approach uses only one third of 
the time in d = 100, since its runtime is nearly constant in different dimensions.

7.1.2. Crowd motion

In this experiment, we consider an MFG problem with nonzero interaction costs. Following the general setting in (14), 
we use a two-part interaction cost I:

IP (F (·, t)∗p0) := λP

∫

�

Q (x)d(F (·, t)∗P0)(x) = λP

∫

�

Q (F (x, t))p0(x)dx

IE(F (·, t)∗p0) := λE

∫

�

(log p0(x) − log |det∇ F (x, t)|)p0(x)dx

I(F (·, t)∗p0) := λI(IP (F (·, t)∗p0) + IE(F (·, t)∗P0)).

(24)

Here, Q (x) acts as an obstacle that incurs a cost for an agent that passes through it. It is set to be the density of a bivariate 
Gaussian centered at the origin, with a magnitude of 50:

Q (x) := 50 ·N(x;0,diag(1,0.5)). (25)

In dimensions higher than two, we evaluate the first two components of F (x, t) on Q to compute IP . The initial and 
the terminal densities are chosen as Gaussians: p0(x) = N(x; 3e2, 0.3I), p1(x) = N(x; −3e2, 0.3I); and the terminal cost is 
identical to that in the OT experiment (23). Intuitively, this problem aims at transporting an initial Gaussian density to a 
different location, while avoiding an obstacle placed at the origin. Moreover, the optimal trajectories are invariant to the 
dimensionality on the first two components, allowing us to visualize the dynamics in high dimensions.

Similar to the transport cost L, we perform a discretization on (24), based on the NF parameterization. Note that I is 
integrated in time in the MFG problem (14). Thus, discretizing the integral with the right-point rule yields

1
∫

0

I(F (·, t)∗p0)dt = Ex∼P0

⎧

⎨

⎩

λI

1
∫

0

[λP Q (F (x, t)) + λE(log p0(x) − log |det∇ F (x, t)|]dt

⎫

⎬

⎭

(26)

≈
λI

K
Ex∼P0

{

K
∑

i=1

[λP Q (F i(x)) + λE(log p0(x) − log |det∇ F i(xi−1)|)]

}

, (27)

where F i = f i ◦ f i−1 ◦ ... ◦ f1, ∀i = 1, ..., K and x0 := x, x j := f j(x j−1), ∀ j = 1, ..., K − 1. Similar to before, our discretization 
is consistent with the O ( 1

K
) global error. In practice, we use fourth-order forward difference for the ∂t F (z, t) term in L and 

approximate all integrals with Simpson’s rule. The overall numerical scheme converges to the continuous MFG with O ( 1
K 4 )

global error.
Similar to the OT experiment, we use the same NSF-CL flow [29] to solve the crowd motion problem from 2 to 100 

dimensions and compare the computed cost terms to those of MFGNet in Table 2. Compared to the baseline, our method 
yields comparable transport cost but lower interaction and terminal costs, suggesting a more accurate characterization of 
the agents’ behavior in avoiding the conflicts with the obstacle, as well as a more authentic matching of the final population 
distribution. Similar to the MFGNet, our computed L, M costs are approximately invariant with respect to the dimension-

ality, as further validated by the visualizations of the sampled trajectories shown in Fig. 3. The agents plan their paths to 
circumvent the obstacle; moreover, trajectories of symmetric initial points are symmetric as well, which is expected from 
the problem setup. In Fig. 4, we also show the optimal trajectories at different levels of aversion preference, further vali-
dating the robustness of the method. From left to right, the agents steer farther away from the obstacle while maintaining 
approximately symmetric trajectories and accurate terminal matching. The associated costs for each scenario are given in 
the appendix, together with more numerical results.

7.1.3. Multi-group path planning
In the above crowd motion experiment, we demonstrated that the interaction cost can be used to encourage a single 

population to avoid obstacles in the environment. Here, we take one step further and investigate path planning when 
multiple populations are moving simultaneously. Therein, the interaction cost is used to discourage conflicts among different 
populations.

We consider a generalized MFG problem that accommodates multiple densities; this problem is also explored in [54,55]. 
We consider Np populations {pi(x, t)}

Np

i=1 and their associated trajectories {F i(x, t)}
Np

i=1 , each of which is parameterized 

by an NF. Every population maintains an independent transport cost λL

∫ 1
0

∫

�
p0(x)‖∂t F

i(x, t)‖22dxdt and an independent 
terminal cost Mi = λMDK L(P

i
1||F

i(·, 1)∗P i
0), where P i

1, P
i
0 are the initial and terminal distributions for the i-th population, 

respectively.
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Fig. 3. Left to right: samples of the computed trajectories in 2D, 10D, 50D, and 100D. The top and bottom densities are p0 and p1 , respectively, while the 
middle density denotes the obstacle.

Table 2

Comparison of methods for solving the crowd motion problem (24). L: transport cost; I: 
interaction cost; M: terminal cost. ∗The first 500 iterations are trained with less data for 
a warm start.

Method Dimension L I M Time/iter Number of iters

Eulerian 2 31.8 2.27 0.1190 - -

MFGNet 2 33.0 2.29 0.1562 4.122 1e3∗

Ours 2 32.8 2.19 0.0417 0.559 1e5

MFGNet 10 33.0 2.29 0.1502 17.205 1e3∗

Ours 10 32.9 2.13 0.0436 0.568 1e5

MFGNet 50 33.0 1.91 0.1440 134.938 1e3∗

Ours 50 32.9 1.82 0.0381 0.581 1e5

MFGNet 100 33.0 1.49 0.2000 241.727 1e3∗

Ours 100 33.0 1.36 0.0464 0.625 1e5

Fig. 4. Computed trajectories for the crowd motion problem (24) in 10D, projected onto the first two dimensions. From left to right: minor (λI = 0.2), 
moderate (λI = 0.5), and strong (λI = 1) penalty on conflicts with the obstacle. The left figure corresponds to the case reported in Table 2.
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Table 3

Results of solving the multi-group path planning problem by using different interaction weights. λI : weight for I; L: 
transport cost; I: interaction cost; M: terminal cost.

2D, 2 populations 3D, 2 populations 2D, 8 populations

λI L I M λI L I M λI L I M

0 3.9755 0.8992 0.0038 0 5.9899 0.8897 0.0023 0 120.8807 12.5090 0.0067

3 5.5874 0.6556 0.0034 3 7.2835 0.6574 0.0017 1 125.7670 10.6740 0.0086

5 9.1048 0.4690 0.0099 5 10.8889 0.4677 0.0047 3 164.5073 6.0951 0.0089

Table 4

Results of solving the multi-group path planning prob-
lem by using different inter-group collision weights. λinter : 
weight for the inter-group collision cost; L: transport cost; 
Iinter: inter-group collision cost. Iobs : obstacle collision 
cost. M: terminal cost.

λinter L Iinter Iobs M

0 1.8850 0.6011 0.2403 0.0013

0.1 6.0718 0.7436 0.0369 0.0457

2.0 6.5895 0.5894 0.0381 0.0457

To keep the setting simple yet illustrative, we consider an inter-group interaction cost that encourages different popula-
tions to avoid each other in their paths. In a real-life scenario, this can be thought of as path planning for multiple groups of 
drones, and the desired outcome is for them to arrive at their desired locations through short paths while minimizing col-
lisions. Formally, the interaction cost is modeled by a Gaussian kernel I =

∑

j �=i

∫

Rd

∫

Rd e
− 1

2 ‖x−y‖22dP i(x, t)dP j(y, t), which 
decays exponentially as the radial distance between two populations increases.

In Fig. 5, we show results for problems in two and three dimensions. For the 2D experiment with two populations, 
we choose p1

0(x, t) = N((0, 0), 0.01I), p1
1(x, t) = N((1, 1), 0.01I) as the initial and terminal density for the first popu-

lation, and p2
0(x, t) = N((1, 0), 0.01I), p2

1(x, t) = N((0, 1), 0.01I) for the second population. For the 3D experiment with 
two populations, we have P1

0(x, t) = N((0, 0, 0), 0.01I), p1
1(x, t) = N((1, 1, 1), 0.01I), p2

0(x, t) = N((1, 0, 0), 0.01I), p1
2(x, t) =

N((0, 1, 1), 0.01I). For the 2D experiment with eight populations, the densities are pi(x) = N(x; μi, 0.05I), where μi =
4 cos(π

4
i)e1 + 4 sin(π

4
i)e2, ∀i = 1, ..., 8. Each population uses the density mirrored across the origin as its destination.

In these problems, the initial and the terminal densities are configured to create a full collision if the interaction term 
is absent. As the weights on the interaction cost increase, the populations coordinate a delicate dance to avert each other 
during their courses of travel. Note that the computed trajectories are approximately symmetric, which is consistent with 
the symmetric nature of the problem setup. We summarize the computed unweighted costs in Table 3. As higher weights 
are placed on the interaction cost, the populations spend more effort maneuvering and hence the transport cost increases.

Lastly, we provide a simple yet illustrative example for multi-group motion planning in the presence of obstacles. Imag-

ine two lanes of traffic traveling towards their respective destinations. When there are no obstacles, each group stays in its 
lane and reaches its destination without having to interact with the other groups. With the addition of an obstacle in one of 
the lanes, however, the blocked group temporarily enters the other group’s lane to avoid collision with the obstacle, and the 
other group has to then adjust its course to avoid the intruding group. This dynamics is captured in Fig. 6, where the popu-
lations are p1

0(x, t) = N((0, 0), 0.01I), p1
1(x, t) = N((0, 1), 0.01I); p2

0(x, t) = N((1, 0), 0.01I), p2
1(x, t) = N((1, 1), 0.01I), and the 

obstacle is Q (x) = 50 ·N(x; (0.5, 2), diag(0.4, 0.03)). See also Table 4.

7.2. Improving NF training with MFGs

From the MFG point of view, the standard training of NFs only considers minimizing the KL divergence, which corre-
sponds to the terminal cost, while neglecting the transport and interaction costs. Therefore, intermediate distributions may 
be meaningless artifacts of the flow parameterization and they often come with enormous distortions. By viewing NFs as 
a parameterization of the discretized MFG, it is natural to introduce the transport cost into NF training. We showed in 
Theorem 6.4 that the training problem admits a unique mapping as its solution. In other words, the problem is no longer 
ill-posed.

More interestingly, the unique transport-efficient mapping tends to be well-behaved, in terms of the Lipschitz bound 
illustrated in (21). This behavior is closely related to the model’s complexity and the robustness of the neural network [26]. 
As a result, the weight on the trajectory regularization serves as an effective means of controlling the Lipschitz bound. With 
appropriate choices of the weight, we observe in a variety of tabular and image datasets that the trained model has a better 
generalization performance.

7.2.1. Synthetic datasets
In this experiment, we compare the intermediate flows trained on 2D synthetic datasets, with and without the transport 

cost.
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Fig. 5. Computed trajectories for the multi-group path planning problem. From left to right: zero, moderate, and strong penalty on conflicts between 
populations. Colors indicate different populations. From top to bottom: two populations in 2D, two populations in 3D, and eight populations in 2D. (For 
interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 6. Computed trajectories for multi-group path planning with obstacles. Colors indicate different populations. Left: two lanes of traffic traveling to their 
destination independently. Middle: in the presence of obstacles (shown as level curves), the green population turns left to avoid collision with the obstacle, 
forcing the purple population to adjust its course to avoid collision with the green population. Right: Same setting as the middle, but the populations are 
more defensive against inter-group collisions.
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Fig. 7. Top row: output of each intermediate RealNVP flow between a single Gaussian and the S-shape density, trained without using the transport cost. 
Middle row: same but trained with using the transport cost. Bottom left: the Lipschitz bound for each flow over the training epochs. Bottom right: the 
Lipschitz bound for the entire flow. The weights of the transport regularization are chosen so that the negative log-likelihood is not severely obstructed.

The introduction of the transport cost encourages NFs to evolve the data to their desired destinations with the least 
amount of distortion. As a result, the intermediate flows are more sensible and visually appealing, as illustrated in Fig. 7
(see more examples in the appendix; Figs. E.18, E.19, E.20). By comparing the NFs trained with and without the transport 
cost, we can see that in the absence of the regularization, existing NF models cannot be expected to learn trajectories that 
are approximately optimal under the L2 cost. Instead, the learned trajectories are artifacts of the flow parameterization and 
they are sensitive to initialization.

Visually, NFs trained with the transport cost incur significantly less distortion, so it is not surprising for the model’s 
Lipschitz bound to be much smaller. In Fig. 7, we compare the Lipschitz bounds between the standard NF, the NF trained 
with l2 weight decay, and the NF trained with trajectory regularization. It is evident that while weight decay has a small 
impact on the Lipschitz bound, the trajectory regularization yields more noticeable improvement.

7.2.2. Tabular datasets
To demonstrate the benefit of training with transport costs, we replicate the density estimation experiments on popu-

lar benchmarks from the UCI repository and BSDS300 [56,57], using the same setup as in [35]. Our approach requires no 
changes to the baseline architecture and hence any existing discrete NF is applicable. Here, we use two popular NF architec-
tures, RealNVP and NSF-AR, which are representatives of coupling flows and autoregressive flows, respectively [28,29]. The 
former uses simple (affine) coupling functions while the latter uses sophisticated (spline) coupling functions.

Table 5 indicates that NF models trained with OT (trajectory regularization) are able to achieve better performance on 
the test set across all tabular datasets. The Lipschitz bounds for RealNVP trained on the datasets Power, Gas, and BSDS300 
are visualized in Fig. 8 (for other datasets, see the appendix). Clearly, while l2 regularization has a mixed impact on the 
model’s Lipschitz bound, the trajectory regularization reduces the bound effectively and improves the model’s generalization 
performance.

We can interpret the discretized points on the OT trajectories as landmarks that should be visited by each flow in the 
interim. Our training setup is thus analogous to DSN [58], which guides the learning of intermediate layers with interme-

diate classifiers. Consistent with their observation, the transport cost provides a natural mechanism for distributing losses 
throughout the network to improve convergence of the initial flows.
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Table 5

The log-likelihoods obtained by using different models. Bolded results highlight the improvements of the OT-based 
models over their counterparts (e.g., RNVP + OT versus RNVP). The other NF models are included for reference. The 
numbers after the ± symbol are twice the standard errors.

Model POWER GAS HEPMASS MINIBOONE BSDS300

MAF (10) 0.24 ± 0.01 10.08 ± 0.02 -17.73 ± 0.02 -12.24 ± 0.45 154.93 ± 0.28

MAF MoG 0.30 ± 0.01 9.59 ± 0.02 -17.39 ± 0.02 -11.68 ± 0.44 156.36 ± 0.28

NAF 0.60 ± 0.02 11.96 ± 0.33 -15.32 ± 0.23 -9.01 ± 0.01 157.43 ± 0.30

SOS 0.60 ± 0.01 11.99 ± 0.41 -15.15 ± 0.10 -8.90 ± 0.11 157.48 ± 0.41

Quad. Spline 0.64 ± 0.01 12.80 ± 0.02 -15.35 ± 0.02 -9.35 ± 0.44 157.65 ± 0.28

RNVP 0.335 ± 0.013 11.017 ± 0.022 -17.983 ± 0.021 -11.540 ± 0.469 153.398 ± 0.283

NSF-AR 0.650 ± 0.013 13.001 ± 0.018 -14.145 ± 0.025 -9.662 ± 0.501 157.546 ± 0.282

RNVP + OT 0.374 ± 0.013 11.063 ± 0.022 -17.879 ± 0.0215 -11.167 ± 0.466 153.406 ± 0.283

NSF-AR + OT 0.654 ± 0.012 13.018 ± 0.018 -13.989 ± 0.026 -9.395 ± 0.494 157.729 ± 0.280

Fig. 8. The Lipschitz bound over training epochs, for different tabular datasets (left to right: Power, Gas, and BSDS300). The “L2” label denotes NF trained 
with weight decay, which is shown to be consistently worse in controlling NF’s Lipschitz constant compared to the proposed OT regularization.

Table 6

The bits per dimension obtained by using different models (Glow versus Glow with transport cost). The 
numbers after the ± symbol are twice the standard errors.

Model MNIST FMNIST CIFAR-10 SVHN EUROSAT

Glow 1.182 ± 0.005 2.944 ± 0.017 3.489 ± 0.012 2.156 ± 0.005 2.670 ± 0.006

Glow + OT 1.142 ± 0.005 2.901 ± 0.017 3.465 ± 0.012 2.146 ± 0.005 2.658 ± 0.006

7.2.3. Image datasets
To further demonstrate the usefulness of our transport-efficient model, we add transport costs to Glow [50], a prominent 

NF architecture well-suited for generating high-quality images. Similar to tabular data, we observe improvements in density 
estimation via training Glow with the transport cost, in a number of datasets.

In Table 6, we select five popular image datasets to compare the density estimation results. The selected datasets include 
both greyscale and color images, with sizes varying between 28 ×28 and 64 ×64. The Glow implementation is down-scaled 
to fit on a single GPU; and the baseline results are similar to those reported by other works that follow this approach; e.g. 
[59]. In addition, we omit the 1x1 convolution transforms [50] in the transport cost, as they play a role similar to permuta-

tions. Overall, we observe improvements in the estimated density across all five image datasets, with similar regularization 
weights.

8. Conclusion

In this work, we unravel connections between the training of an NF and the solving of an MFG. Based on this insight, 
we explore two research directions. First, we employ expressive flow transforms to accurately and efficiently solve high-
dimensional MFG problems. We also approximation analysis for the proposed method. Compared to existing deep learning 
approaches, our approach encodes the continuity equation into the NF architecture and achieves a more accurate terminal 
matching. In addition, our implementation makes effective use of GPU parallelism to achieve fast computations in high 
dimensions. Second, we introduce transport costs into the standard NF training and demonstrate the effectiveness in con-
trolling the network’s Lipschitz bound. As a result, NFs trained with appropriate trajectory regularization are shown to 
achieve better generalization performance in density modeling across tabular and image datasets.
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Appendix A. Derivations regarding F (x, t) and �ti+1

ti
(x)

Here, we provide additional details for some statements made in section 5, regarding the agent trajectories F (x, t) and 
�t i+1

ti
(x). First, we will derive the ODE system defining F (x, t) that is central to our MFG reformulation. Second, we will 

show how Fk(x) := F (x, tk) can be decomposed into a series of flow maps �ti+1
ti

(x) that we subsequently parameterize with 
neural networks.

At the base level, we have in (1) the trajectory x : [0, T ] → � for a single agent starting at x0 ∈ �. From there, we can 
define the trajectories for all agents F : Rd × [0, T ] → Rd as F (x, t) = x(t), where

dx(t) = v(x(t), t)dt, ∀t ∈ [0, T ]

x(0) = x.
(A.1)

We see that ∂t F (x, t) = dx(t) = v(x(t), t) = v(F (x, t), t), ∀t ∈ [0, T ], and F (x, 0) = x(0) = x. This gives the ODE system gov-
erning F (x, t).

Next, we prove the additive property of �
t j
ti
.

Proposition A.1. For any 0 ≤ ta ≤ tb ≤ tc ≤ T , we have �tc
tb

◦ �
tb
ta

= �
tc
ta
.

Proof. By directly integrating the ODE governing x(t),

�
tb
ta

(x0) = X(tb) = x0 +

tb
∫

ta

v(x(s), s)ds

=⇒ �
tc
tb

(�
tb
ta

(x0)) = (x0 +

tb
∫

ta

v(x(s), s)ds) +

tc
∫

tb

v(x(s), s)ds

= x0 +

tc
∫

ta

v(x(s), s)ds

= �
tc
ta
(x0). �

Now, recalling the definition of �
t j
ti
(x) in (17), we see that Fk(x) := F (x, tk) = �

tk
0 (x) = �

tk
t0

(x), which by the additive 

property can be decomposed iteratively: Fk = �
tk
t0

= �
tk
tk−1

◦ �
tk−1
t0

= �
tk
tk−1

◦ �
tk−1
tk−2

◦ · · · ◦ �
t1
t0
.
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Appendix B. Derivation of the alternative formulation

Consider reverse agent trajectories G : Rd × R → Rd satisfying:

∂tG(x,1 − t) = v(G(x,1 − t), t), x ∈ �, t ∈ [0, T ]

G(x,0) = x, x ∈ �

G(·, t)∗P1 = P (·,1− t),∀t ∈ [0,1].

(B.1)

Applying the change of measure, the transport cost becomes:

1
∫

0

∫

�

〈v(x, t), v(x, t)〉p(x, t)dxdt =

1
∫

0

∫

�

〈v(G(x,1 − t), t), v(G(x,1 − t), t)〉p1(x)dxdt

=

1
∫

0

∫

�

〈∂tG(x,1 − t), ∂G(x,1 − t)〉p1(x)dxdt

= Ex∼P1

⎡

⎣

1
∫

0

‖∂tG(x,1 − t)‖22

⎤

⎦dt.

Defining a regular grid in time: tk := k · �t, ∀k = 0, 1, ...K , �t := 1
K
, we obtain the approximation:

∂tG(x,1 − tk) ≈
GK−k(x) − GK−k−1(x)

�t
,∀k = 0,1, .., K − 1.

Therefore, the discretized transport cost is:

Ex∼P1

⎡

⎣

1
∫

0

‖∂tG(x,1 − t)‖22

⎤

⎦dt = Ex∼P1

[

K−1
∑

k=0

∥

∥

∥

∥

GK−k(x) − GK−k−1(x)

�t

∥

∥

∥

∥

2

2

�t

]

= K · Ex∼P1

[

K−1
∑

k=0

‖Gk+1(x) − Gk(x)‖
2
2

]

.

Appendix C. Proofs

In this section, we provide the proofs of the statements mentioned in Section 6.

C.1. Theorem 6.1

The proof essentially follows the error analysis used in finite difference. Define a regular grid in time with grid points 
ti := i · �t, ∀i = 0, 1, ...K and grid spacing �t := 1

K
. Let L̂(t) =

∫

Rd ‖∂t F (z, t)‖22p0(z)dz := ‖∂t F (·, t)‖2P0
. We start with the 

continuous objective

1
∫

0

∫

Rd

‖∂t F (z, t)‖22p0(z)det zdt :=

1
∫

0

‖∂t F (·, t)‖2P0
dt

=

K−1
∑

i=0

ti+1
∫

ti

L̂(t)dt

=

K−1
∑

i=0

ti+1
∫

ti

[

L̂(ti) + (t − ti)∂t L̂(ti) +
1

2
(t − ti)

2∂tt L̂(ti) + · · ·

]

dt

=

K−1
∑

i=0

L̂(ti)�t + ∂t L̂(ti)�t2 +
1

6
∂tt L̂(ti)�t3 + O (�t4).

(C.1)
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To obtain L̂(ti), we use the forward difference:

∂t F (x, ti) =
F i+1(x) − F i(x)

�t
−

1

2
�t∂tt F i(x) + O (�t2)

=⇒ L̂(ti) =

∥

∥

∥

∥

F i+1 − F i

�t
−

1

2
�t∂tt F i + O (�t2)

∥

∥

∥

∥

2

P0

=

∥

∥

∥

∥

F i+1 − F i

�t

∥

∥

∥

∥

2

P0

−

〈

F i+1 − F i

�t
, ∂tt F i

〉

P0

�t + O (�t2),

where F i(x) := F (x, ti). Therefore, if we approximate L̂(ti) ≈ ‖
F i+1−F i

�t
‖2P0

, the error of the integral is:

K−1
∑

i=0

[

∥

∥

∥

∥

F i+1 − F i

�t

∥

∥

∥

∥

2

P0

−

∥

∥

∥

∥

F i+1 − F i

�t

∥

∥

∥

∥

2

P0

+

〈

F i+1 − F i

�t
, ∂tt F i

〉

P0

�t + O (�t2)

]

�t + ∂t L̂(ti)�t2 + O (�t3)

=

K−1
∑

i=0

[

〈

F i+1 − F i

�t
, ∂tt F i

〉

P0

+ ∂t L̂(ti)

]

�t2 + O (�t3)

=

K−1
∑

i=0

[〈∂t F i + O (�t), ∂tt F i〉P0 + ∂t L̂(ti)]�t2 + O (�t3)

=

K−1
∑

i=0

[〈∂t F i, ∂tt F i〉P0 + ∂t L̂(ti)]�t2 + O (�t3)

= O (�t),

(C.2)

where the last equality is a result of summing over K grid points.

C.2. Lemma 6.2

First, note that the MFG problem (14) admits the same optimizer and objective value if we add F (z, 1) = F1(z) as an 
additional constraint:

inf
F

λL

1
∫

0

∫

Rn

p0(z)‖∂t F (z, t)‖22dzdt +M(F (·,1)∗p0)

s.t. F (z,0) = x, F (z,1) = F1(z).

(C.3)

Note that M(F (·, 1)∗p0) is a constant with respect to F . Therefore, the above problem has the same solution as:

inf
F

λL

1
∫

0

∫

Rn

p0(z)‖∂t F (z, t)‖22dzdt

s.t. F (z,0) = x, F (z,1) = F1(z),

(C.4)

which in turn is equivalent to the following OT problem:

inf
p,v

λL

1
∫

0

∫

Rn

p(x, t)‖v(x, t)‖22dxdt

s.t. p(x,0) = p0(x), p(x,1) = F1∗p0(x),

(C.5)

where F1∗p0(x) = p0(F
−1
1 (x))| det∇ F−1

1 (x)|. By the OT theory, we know that there exists a unique Monge map T (x) such 
that p(x, 1) = T∗p0(x) [24]. Therefore, T = F1 and the optimizer F ∗ of (C.4) satisfies F ∗(z, t) = (1 − t)z + tT (z) = (1 − t)z +

t F1(z). As noted before, F ∗ minimizes the continuous MFG problem (14) as well.
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C.3. Lemma 6.3

Applying a similar logic to the proof of Lemma 6.2, we know that the optimizer of the discretized MFG problem (22)

coincides with that of the following problem

inf
{F i}

K
i=0

λL

K−1
∑

i=0

Ez∼P0 [‖F i+1(z) − F i(z)‖
2
2] := λL

K−1
∑

i=0

‖F i+1 − F i‖
2
P0

s.t. F0(z) = z, FK (z) = F1(z),

where F1 is an optimizer of the discretized MFG problem for FK , and ‖ f ‖2P0
:=

∫

Rd f (x)2p0(x)dx. Applying the KKT condi-
tions on the above problem, we obtain:

∂F iλL

K−1
∑

i=0

‖F i+1 − F i‖
2
P0

= 0

=⇒ F ∗
i =

1

2
(F ∗

i+1 + F ∗
i−1), ∀i = 1,2, ..., K − 1.

Along with F ∗
0 = Id, F ∗

K = F1 , we see that the solution to this recurrence relation is F ∗
i

= z(1 − i
K
) + F1

i
K
, i = 0, 1, ..., K .

C.4. Theorem 6.4

From Lemma 6.2, we know the optimizer of the continuous MFG problem (14) has the form

F ∗(z, t) = z(1 − t) + T (x)t.

We can substitute this into the continuous MFG problem and optimize over T instead of F , yielding

inf
T

λL

1
∫

0

∫

Rd

p0(z)‖∂t[z(1− t) + T (z)t)]‖22dzdt +M(T∗p0)

= inf
T

λL

1
∫

0

∫

Rd

p0(z)‖T (z) − z‖22dzdt +M(T∗p0)

= inf
T

λL

∫

Rd

p0(z)‖T (z) − z‖22dz +M(T∗p0).

Second, we know from (6.3) the optimizer {F ∗
i
}K
i=0 of the discretized MFG problem with K grid points has the form 

F ∗
i = z(1 − i

K
) + T K

i
K
, i = 0, 1, ..., K . As a result, we can rewrite the discretized MFG problem as

inf
T K

λLK · Ez∼P0

[

K−1
∑

k=0

∥

∥

∥

∥

z

(

1−
k + 1

K

)

+ T K (z)
k + 1

K
− z

(

1−
k

K

)

− T K (z)
k

K

∥

∥

∥

∥

2

2

]

+M(T K∗ p0)

= inf
T K

λLK ·

K−1
∑

k=0

∫

Rd

p0(z)

∥

∥

∥

∥

−
1

K
z +

1

K
T K (z)

∥

∥

∥

∥

2

2

dz +M(T K∗ p0)

= inf
T K

λL ·

∫

Rd

p0(z)‖T K (z) − z‖22dz +M(T K∗ p0),

which is identical to the problem over T for the continuous MFG. Therefore, their objective values agree; furthermore, the 
minimizers of the two transformed problems are also the same: T = T K . As a result, the mapping at the terminal time 
agrees between the continuous and the discretized problem: F ∗(z, 1) = F ∗

K (z). It then follows that the linear interpolation 
between the initial and terminal mappings in the discretized problem, z(1 − t) + F ∗

K (z)t , is precisely the unique optimizer 
for the continuous problem.
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C.5. Theorem 6.7

The proof can be obtained by combining Theorem 6.6 with the following lemma.

Lemma C.1. Let P0 be absolutely continuous with a bounded density p0. Suppose for any compact A ⊂ Rd , there is a sequence of 

mappings {Fn
A}∞n=1 such that ‖Fn

A − F‖1,A → 0. Then, there exists {Fn}∞n=1 such that Fn
∗ P0

d
−→ F∗P0 , where 

d
−→ denotes convergence 

in distribution.

Proof. Define

BL1 = {η : η bounded and Lipschitz with Lip(η) + ‖η‖∞ ≤ 1}.

According to [60], to show Fn
∗ P0

d
−→ F∗P0 , it suffices to prove that:

sup
η∈BL1

|EFn∗ P0 [η] − EF∗ P0 [η]| <
1

n
, ∀n ∈ N.

For each n ∈ N , pick a compact An ⊂ Rd such that P0(A
c
n) = P0(R

d) − P0(An) = 1 − P0(An) < 1
2n

. By assumption, we can 

find a sequence {F k
n}

∞
k=1

satisfying ‖F k
n − F‖1,An <

1

k‖p0‖∞,An

. Construct the sequence {Fn}∞n=1 := {Fn
n }∞n=1 , which satisfies 

‖Fn − F‖1,An <
1

n‖p0‖∞,An

, ∀n ∈ N .

For any η ∈ BL1 , we have:

|EFn∗ P0 [η] − EF∗ P0 [η]| =

∣

∣

∣

∣

∣

∣

∣

∫

Rd

ηdFn
∗ P0 − ηdF∗P0

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∫

Rd

η ◦ FndP0 − η ◦ FdP0

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∫

Ac
n

η ◦ FndP0 +

∫

An

η ◦ FndP0 −

∫

Ac
n

η ◦ FdP0 −

∫

An

η ◦ FdP0

∣

∣

∣

∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

∣

∣

∫

Ac
n

η ◦ FndP0

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∫

Ac
n

η ◦ FdP0

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∫

An

η ◦ FndP0 − η ◦ FdP0

∣

∣

∣

∣

∣

∣

∣

≤

∫

Ac
n

|η ◦ Fn|dP0 +

∫

Ac
n

|η ◦ F |dP0 +

∫

An

|η(Fn(x)) − η(F (x))|dP0

≤ ‖η‖∞P0(A
c
n) + ‖η‖∞P0(A

c
n) + Lip(η)

∫

A

‖Fn(x) − F (x)‖1dP0

≤ 2‖η‖∞P0(A
c
n) + Lip(η)‖p0‖∞,An

∫

An

‖Fn(x) − F (x)‖1dx

< ‖η‖∞
1

n
+ Lip(η)

1

n

= (‖η‖∞ + Lip(η))
1

n
≤

1

n
. �

Appendix D. MFG experiments

We use NSF-CL with identical hyperparameters to solve both the OT and the crowd motion problems across different 
dimensions. The NF model contains 10 flows, each consisting of an alternating block with rational-quadratic splines as the 
coupling function, followed by a linear transformation. The conditioner has 256 hidden features, 8 bins, 2 transform blocks, 
ReLU activation, and a dropout probability of 0.25.
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Fig. D.9. Evolution of the density for the OT problem (23) in 10D.

Fig. D.10. Evolution of the density for the OT problem (23) in 100D.

Table D.7

Results for crowd motion at different weights assigned to I . λI : weight 
for I; L: transport cost; I: interaction cost; M: terminal cost.

λI L I M

0.2 32.8511 ± 0.0060 2.1274 ± 0.0114 0.0436 ± 0.0059

0.5 35.5121 ± 0.0134 1.3463 ± 0.0096 0.0424 ± 0.0058

1.0 39.9230 ± 0.0223 0.7076 ± 0.0053 0.0430 ± 0.0058

In both the OT and the crowd motion experiments, we use Jeffery’s divergence for terminal matching, which is the 
symmetrized KL divergence: M(F (·, T )∗P0) = DK L(P1||F (·, T )∗P0) + DK L(F (·, T )∗P0||P1). This terminal cost is different 
from the typical negative log-likelihood loss in NF training, but it is still tractable because p0, p1 are known. The choice 
of the terminal cost is not unique. For example, one can use either forward or backward KL divergence. However, we find 
empirically that Jeffery’s divergence yields the best results.

In the Monte Carlo approximation of the expectation, we resample a batch of data from the initial and the terminal 
distributions to compute the various loss terms at each iteration. Although [22] remarked that this approach yields slightly 
worse performance than resampling every 20 iterations, we find it to be good enough for our method.

The computed dynamics for the OT and the crowd motion experiments are approximately identical with respect to 
the dimensionality, so we select only one d ∈ {2, 10, 50, 100} to show in the main text. For completeness, we include the 
remaining plots here.
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Fig. D.11. Evolution of the density for the crowd motion problem (24) in 2D.

Fig. D.12. Evolution of the density for the crowd motion problem (24) in 10D.

Fig. D.13. Evolution of the density for the crowd motion problem (24) in 50D.
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Fig. D.14. Evolution of the density for the crowd motion problem (24) in 100D.

Fig. D.15. Evolution of the density for minor (λI = 0.2) penalty on conflicts with the obstacle.

Fig. D.16. Evolution of the density for moderate (λI = 0.5) penalty on conflicts with the obstacle.
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Fig. D.17. Evolution of the density for strong (λI = 1) penalty on conflicts with the obstacle.

Fig. E.18. Top row: output of each intermediate RealNVP flow between a single Gaussian and the Swiss roll-shape density, trained without using the 
transport cost. Middle row: same but trained with using the transport cost. Bottom left: the Lipschitz bound for each flow over the training epochs. Bottom 
right: the Lipschitz bound for the entire flow. The weights of the transport regularization are chosen so that the negative log-likelihood is not severely 
obstructed.

D.1. Optimal transport

We show the density evolution and the sample trajectories for d ∈ {10, 100} here (see Figs. D.9,D.10); for the case d = 50, 
see Fig. 2 in the main text. Visually, the evolutions are approximately invariant with respect to the dimensionality.
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Fig. E.19. Rows 1 and 2: output of each intermediate RealNVP flow between two Gaussians, trained without and with using the transport cost, respectively. 
Rows 3 and 4: output of each intermediate NSF-CL flow between a Gaussian and a Gaussian mixture, trained without and with using the transport cost, 
respectively.

D.2. Crowd motion

D.2.1. Density evolution in different dimensions

We show the density evolution for d ∈ {2, 10, 50, 100} in Figs. D.11–D.14, which further supports our method’s robustness 
with respect to dimensionality.

D.2.2. Different levels of penalty on conflicts with the obstacle
In addition to the sampled trajectories provided in Fig. 4, we show the density evolution as well as the computed 

cost values for different aversion preferences here. All experiments are conducted at d = 10 with identical hyperparameter 
settings as the one used in Table 2, except for the weights on the cost terms. The level of aversion is manifested through 
the outward-curving behavior when the densities are transported near the origin. See Table D.7 and Figs. D.15–D.17. 

Appendix E. NF experiments

E.1. More synthetic data

See Figs. E.18–E.20. 

E.2. Tabular datasets

For the RealNVP flows, we used a reimplementation provided by [61], which achieved better log-likelihoods than the re-
sults reported in the original paper [28]. All RealNVP models use 6 flows with hidden dimensions of 256 in the s, t networks. 
For NSF, we used the original implementation [29] with the reported hyperparameters in their paper. The likelihood results 
for the other models are taken from Table 3 of [23]. Our Lipschitz bound for a flow f is defined as maxx∈P1 ‖∇ f (x)‖2 , the 
estimated maximum gradient spectral norm over the training set P1 . The Lipschitz bound for the entire NF is the product 
of the bounds of the individual flows. See Fig. E.21.
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Fig. E.20. Rows 1 and 2: output of each intermediate RealNVP flow between two Gaussians, trained without and with using the transport cost, respectively. 
Rows 3 and 4: output of each intermediate NSF-CL flow between a Gaussian and the spiral density, trained without and with using the transport cost, 
respectively.

Fig. E.21. The Lipschitz bound over training epochs, for different tabular datasets (left to right: Hepmass and Minibone).

For a controlled study, all hyperparameters for the standard RealNVP (resp. NSF) and the RealNVP (resp. NSF) trained 
with transport costs are identical. The normalized weights λL

λM
for the transport costs used to produce the results in Table 5

are summarized in Table E.8.

The dimension-wise permutations have shown to improve the flexibility of flow transforms both theoretically [25] and 
empirically [50]. When transport costs are computed, we omit the costs of permutation transforms, since the underlying 
object stays the same.

In the main text, we showed the marginal distributions on the first two dimensions for RealNVP trained on Miniboone. 
The remaining dimensions follow a similar trend. We additionally show those for dimensions 3,4 and for dimensions 5,6 
here. See Figs. E.22 and E.23.
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Fig. E.22. Output of each intermediate RealNVP flow, projected onto dimensions 3 and 4, between a Gaussian and the Miniboone dataset. Top: trained 
without using the transport cost; bottom: with the cost.

Fig. E.23. Output of each intermediate RealNVP flow, projected onto dimensions 5 and 6, between a Gaussian and the Miniboone dataset. Top: trained 
without using the transport cost; bottom: with the cost.

Table E.8

Normalized weights associated with the transport cost ( λL
λM

) used to produce results 
in Table 5.

Power Gas Hepmass Miniboone BSDS300

RNVP OT Weight 5e-6 1e-6 5e-5 5e-3 1e-5

NSF OT Weight 1e-5 5e-5 5e-5 5e-3 5e-2

Table E.9

Meta-data for the image datasets used in Table 6.

MNIST FMNIST CIFAR-10 SVHN EUROSAT

Number of Images 60000 60000 50000 73257 27000

Image Dimensions 28× 28 28× 28 32× 32 32× 32 64× 64

Number of Channels 1 1 3 3 3

Table E.10

Hyperparameters used to produce the results in Table 6.

MNIST FMNIST CIFAR-10 SVHN EUROSAT

Glow OTWeight 1e-6 1e-6 5e-7 3e-7 3e-7

Number of levels 2 2 4 4 4
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E.3. Image datasets

Here, we document the details of the image datasets as well as the Glow model. The SVHN dataset consists of color 
images of house numbers [62], and EuroSAT is composed of satellite images for various landscapes [63]. In Table E.9, we 
provide the meta-data for the image datasets used.

The Glow implementation we used is adapted from [64], which uses a simple CNN with 512 channels interlaced with 
actnorm as the conditioner in its affine coupling transforms. Each flow in Glow consists of an actnorm layer, an affine 
coupling, and a 1x1 convolution [50]. The full model employs 32 flow transforms per level, and the number of levels 
depends on the image dataset specified in Table E.10. At the end of each level, the images are squeezed from the shape 
c × n × n to 4c × n

2
× n

2
, where c, n are the number of channels and the side dimension, respectively. Afterwards, half of 

the channels go through an additional affine transformation and are not transformed further in the remaining flows. We 
optimize the models with Adam [53] at the highest learning rate where training does not diverge. Further information about 
the Glow model is summarized in Table E.10.
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