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Problem definition: Delays in admission to rehabilitation care can adversely impact patient outcomes and
are costly for the healthcare system as delayed patients keep occupying their acute care beds, making them
unavailable for incoming patients. Existing evidence suggests that admission delays are mainly caused by
two sources: lack of rehabilitation bed capacity and the time required to plan for rehabilitation activities,
which we refer to as processing times. However, due to the complex care transition process, non-standard bed
allocation decisions, and data limitations in practice, quantifying the magnitude of the two sources of delays
can be technically challenging yet critical to the design of evidence-based interventions to reduce delays.
In this paper, we propose an empirical approach to understanding the contributions of the two sources of
delays when only a single (combined) measure of admission delay is available. Methodology/Results:
We propose a Hidden Markov Model (HMM) to estimate the unobserved processing requirements and the
status-quo bed allocation policy, where the utility of allocating a bed to a patient depends on the patient’s
characteristics, the system’s state, and various other factors. We employ a simulation-based approach with
importance sampling to estimate the parameters of the structural model. Our estimation results quantify
the magnitude of processing requirements versus capacity-driven delays and provide insights into factors
impacting the bed allocation decision. We validate our estimated policy using a queueing model of patient
flow, and find that ignoring processing delays or using simple bed allocation policies such as First-Come
First-Served or strict priority can lead to highly inaccurate estimates. In contrast, our estimated policy
matches the empirical delay distributions well and allows for accurate evaluation of different operational
interventions. Through counterfactual experiments, we examine interventions targeted at addressing different
sources of delays. We find that reducing processing times can be highly effective in reducing admission
delays and bed-blocking costs. In addition, allowing early transfer — whereby patients can complete some
of their processing requirements in the rehabilitation unit — can significantly reduce admission delays, with
only a small increase in rehab LOS. Managerial implications: Our study demonstrates the importance of
quantifying different sources of delays in design of effective operational interventions for reducing delays in
admission to rehabilitation care. The proposed estimation framework can be applied in other transition-of-

care settings with personalized capacity allocation decisions and hidden processing delays.
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1. Introduction
Rehabilitation care (rehab for short) is an essential stage of treatment to improve the physical

ability of patients after their acute care is completed. The continuing growth of the older population



has led to a 63% increase in demand for rehab globally over the past two decades (Cieza et al.
2020). Due to limited capacity, rehab facilities often operate near or at capacity, leading to long
waiting times for admission (Cieza et al. 2020). These delays have been found to be associated with
worse rehab outcomes, for instance, for stroke (Wang et al. 2011) and severe trauma (Spettell et al.
1991) patients. In addition, while waiting to be admitted into rehab, patients continue to occupy
the acute care beds, leading to increased admission delays for incoming acute care patients.

Besides inadequate bed capacity, other factors may also contribute to delays in admission to
rehab. When the acute care physician decides that the patient is stable and can be discharged to
rehab, a rehab admission request is submitted to either an on- or off-site rehab facility. Before the
patient can be physically transferred, rehab activities need to be planned in coordination with the
acute care team. This process could take hours or days depending on the patient’s condition and
the efficiency of communication of different care teams. We refer to such delays as processing delays
to distinguish them from capacity-driven delays (i.e., delays due to a lack of rehab bed capacity).
In addition, we refer to a patient whose processing requirement is completed as available. Once a
patient is available for rehab admission, she/he joins the waiting list until a bed becomes available.
When there is not enough capacity, the bed allocation decision, i.e., which patients on the waiting
list are selected for admission next, also impacts delays. As in many other healthcare settings,
patients are not admitted on a First-Come First-Served (FCFS) basis. Instead, various medical
and operational factors may affect the bed allocation decisions.

Our work was initiated as part of a collaboration with a large community hospital in the Greater
Toronto Area (GTA) of Ontario, Canada. The hospital offers on-site Low-Tolerance, Long-Duration
(LTLD) rehab care (see Section 2 for more details). In addition to a long average rehab admission
delay of 7 days, there are significant disparities in the delays among different types of patients.
Specifically, the average admission delays for the two largest acute categories of Medicine and
Neurology / Musculoskeletal (Neuro/MSK), are 11.51 and 4.57 days, respectively. To prescribe
effective operational interventions to reduce admission delays, the true determinants of delays and
their respective effects should be identified and quantified. Processing delays can be reduced by
standardizing the rehab planning process and improving the communication between care teams,
whereas capacity-driven delays can be alleviated by adding extra rehab beds. To this end, we
develop a structural model of rehab admission. The model provides insights into capacity and
non-capacity related causes of admission delays.

In our study, we address two modeling and estimation challenges that are not only relevant
to our setting, but can also arise in other multi-stage care settings. The first challenge is related
to data limitations. Standard data collected by the Canadian Institute for Health Information

(CIHI) includes a single measure of rehab admission delay, referred to as the Alternative Level of



Care (ALC) length of stay (LOS) (Canadian Institute for Health Information 2022), i.e., the time
spent in acute care when the patient no longer needs that level of care. ALC LOS measures the
time between when the acute care physician decides the patient is ready to be discharged from
acute care and when the patient is admitted into rehab. As such, it is not possible to ascertain
what portion of the delay is due to processing requirements and what portion is due to a lack of
rehab capacity. We note that similar data limitations may arise in other care transition settings.
For example, when transferring a patient from the Emergency Department (ED) to the inpatient
wards, delays can be due to a lack of inpatient bed capacity or processing requirements, and
detailed time stamps of various processing requirements may not be available (see, e.g., Chan et al.
2022). Second, the bed allocation decisions may not follow a standard policy and can depend on
various patient- and system-level factors. This stands in contrast to the common assumptions in the
Operations Management literature, where customers are classified into well-defined priority classes
and assumed to be served FCFS within each priority class. Because the bed allocation decisions
are made by clinical experts who take multiple factors into account, we focus on estimating the
status-quo decisions assuming a utility-maximizing decision maker, as opposed to prescribing an
optimal allocation policy based on an imposed objective function.

We propose a Hidden Markov Model (HMM) for the rehab admission process, where the hidden
state indicates whether patients are available for admission. The estimation results (based on data
from our partner hospital) provide insights into the processing times for different categories of
patients and the status-quo bed allocation policy. We then combine the estimated rehab admission
process with a queueing model of patient flow to validate the estimation results. Finally, we conduct

counterfactual experiments to analyze various operational interventions to reduce admission delays.

1.1. Main Findings and Contributions

e A structural model of rehab admission: We propose a HMM for the transition from
acute care to rehab. The model has two key components: a hidden component that helps separate
processing delays from capacity-driven delays, and a multinomial logit model component that
captures the bed allocation decision when there are multiple patients waiting to be admitted and
not enough beds available.

e Estimation results: We find that processing delays and bed allocation decisions both con-
tribute to admission delays and the disparities in delays between Medicine and Neuro/MSK
patients. Processing times account for 59% of the observed delay, and take approximately 2.6 times
longer on average for Medicine patients than for Neuro/MSK patients. Moreover, Neuro/MSK
patients are on average 12.3% more likely to be allocated the next available bed compared to

Medicine patients.



e Model validation and counterfactual experiments: Using a carefully calibrated queueing
model of patient flow, we show that the distributions of delays under our estimated policy closely
match the empirical distributions for each patient category. Failure to account for processing times
or using simplistic bed allocation policies (e.g., FCFS or Strict Priority (SP)) can however lead to
inaccurate waiting time distributions. We also conduct counterfactual experiments to evaluate the
effectiveness of different operational interventions to reduce admission delays. Our key findings are
summarized next.

(1) Reducing processing times (e.g., through improving the efficiency of the rehab planning
process) can lead to a substantial reduction in admission delays and bed blocking costs. For our
partner hospital, a 1% reduction in the average processing time leads to a saving of 11.74 acute
patient days, which amounts to C$16,576 savings per year. (2) Through a combination of rehab
capacity expansion and processing time reduction, hospitals can design practically feasible solutions
to achieve various admission delay reduction targets. For example, a 2.5-day reduction in the
average delay is possible at our partner hospital by adding two beds and reducing processing times
by 25%. For the same level of reduction, if we use only one intervention, it requires adding 6 beds
or reducing the processing time by 70%, which might be practically infeasible. (3) Allowing early
transfer — whereby patients can complete their processing requirements after being transferred to
the rehab — can reduce bed blocking costs significantly, with only a small increase in rehab LOS. At
our partner hospital, an early transfer policy can reduce admission delays by 1.56 days on average
with only a 4% increase in rehab utilization, leading to a saving of C$103,150 per year in bed

blocking costs.

1.2. Related Literature
Our work mainly relates to four streams of research in the literature.

Capacity allocation in queueing systems: Scheduling policies have been extensively studied in
the queueing literature when facing multiple classes of customers, see e.g., Cox and Smith (1991),
Van Mieghem (1995) and Mandelbaum and Stolyar (2004). The objective is typically to minimize
the holding cost or to satisfy certain service level constraints (Gurvich and Whitt 2010, Soh and
Gurvich 2017). In the case of minimizing holding costs, policies that balance the holding cost and
the service-time requirement such as the cu rule tend to perform well (Mandelbaum and Stolyar
2004). In the healthcare setting, it is common to deviate from these simple policies since they
may not capture important practical considerations, see, e.g., Carew et al. (2021) for an example
in allocating surgical capacity. In general, there may not be a clear definition of customer classes
and patients may belong to infinitely many classes based on various patient characteristics. Master

et al. (2017, 2018) study the performance of queueing systems with continuous-priority classes.



Argon and Ziya (2009) and Singh et al. (2022) study priority assignment when perfect information
on customers’ types is not available. In our setting, when deciding how to allocate the rehab beds
to different patients, the objective function of the decision maker can be very complex and have to
account for various clinical and non-clinical factors. Thus, we focus on understanding the status-quo
bed allocation policy by assuming a utility maximizing decision maker.

Empirical studies of capacity allocation decisions in healthcare and service systems: Several stud-
ies have empirically investigated capacity allocation decisions in service and healthcare settings.
Tan and Staats (2020) estimate the effect of deviating from a standard table assignment policy
(round-robin rule) in restaurants on productivity. Ibanez et al. (2018) analyze the effect of discre-
tionary task ordering on productivity in radiology services, and show that doctors tend to prioritize
shorter tasks. Kc et al. (2020) study how physicians select tasks in the ED under different load
conditions, and show that physicians tend to prioritize easier tasks as load increases. These studies
utilize reduced-form estimation and focus on measuring deviation from a benchmark policy. There
are also studies that use the multinomial logit model by assuming utility maximizing decision
makers. Ding et al. (2019) study how ED physicians prioritize patients based on different triage
levels and their experienced delays up to the decision epoch. They find that the decision makers
do not use the case complexity as a major criterion in the prioritization decision. Hathaway et al.
(2022) study personalized prioritization policies that utilize past customer interaction information
related to abandonment and redialing behaviors. They combine a multinomial logit model with a
Bayesian learning framework to dynamically update customers’ types. Li et al. (2021) study the
prioritization decision between discharged versus admitted patients in the ED. They show that
among the high acuity patients, those who are more likely to be admitted are prioritized over those
who are more likely to be discharged when the ED is not crowded, and vice-versa when the ED
is crowded with a large number of boarding patients. Jiang et al. (2021) examine the long-term
capacity allocation decisions for different types of nursing homes: for-profit versus non-profit. Their
study also combines the utility maximization behavior with a queueing network model. Similar
to Ibanez et al. (2018), Kc et al. (2020) and Li et al. (2021), we find that patients who require
less resource-intensive care or those who have waited for longer tend to be prioritized for rehab
admission. Meanwhile, our work differs from the existing empirical studies in four main aspects.
First, we focus on a different setting: rehab admissions. This leads to different policy implications
as illustrated in our counterfactual study. Second, the previous structural models do not have a
hidden component. The hidden component is crucial in accurately capturing the dynamics of our
system, but poses substantial estimation challenges. Third, in addition to capacity-driven delays,

we also study a different mechanism of delay: processing delays. Lastly, leveraging a well-calibrated



queueing model, we conduct counterfactual experiments to quantify the effectiveness of different
delay reduction strategies.

Queueing models of patient flow: Our work relates to the growing body of literature on queueing
models of patient flow (Armony et al. 2015, Dai and Shi 2021), especially the multi-stage health-
care settings. Bretthauer et al. (2011) study the blocking effect when patients transition between
different hospital units and propose a heuristic to evaluate the blocking effect. Armony et al. (2018)
focus on the patient flow from the intensive care unit to the step-down unit and study the capacity
allocation decision between the two units. Zychlinski et al. (2020) propose a tandem queue with
blocking to model patient flow from hospital wards to geriatric institutions, and study the optimal
capacity level for the geriatric institutions. These works focus on long-term capacity planning deci-
sions and assume beds are allocated FCFS. In this work, we focus on real-time controls. Our goal
is to understand how rehab beds are dynamically allocated to different patients based on patients’
characteristics and system status.

Hidden Markov models: We build a HMM for the rehab admission process. In the healthcare
setting, HMMs have been used extensively to model disease progression; see, for example, Sukkar
et al. (2012), Gupta et al. (2020), Kwon et al. (2020), Severson et al. (2020). Lim et al. (2021)
propose a HMM to evaluate the Medicare yardstick incentive program on improving the quality of
care. We study a different context (and thus model) from these previous studies, and our estimation

results generate new insights on different sources of rehab admission delays.

2. Background and Data
In this section, we provide a summary of the process of admitting patients from acute care to rehab

and an overview of the data used in our study.

2.1. Patient Flow from Acute Care to Rehab Care

We study two interconnected healthcare delivery entities: acute care and rehab, with a focus on the
latter. Acute care units provide short-term treatment for a severe injury, an episode of illness, an
urgent medical condition, or during recovery from surgery. Rehab units provide rehab services to
improve patients’ physical abilities, mostly after acute care. Our partner hospital, which operates in
Ontario’s publicly funded healthcare system, provides on-site rehab care, that is patients requiring
rehab can be transferred to rehab units in the same hospital system. There are two types of rehab
services: Low-Tolerance, Long-Duration care (LTLD) and High-Tolerance, Short-Duration care
(HTSD). They provide distinct care targeted for different patient capabilities and needs. In this
work, we focus on LTLD rehab due to its relatively simple structure of operation, i.e., it is offered
in a single unit with 47 beds and has a high level of congestion (the average admission delay is

7.0 days). LTLD is suitable for patients who are capable of participating in less frequent rehab
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Figure 1 A schematic representation of patient flow from acute to rehab care.

activities with a relatively long duration, and these patients usually have other medical conditions
(e.g., diabetes) besides the reason for which they are hospitalized. The average LOS is 67.6 days.
Consistent with funding rates in Ontario, operating an acute bed costs approximately twice as
much as a rehab bed: C$1,412 per day for an acute bed versus C$774 per day for a rehab bed.
Figure 1 provides a schematic representation of the patient flow from acute care to LTLD rehab.
Patients arrive at acute care from different sources: elective surgeries, referrals from outpatient clin-
ics, or the ED. They are categorized into different acute categories based on their care needs and are
admitted to the corresponding acute wards. Upon completion of acute care, some patients require
subsequent rehab care. LTLD rehab patients come from five acute categories (the values reported
in brackets are percentages of LTLD rehab admissions from each acute category): Cardiology
(1.0%), Cancer (0.8%), Family Practice (2.6%), Medicine (32.1%), Neurological/Musculoskeletal
(Neuro/MSK) (60.2%), and Surgery (3.3%). Patients in need of rehab service are referred by their
attending acute care physicians. Rehab admission requests are then processed by rehab coordina-
tors. Coordinators evaluate the rehab request and plan the rehab activities in coordination with
the rehab providers (physician, occupational therapist, etc.) and the acute care physicians. Patients
can not be moved to the rehab unit before their rehab planning is completed. The time required
for the planning varies for different patients and could take multiple days. While the exact pro-
cessing time is not recorded, our collaborators believed that Medicine patients, who have more
diverse care needs, tend to require longer processing times, whereas Neuro/MSK patients have
more standardized rehab needs and thus shorter processing times. After completing the processing
requirements, if there are no beds available, there could be further delays. Patients awaiting rehab
admission (either due to a lack of bed capacity or ongoing processing) keep occupying the acute
beds and maintain ALC status. We use the term queue to refer to the set of patients with ALC
status in acute care. When a rehab bed becomes available, the rehab coordinators decide how to
assign the bed to patients who are available for being transferred. Finally, rehab beds are identical

and accommodate all LTLD patients.



2.2. Data

Our data set contains records for patients who were admitted to LTLD rehab after April 2014
and subsequently discharged before August 2019. Patients are admitted from two sources: transfer
from acute care (1067 patients) and direct admit from outside the hospital (328 patients). For
each patient record, we have the patient’s demographic information, e.g., age, sex, comorbidity
information, characteristics related to rehab care and acute care (if transferred from acute care),
and timestamps for the patient’s care trajectory.

In our data, comorbidity is measured with five levels: no comorbidity, levels 1, 2, 3 and 4. For
patients who are admitted from the acute care of the same hospital, acute care information includes
acute admission source, acute inpatient ward, acute category and subcategory, and Resource Inten-
sity Weight (RIW). RIW is introduced by the Canadian Institute for Health Information (CIR) for
planning, monitoring, and estimating acute care cost (Canadian Institute for Health Information
2020). It is a combined score based on comorbidity, LOS, and clinical interventions required. A
higher RIW corresponds to a more resource-intensive care episode, which is typically associated
with more severe patient conditions and longer acute LOS. Rehab information includes reasons
for rehab. The timestamps include acute admission time, acute ALC LOS, rehab admission time,
and rehab discharge time. The ALC LOS can be viewed as the time from rehab admission request
to acute discharge. It contains both the rehab planning time, which we refer to as the processing
time, and the waiting time due to the unavailability of rehab beds. A detailed description of the
data fields and their sources can be found in Section EC.1 of the E-Companion.

We use a subset of data from April 2017 to April 2019 when there is no change in bed capacity
and the occupancy can be accurately calculated (i.e., there is no censoring of patients due to the
time cut-off since we have data well before April 2017 and after April 2019). We use the timestamps
of all records to calculate the occupancy level of the LTLD unit (number of patients in service) and
the number of patients on ALC status in acute care (queue length) each day during this period.
Figure 2 plots these quantities for the studied period. We observe that the rehab unit is operating
near capacity (47 beds) and there is typically a non-empty queue.

For our main estimation task, namely the structural estimation of the processing times and the
bed allocation policy, we remove some records and make some assumptions. First, we eliminate
direct admissions from outside the hospital (17% of the records) and focus on internal transfers
only. This is because we do not have the acute care and waiting time information of these patients.
Based on discussions with our medical collaborators, we assume internal patients are prioritized
over external admissions (see also the discussion in Section 7). Second, we eliminate records with
ALC LOS longer than 38 days (97.5% percentile). The exceedingly long ALC LOS of these patients

is generally due to special medical circumstances (e.g., mental health, morbid obesity). Therefore,
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Figure 2 Historical trajectory of the LTLD rehab. In-Service: Number of patients in the LTLD unit, Queue:

Number of patients with ALC status in acute care, Total: Total number of patients in queue or in service.

Table1  Summary statistics of Acute LOS, ALC LOS, and Rehab LOS (days) after outlier elimination.

Acute Category
Medicine Neuro/MSK

Mean 30.69 22.88

Std 21.81 16.53

Acute LOS \/oqian 2600 19.00
Mean 11.51 4.57

Std 10.43 7.98

ALC LOS Median 10.00 0.00
Mean 69.81 66.90

Std 38.62 35.39

Rehab LOS \,/ qion  63.00 58.50

highly specialized interventions are required to reduce their admission delays, which is beyond
the scope of this study. Third, we only include admissions on weekdays in our estimation. This is
because rehab admissions rarely happen over the weekends (3.5% of all admissions) and the hospital
may operate with reduced resources during weekends. Lastly, we group patients in categories other
than Medicine and Neuro/MSK patients into a single category called “Other” (comprising 5% of
rehab admissions from acute care). See Appendix A for more details on data processing.

Table 1 provides some summary statistics of LOS-related performance metrics for Medicine and
Neuro/MSK patients who require LTLD rehab (see Appendix A for box plots). Comparing the
two acute categories, Medicine patients have a longer acute LOS, ALC LOS, and rehab LOS on

average. Most noticeably, Medicine patients spend on average 7 more days on ALC status than

Neuro/MSK patients.
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3. The Model and Estimation Strategy

To understand the rehab admission process, we build a structural model to estimate the processing
time distribution and the bed allocation policy for rehab care. Since the processing times and
capacity-driven delays are not fully observable (only the sum is observed), we model the system
as a HMM, i.e., a Markov chain with unobservable states. Estimating the model parameters of a
HMM when the state space is large can be computationally challenging. We use an importance

sampling-based estimation strategy to overcome the challenge.

3.1. The Hidden Markov Model

We consider the HMM Y (t) = (N (¢), F(t),C(t)), t €{0,1,...,T}. Each time period is a day. Y (¢)
has three components: N(t) € Ny denotes the number of patients in the queue (on ALC status);
C(t) € Ny denotes the number of available beds in the rehab unit; and F(t) € RUTD*> contains
patient-specific information for patients in the queue. More specifically, F'(t) consists of N(¢) non-
zero column vectors, where the jth column, Fj(t), contains the information of the jth patient in
the queue (the order of the patients in the queue can be arbitrary). The first element of F}(¢) for
je{l,...,N(t)}, denoted by Fj(t);, is a binary variable indicating the availability of the patient
for rehab admission. It takes the value 1 if the patient is available, i.e., her/his rehab planning
is completed, and 0 otherwise. Note that this element is not directly observable. The remaining
elements of F}(t), denoted by F}(t)2.(+1), are observable and include various patient characteristics
such as sex, age, acute category, and ALC LOS up to time t.

At each period, Y () evolves as a result of four possible events that we assume occur in the fol-
lowing order: (1) arrivals of new patients to the queue, i.e., acute patients request LTLD rehab; (2)
completion of processing requirements, i.e., the patient becomes available for rehab admission; (3)
discharge from the rehab unit; and (4) bed allocation and admission to the rehab unit. To simplify
the exposition, we assume that at each period, arrivals to the queue are Poisson distributed with
time-dependent rates and are independent across periods. We also assume rehab LOS’s are inde-
pendent and identically distributed (iid) Geometric random variables. These assumptions ensure
that Y (¢) is a Markov Chain. In our estimation, we estimate the model parameters conditional
on the realized sample path as in the data, i.e., we take the arrivals and departures as given
from the data. Thus, these distributional assumptions are not utilized. C(t) includes admissions
from outside the hospital to accurately capture the occupancy level of the rehab unit. Let A(t)
denote the number of arrivals, and N (t) denote the number of available patients in the queue, i.e.,

N () = 334 1{F; (1), = 1}. Then,

N(t+1)=N(t)+ A(t) —min(C(t), N(t)).
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We assume that processing times for patients of acute category k € K follow a
zero-inflated Geometric distribution with parameter ¢, = (¢r1,dr2) € [0,1]%, where K =
{M (Medicine), N (Neuro/MSK), O(Other)} denote the set of acute categories. In particular, for a

patient of acute category k, her/his processing time S;, has the following probability mass function:
P(Sk = 0) = Qr.1, and P(Sk = 5) = (1 - ¢k,1)¢k,2(1 - ¢k,2)3_1 for s> 1.

In other words, a type k patient has zero processing time (processing requirements are complete
within the same period) with probability ¢ 1; during each period, a type k patient who is not
available at the previous period becomes available with probability ¢y »; and once a patient becomes

available, she/he remains available until admitted, i.e., for ¢t € {1,2, },
P(F;(t) =1|F;(t—1)1=0)=ra, P(F(t)=1F(t-1),=1)=1

For the bed allocation decisions in period ¢, only the patients who are available can be admitted
into the rehab. If the number of available beds is greater than the number of available patients in
the queue, i.e., N(t) < C(t), all available patients are admitted to the rehab unit. If there is not
enough capacity available, i.e., N (t) > C(t), available patients are selected according to a utility
maximization rule which leads to a multinomial logit model. More specifically, let U;; denote the
utility of selecting the jth patient in the queue. We assume U, takes the following form

. = 1B Fiarn +eje, for Fy(t)
» —00, for F}(t)

o @
where 8 € R/ is a vector of coefficients for the observable patient characteristics and ¢;; is the
unobservable idiosyncratic determinants of the bed allocation decision. We assume that {¢,,} are
iid type-I extreme value distributed. Then, conditional on the characteristics of patients on the
waiting list at time ¢, i.e., Y(¢), the jth patient is selected for admission over the other patients
with probability (McFadden et al. 1973),
Pjt= z\fi)p(UN) :
Eizl exp(Ui,¢)

We conclude this section with a discussion of our main modeling assumptions and the identifica-
tion strategy. We consider a discrete-time model with each period being a day. This is reasonable
since care-transition decisions are typically made on a daily basis during the inspection round. We
model the processing times as zero-inflated Geometric distributions, and assume the processing
times do not depend on the congestion level of the system. We also assume the utility of selecting

a patient for rehab admission takes the form (1). These assumptions are imposed for analytical
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tractability. Similar utility functions are commonly used in the empirical literature (see, for exam-
ple, Aksin et al. 2013, Ding et al. 2019, Dong et al. 2021). If multiple patients are admitted to the
rehab on the same day (11.6% of the days), we do not take the order at which they are admitted
into account. We only assume that their admission utilities are higher than the patients who are
available but not selected. We assume the nominal capacity of the rehab is 46 beds rather than 47
beds. This is to approximately account for the fact that beds can sometimes be closed (unavailable)
due to maintenance, cleaning, or other issues.

Finally, we assume that patients can only be admitted to rehab after their processing require-
ments are completed. This is consistent with the practice at our partner hospital. Furthermore, we
assume a non-idling bed assignment policy, i.e., beds are not held idle if there are available patients
waiting to be admitted. This allows us to differentiate processing delays from capacity-driven delays
by utilizing the variations in C'(¢) and N (t), and the observed bed allocation decisions. For example,
if C(t) >0 and N(t) > 0 after the bed allocation (47.6% of the days), then all patients remaining
in the queue have not finished their processing requirements yet. On the other hand, if a patient is
selected for admission in period ¢, she/he must have completed the processing requirements at or
before t. Based on the observable states and bed allocation decisions, we can estimate the HMM
by maximizing the expected likelihood function. We detail the estimation procedure in the next

subsection.

3.2. Importance Sampling-Based Maximum Likelihood Estimation

In the data, we observe partial information of the queue, i.e., N(t) and Fj(t)s.(s41) for j €
{1,...,N(¢t)}, the available rehab capacity C(t), and which patients (if any) are selected for rehab
admission. Denote the bed allocation decisions in period ¢ by O(t). We estimate 8 and ¢ by
maximizing the expected likelihood of observing O(t) conditional on the observable patient and
system information. Let Y (¢) denote the observable part of Y (t), i.e., Y (£) = (N (t), {Fj(t)2:(s+1), 7 =
1,...,N(t)},C(t)). Then, we aim to solve

Y (t) ::argmaXZIP’(w)HP(O(t)DN/(t),w), (2)

pé t=0 Be wea t=0

argmax E [H P(O(t)|Y (t))

where the expectation is with respect to the unobservable states {F;(t)1;t € {0,...,T}} defined on
the probability space (2, F,P), and w € Q denotes a sample path of the unobservable states, i.e.,
it records when each patient becomes available. Note that P(w) depends on the value of ¢. Given
Y (t) and w, P(O()|Y (t),w) only depends on the value of .

If the size of 2 is small, the optimization problem (2) can be easily solved. However, in our

model, Q grows exponentially with the number of patients. In this case, solving (2) exactly is
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computationally prohibitive. Thus, we employ a simulation-optimization based approach. For a
given ¢, we consider the following unbiased estimator of the expected likelihood,

n T

%ZHP(()@)W@),@),

i=1 t=0

where Wy, @, ...,w, are n realizations of w given ¢. In particular, for each patient in the data set,
we generate their rehab processing times according to the zero-inflated Geometric distributions
with parameter ¢.

One challenge in implementing the above estimation scheme is that most of the generated sample
paths are not “feasible”, i.e., P(O(t)|Y (t),&;) = 0. To improve the estimation efficiency, we use
importance sampling (Owen 2013). Let Q denote the set of feasible paths given the observed bed
allocation decisions O(t), i.e., Q= {w: H P(O(t)|Y (t),w) > 0}. We consider the following unbiased
estimator of the expected likelihood glveon o,

T

%Z (wi‘wleg HIP wi):%ZIP’(&JZ-eQ)HP(O(t)DN/(t),@i). (3)

P(wi|w; € Q) ;- i=1 t=0

Note that P(w; € Q) is a constant that depends on ¢. In particular, let s} denote the time that
patient j is assigned to a rehab bed. Let 33- denote the last time that patient j is not assigned
to an available bed despite that there are still available beds. Then, patient j must have become

available at some time during [s¥ Let s¥ denote the time at which patient j becomes available,

J’ J]

i.e., the processing time of patient j is completed under sample path w. Then,
P(@; €)= [ P(sh <57 <sY),
jem
where M is the collection of all the patients in the data set.

For a given value of ¢, we first find § that maximizes (3). Then, we use grid search to find ¢ that
maximizes the expected likelihood. Note that for a fixed ¢, (3) reduces to an affine combination
of products of multinomial logit probabilities. Thus, it is a concave function of § (Pratt 1981),
and the optimal 8 can be found using the standard gradient ascent method. When implementing
the estimation scheme, the expected likelihood is estimated based on 1000 sample paths. We
also calculate the standard errors using parametric Bootstrap (Fuh and Hu 2007). Details of the

standard error calculation are provided in Appendix B.

4. Estimation Results
In this section, we present our estimation results. Recall that F}(t)s.(s41) contains various charac-
teristics of patient j who is with ALC status at time ¢t. We consider the following features: age,

RIW, sex, acute category, whether the patients’ ALC LOS up to time t exceeds 15 days, and
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the interaction between RIW and the congestion of the system measured by whether the number
of patients in the queue exceeds 3 or 6 (corresponding to the 25th and 75th percentiles of the
queue-length respectively). We also assume ¢ 1 = 1, i.e., patients in the Other category (5% of
the observation) have zero processing times. We refer to the model with the above features as our
main model (Model 1).

To examine the robustness of the estimation results, we examine several alternative model
specifications. First, we consider models whose processing times can also depend on the sever-
ity /complexity of the patients. In Model 2, we assume the processing time distributions depend on
the comorbidity level: High (H) versus Low (L). High comorbidity represents a comorbidity level
at or above 3. In Model 3, we assume the processing time distributions depend on both the acute
category and the comorbidity level. Second, we examine different measures of ALC LOS and system
congestion. In our main model, we measure the effect of ALC LOS through an indicator, indicating
whether ALC LOS exceeds 15 days. In Model 4, we treat ALC LOS as a numerical variable. In
Models 5-7, we try different threshold values for long ALC LOS. In addition, in our main model,
we measure congestion by two indicators based on the queue length: whether the queue length is
above 3 and 6, which correspond to the 25th and 75th percentile of the empirical queue length
respectively. In Model 8, we treat the queue length as a numerical variable. The estimation results
for Models 1-3 are summarized in Table 2, while the full summary including Models 4-8, can be
found in Appendix C.

We make a number of observations from the main model (Model 1). First, the processing time
distributions for Medicine and Neuro/MSK patients are quite different. Medicine patients tend to
have longer processing times. More specifically, 35% of the Medicine patients require zero processing
time, while this percentage is 70% for Neuro/MSK patients. (Note that zero processing time means
the processing time is less than a day.) Among patients who have non-zero processing times, the
average processing time is 11.1 days for Medicine patients, and 9.1 days for Neuro/MSK patients.
Based on conversations with our medical collaborators, this observation can be explained by the fact
that Neuro/MSK patients have a more streamlined rehab planning process compared to Medicine
patients. Since Medicine patients tend to have heterogeneous and complex medical conditions, they
require more coordination and planning.

Second, we note that the coefficient for Neuro/MSK in the bed allocation model is positive and
significant. Since Medicine is the baseline category, this suggests that after processing, Neuro/MSK
patients are prioritized for rehab admission over Medicine. Specifically, the average partial effect
(see Wooldridge 2002, Section 15.9) obtained from the estimated coefficients indicates that when
there is not enough capacity, Neuro/MSK patients are on average 12.3% more likely to be chosen

for admission than Medicine patients. This can be attributed to the utility maximization behavior
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Table 2 Estimated coefficients of the model. The upper panel shows the estimated coefficients for the bed
allocation decision, i.e., the coefficient for different patient-level characteristics. The lower panel shows the
estimated parameters of the processing time distribution, i.e., the probability of having zero processing time and
the geometric success probability for the zero-inflated Geometric distribution. Standard errors are provided inside

brackets. Stars indicate statistical significance at different levels (" p <0.1, * p <0.05, ** p <0.01, *** p <0.001).

Covariates Model 1 Model 2 Model 3
Age -0.008 -0.0257 -0.018
(0.011) (0.012) (0.012)
RIW -0.130%* -0.097** -0.066*
(0.043) (0.036) (0.035)
Sex: Male -0.371° -0.385 0.023
(0.214) (0.258) (0.267)
Acute Category: Neuro/MSK 1.143%** 1.2017%%* 1.308%**
(0.235) (0.274) (0.292)
Acute Category: Other 1.365* 1.968 0.696
(0.547) (1.035) (0.675)
Wait (ALC LOS) > 15 0.500" 1.018%* 0.835*
(0.286) (0.381) (0.356)
RIW x (Queue-Length>3)  0.081" 0.019 -0.081*
(0.049) (0.044) (0.041)
RIW x (Queue-Length>6)  0.032 0.052 0.122
(0.037) (0.091) (0.087)
" 0.357%%_(.00FFF _ :
(0.067), (0.022)
dN 0.7%FF 0.11%%% -
(0.040),(0.026)
oL - 0.61%F* 0.11%%* -
(0.030), (0.019)
b - 0.ATFF* (.07FF%
(0.031), (0.021)
OrL ; ) 0.34%%% (), 09%+*
(0.058), (0.023)
Drir - ; 0.20%%*  (.07*
(0.058), (0.030)
On - ; 0.66%%%, (), 14%%*
(0.053), (0.028)
On ; ; 0.74%%%_ (), 08%+*

(0.058), (0.024)

of the rehab coordinators. Since Medicine patients tend to require a longer rehab LOS and have
more complicated care needs, there could be a tendency to prioritize the “easier” Neuro/MSK
patients to reduce the overall system congestion. The potential tendency to prioritize “easier” cases
can also be inferred from the coefficient for RIW, which is negative and significant, suggesting
that the less resource-intensive patients are prioritized. Prioritization based on the difficulty of the
tasks has been observed in other healthcare settings (see, e.g., Ibanez et al. 2018 for radiological

services, and Kc et al. 2020 for the ED). The bed allocation policy together with the difference
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in the processing times explains why Medicine patients have a much longer ALC LOS on average
than Neuro/MSK patients (see Table 1).

The estimations based on Models 2 and 3 are in general consistent with that of Model 1. In
particular, for both models, we observe that even after controlling for comorbidity-dependent pro-
cessing times, the coefficient for Neuro/MSK is still positive and significant, suggesting Neuro/MSK
patients are prioritized over Medicine patients. In addition, the coefficient for RIW is still negative
and significant. Compared to Model 1, we observe a slight decrease in the magnitude of the effect
of RIW in Models 2 and 3. This can be attributed to the ability of the later models in capturing
severity /complexity-dependent processing times. When taking comorbidity into account in the pro-
cessing time estimation in Model 2, we observe that patients with a lower comorbidity level tend
to have a shorter processing time: there is a larger proportion of patients who require zero pro-
cessing time (e.g., 61% versus 47%) and the average processing time conditional on the processing
time being non-zero is smaller (e.g., 9 versus 14.2 days). We also observe from Model 3 that even
after taking comorbidity into account, Medicine patients continue to have longer processing times
compared to Neuro/MSK patients. For example, for patients with a low level of comorbidity, 34%
of Medicine patients require zero processing time, compared to 66% for Neuro/MSK patients, and
among patients who require positive processing times, it takes on average 11.1 days for Medicine
patients, compared to 7.1 days for Neuro/MSK. The estimation results for Models 4-8 are also
consistent with those of Model 1, see Table 4 in Appendix C) for more details.

5. Patient Flow Model

In this section, we propose a queueing model of patient flow from acute care to rehab. We then use
simulation to compare the performance of the queueing model under our estimated bed allocation
policy (EP) to the empirical data. Our estimated policy has two key elements: the processing time
and the feature-based bed allocation decision. To quantify the effect of these two elements, we also

compare our policy to commonly used benchmark policies with or without processing times.

5.1. The Queueing Model and Calibration
We consider a multi-server queue with time-varying arrival rates. Arrivals correspond to rehab
bed requests from acute care patients and servers correspond to rehab beds (see Figure 3 for an
illustration). We use data from April 2017 to April 2019 for model calibration (e.g., estimating the
arrival rates, service time distribution, and distributions of patient characteristics) and validation.
Before proceeding with the details of our model, we introduce some terminology:
e Queue-length is the number of patients on ALC status in acute care, i.e., in the queue;
e Waiting list is the collection of patients who are in the queue and have already completed

their processing requirements, i.e., these are the patients who are available for rehab admission;
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Figure 3 An illustration of the proposed patient flow queueing model from acute care to rehab.
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Figure 4 Daily arrival rate of the bed requests for each day of the week.

e Queueing time is ALC LOS, i.e., the time spent in the queue, including the processing times;

o Waiting time is the time spent on the waiting list due to a lack of bed capacity.

Arrivals. We assume a non-homogeneous Poisson arrival process with a piecewise-constant rate
A(t). In the data, we observe a strong day-of-the-week effect in arrivals. Meanwhile, the day-of-
the-week pattern is fairly consistent across different weeks. As such, we assume that the arrival
rates are periodic with a period equal to 7 days, i.e., A(t+7) = A(t) for all ¢ > 0. We then estimate
the arrival rate for each day of the week using the corresponding sample average. We include both
internal and external arrivals to match the load of the system as in the data. Figure 4 plots the
estimated arrival rate for each day of the week. We observe that there is a large difference between
weekdays and weekends, with almost no bed requests initiated during the weekends.

Feature vector and service times. Each arriving patient (bed request) is associated with a
time-dependent ( f +1)-dimensional random vector X (¢) := (F}(t)a:(s+1), LOS). The first f elements
of the vector correspond to patient characteristics, and the last element is her/his rehab LOS.
We assume X (t)’s at patients’ arrival times are iid draws from a joint distribution, and use the
empirical distribution to estimate it. In particular, for each arrival, we draw a random sample from
the patient records in the data.

Processing times. Processing times are generated from the zero-inflated Geometric distribu-

tions estimated based on Model 1. When a patient arrives at the queue (when a bed request is
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Table 3  Average queueing time (days) under EP, benchmark policies without (FCFS, SP) and with processing
times (FCFSwP, SPwP). Standard errors are less than 0.5% of the estimates.
Average Queueing Time (Days)

Policy All Medicine Neuro/MSK
Empirical 7.00 11.51 4.57
EP 7.02 11.44 4.84
FCFS 2.88 2.88 2.88
SP 2.84 5.91 1.11
FCFSwP (with Processing) 7.03  10.05 5.61
SPwP (with Processing) 6.99 13.24 3.75

generated), she/he is not eligible for rehab admission until the processing requirements are com-
pleted. Recall that for patients in the Other category, we assume zero processing times.

Bed allocation policy. We assume the bed allocation policy is non-preemptive and non-idling.
That is, when a patient enters service, she/he stays there until service completion, and we do
not allow the server to idle if there are (available) patients waiting to be admitted. Only patients
who have completed the processing requirements can be admitted to the rehab. When the number
of patients on the waiting list exceeds the number of available beds, the bed allocation policy
specifies which patients are to be admitted next. We consider three policies: EP, First-come-first-
served (FCFS), and Strict Priority (SP) in favor of Neuro/MSK patients. For EP, the probability
of assigning an available bed to a patient on the waiting list is determined by the estimated
multinomial logit model based on patients’ characteristics.

Data trimming. When calibrating the queueing model, we remove records with very long
(97.5th percentile) or short (2.5th percentile) rehab LOSs. The details can be found in Appendix
A. We assume rehab discharges cannot happen over the weekends. In particular, if a patient’s
admission time plus LOS is a weekend, we delay the discharge until Monday. This is because only
6% of the rehab discharges took place over the weekend in the data. As in our estimation, we
assume there are 46 beds. Lastly, we scale the estimated arrival rate down by 3.5% to match the

observed average waiting time.

5.2. Model Validation

We use simulation to compare the outputs of our queueing model under EP with the data. In
addition, we compare the performance of our estimated policy with four benchmark policies: FCFS
with processing time (FCFSwP), FCFS without processing time (FCFS), SP with processing time
(SPwP), and SP without processing time (SP). In particular, FCFS and SP assume zero process-
ing times, while FCFSwP and SPwP assume the processing times follow zero-inflated Geometric
distributions as estimated in our main model. The goal is to quantify the effects of the processing

times and bed allocation decisions on rehab admission delays.
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Figure 5 Queueing time distribution under EP, FCFS, and SP in comparison to the empirical queueing time

distribution. Figures illustrate the overall, Medicine and Neuro/MSK queueing times.

Figure 5 compares the cumulative distribution functions (CDE’s) of the simulated queueing time
(ALC LOS) under different bed allocation policies to the empirical CDF’s estimated directly from
data and Table 3 summarizes the long-run average queueing times (we generate a large enough
sample such that the standard errors of the estimates are less than 0.5% of the point estimates).

For the queueing time distributions and the average queueing times, the model under EP matches
the empirical observations well, both in aggregate and for each patient category. However, this is
not the case for the benchmarks. When we do not take the processing times into account (FCFS
and SP), the proportion of patients with zero queueing time is severely overestimated (see Figure
5). Moreover, the average queueing time is 41% lower than the average observed in the data. This
indicates that processing times are an important driver of admission delays. When taking the
processing times into account, while the aggregated average queueing time under both FCFSwP
and SPwP are fairly close to the empirical average, the category-specific averages do not match the
data well. EP tends to prioritize Neuro/MSK patients. Thus, FCFSwP overestimates the queueing
time for Neuro/MSK patients by 1.04 days and underestimates that for Medicine patients by 1.46
days. On the other hand, EP does not give strict priority to Neuro/MSK patients. Thus, SPwP
underestimates the queueing time for Neuro/MSK patients by 0.82 days and overestimates that for
Medicine by 1.73 days. In the E-Companion (Section EC.2), we further illustrate the importance

of accurately modeling the bed allocation policy under different system congestion levels.

6. Counterfactual Experiments

In this section, we use the queueing model of patient flow under EP to evaluate various operational
interventions to reduce admission delays. In Section 6.1, we focus on bed capacity planning. In
Section 6.2, we examine the impact of reducing processing times. In Section 6.3, we study the
combined effect of capacity expansion and processing time reduction. In Section 6.4, we examine an
early-transfer strategy where patients are transferred to rehab as soon as a bed becomes available,
which can happen before the processing requirements are completed. Throughout this section, we

focus on the long-run average queueing/waiting times as the performance measure.
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Figure 6 Change in acute, rehab, and net costs with number of additional rehab beds.

6.1. Capacity Expansion

Determining the bed capacity of the rehab unit is an important strategic decision. Our patient
flow model can help optimize such decisions. We use the estimated model to evaluate the cost and
benefit of increasing rehab bed capacity. Adding rehab beds incurs the corresponding operating
costs, but also reduces rehab admission delays and hence saves acute patient days.

Figure 6 demonstrates how various costs change as the number of added rehab beds increases —
the operating cost of the additional rehab beds, the saving due to saved acute patient days, and
the net change in costs by combining the two — under the assumption that the patient demand
for rehab does not change with increased bed capacity. For example, by increasing the number of
rehab beds from 46 to 48, we can save 449 acute patient days per year. The cost of operating two
additional rehab beds is C$1,548 per day which translates to C$478,881 per year if these beds are
fully occupied throughout the year. On the other hand, the saving in acute patient days amounts
to C$633,988 per year. Thus, the net cost saving is C$155,012 per year. In addition to the cost
reduction, adding rehab beds also improve service quality by reducing the rehab admission delay
and rehab occupancy. For example, adding two rehab beds reduces the admission delay by 1.57
days (2.41 days for Medicine, 1.12 days for Neuro/MSK) on average and reduces rehab occupancy
by 8.7%, i.e., from 88.4% to 79.7%.

6.2. Reducing Processing Times

As discussed earlier, the admission delay (queueing time) contains two parts: the processing time
and the waiting time. Adding capacity can only reduce the waiting time. Reducing the processing
time requires efforts such as standardizing the rehab planning process and improving the coor-
dination between acute and rehab providers. In this section, we examine the effect of reducing

processing times on system performance and evaluate potential cost savings.
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Figure 7 Average queueing and waiting times under EP for different values of ¢.

We fix the bed allocation policy to the estimated one and vary the distributions of the processing
times. Recall that we assume that processing times follow a zero-inflated Geometric distribution
with class-dependent parameters, i.e., ¢or = (Pr.1, Pr.2) Where ¢, 1 denotes the probability of requir-
ing zero processing time (i.e., less than a day) and ¢ denotes the success probability. A larger
value of ¢, leads to a shorter processing time on average.

Figure 7 illustrates the average queueing and waiting times for Medicine and Neuro/MSK
patients under different values of ¢, k €{M, N}. We vary the values of ¢,; and ¢y together in
the left figure and vary the values of ¢, 2 and ¢y o together in the right figure. We observe that
increasing ¢y ; leads to a linear decrease in the average queueing time. When ¢, ; =1 all rehab
requests can be processed within a day, resulting in zero processing times. Meanwhile, the average
queueing time is decreasing at a diminishing rate as ¢y, » increases due to its diminishing effect on
the average processing time, i.e., (1 — ¢ 1)(1/¢pr2). On the other hand, the average waiting times
do not change as ¢ ; or ¢ o increases.

Similar to reducing capacity-driven delays, reducing processing times also helps reduce ALC
LOS, which in turn frees up acute bed capacity. Our experiments reveal an approximately linear
relationship between the average processing times and the admission delays. In particular, a 1%
reduction in average processing time saves 11.83 acute patient days per year. This indicates that
reducing the average processing time by 50% can save 592 acute patient days which amounts to
(C$835,904 cost savings per year.

We also investigate the effect of reducing the processing times of Medicine patients only, i.e.,
without changing the processing times of Neuro/MSK patients. In addition to reducing the average
queueing time for Medicine patients, we also observe a smoothed patient arrival pattern, which
helps reduce system idleness and thus queueing times for Neuro/MSK patients as well. However,
the effect is quite small in our setting due to the long rehab LOS. Thus, we relegate its analysis

and discussion to the E-Companion (Section EC.3).
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Figure 8 Average queueing times as a function of the number of rehab beds and percentage reduction in

processing times for patients with non-zero processing times.

6.3. Combining Capacity Expansion with Processing Time Reduction

In this section, we examine the combined effect of capacity expansion and processing time reduction.
We focus on the average queueing time as the performance metric. We reduce average processing
time in our experiments by increasing ¢y o.

Figure 8 provides the heatmap of the average queueing time as a function of rehab capacity
and the percentage reduction in the average processing time for the patients with non-zero pro-
cessing times. (We also conduct the analysis for each patient category; see Section EC.3 of the
E-Companion.) Consistent with our observations in Section 6.1, we observe that when the average
queueing times are large, adding rehab beds initially leads to a large decrease in average queueing
times but the effect diminishes as the number of beds increases. In contrast, reducing processing
times has a linear effect on reducing queueing times. In addition, capacity expansion has approxi-
mately the same effect at different levels of processing time reduction. Similarly, reducing processing
times has approximately the same effect at different capacity levels. This is because patients are
not allowed to transfer to rehab prior to completion of their processing times, which prevents the
two sources of delays from interacting with each other.

Figure 8 allows us to identify combinations of the two interventions to achieve a certain per-
formance target. We observe that combining the two interventions can lead to more practically
feasible solutions to reducing admission delays. For example, suppose our target is to reduce the
average queueing time from 7 days to 4.5 days. We can do so by adding six beds or reducing the
average processing time by 70%. If only one intervention is considered, this level of reduction may
be infeasible in practice. On the other hand, this reduction can also be achieved by the combined

intervention of adding two rehab beds and reducing the processing delay by 25%.
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Figure 9 Change in acute, rehab, and net costs as a function of the number of additional beds under early

patient transfer.

6.4. Early Patient Transfer

Currently, patients can only be transferred to rehab after their processing requirements are com-
pleted. In this section, we consider a counterfactual scenario where patients can be transferred to
rehab before completing their processing requirements, if rehab beds are available. These patients
complete their remaining processing times in rehab beds. As a result, their LOS in rehab is
increased, but they spend less time blocking acute beds. We find that allowing early transfer leads
to a 1.56-day reduction in the average queueing time, while only increasing the rehab bed utilization
by 4%. This translates to a cost saving of C'$103,150 per year.

Figure 9 illustrates the effect of rehab capacity expansion with early transfers. Compared to
those under the status-quo (Figure 6), the cost curves have a similar structure but with larger
cost savings. For example, adding two more beds yields a net cost-saving of C'$603,060 per year
compared to C$155,012 per year in the base system.

Figure 10 provides a heatmap of average queueing time as a function of the number of rehab
beds and the percentage reduction in average processing time for patients with non-zero processing
times when early transfers are allowed (See Section EC.3 of the E-Companion for heatmaps of
individual categories.) We observe a different structure compared to that under the status-quo
(Figure 8). Because processing times no longer contribute to admission delays and only increase the
LOS of patients in rehab, reducing them has a different effect at different capacity levels. Reducing
processing times creates a larger reduction in queueing times when rehab has fewer beds. Similarly,
adding rehab beds creates a larger reduction in queueing times when the average processing time
is long. For example, increasing the number of beds from 46 to 48 leads to an additional 2.57-day
and 2.00-day reduction when the average processing time is reduced by 10% and 50%, respectively,
and reducing the average processing time by 30% leads to an additional 1.05-day and 0.31-day

reduction when there are 46 and 50 rehab beds, respectively.
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Figure 10 Average queueing times as a function of the # of rehab beds and % reduction in processing times

for the patients with non-zero processing times when early transfer to rehab is allowed.

So far, we have assumed that rehab beds are allocated to patients regardless of whether their
processing requirements are complete. We further examine an alternative policy where patients
who have completed their processing requirements are prioritized for rehab admission. This policy
yields an additional 0.72-day reduction in the average queueing time. See E-Companion (Section
EC.5) for more details. Overall, our analysis suggests that early transfer can be highly beneficial
in reducing rehab admission delays and acute care bed blocking. However, it should be noted that
early transfer may also have drawbacks. For example, after being admitted to rehab, the acute
care physician may be less responsive in rehab planning as they are occupied with newly admitted
acute patients. This may further lengthen the required processing time. In this case, one needs to

carefully evaluate the benefits against the potential drawbacks of early transfer.

7. Conclusion
Summary: We examine different sources of delays in transition from acute to rehab care. In addition
to capacity-driven delays — delays caused by limited rehab bed capacity, we also identify and
quantify delays driven by processing requirements - time required to coordinate and plan for the
rehab activities. From an operations standpoint, reducing the two types of delays requires different
interventions. Hence, it is important to distinguish the two. This is however challenging because
(1) processing times are not directly observable in the data and (2) the bed allocation decisions
are determined by various competing factors in practice. To address these challenges, we propose
a HMM of the rehab admission process, which allows us to jointly estimate the processing time
distributions and the status-quo bed allocation policy.

Our estimation results reveal that both the processing times and the bed allocation policy have

considerable contributions to the long admission delays and the disparity in delays experienced
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by different patient categories. In particular, Neuro/MSK patients tend to have shorter processing
times and are also more likely to be prioritized for rehab admission compared to Medicine patients.
We validate the estimated admission process using a detailed queueing model of patient flow and
find that the output of the model matches the empirical delay distributions well. We then use the
estimated model to evaluate various operational interventions to reduce admission delays.

We find that reducing processing delays, e.g., through improving the coordination between care
teams and standardizing the rehab planning process, can lead to a significant reduction in admission
delays and bed blocking costs. Further, through combining capacity expansion and processing time
reductions, it is possible to construct practically feasible interventions to reduce admission delays.

These findings are enabled through the proposed HMM and estimation strategy. Our framework
is more broadly applicable to other transition-of-care settings where only a combined measure
of delay is typically available (e.g., from the ED to inpatient wards of a hospital, or from acute
care to long-term care homes). Our findings further indicate that hospital information systems
should collect granular time-stamps on start and completion times of processing times in such
care-transition settings.

Limitations and future work: Our study has some limitations. First, we assume that the process-
ing times are exogenous and do not depend on the state of the system. This assumption simplifies
our model and identification strategy. Based on conversations with our medical collaborators, the
decision makers (rehab coordinator or acute care physicians) do not respond strategically to the
system state (e.g., by slowing down the rehab planning when beds are not available). That being
said, speed-up or slow-down in rehab planning based on the load of the system is possible. Exam-
ining the impact of system load on processing times would be an interesting topic for future work.

Second, we focus on reducing admission delays under the status-quo bed allocation policy. A
prescriptive approach that designs the optimal bed allocation policy under a practically relevant
objective function would be an interesting future research direction. Defining an appropriate objec-
tive function can be challenging and requires carefully accounting for various considerations faced
by practitioners. In addition, admission delays can also have heterogeneous effects on patient out-
comes for different patients (Gorgilii et al. 2023). It is important to take these heterogeneous
effects into account when designing bed allocation policies.

Third, although we include various patient-level and system-level covariates, there can still be
unobservable factors that affect the bed allocation decisions. For example, we may miss some
important patient severity information in our data. Controlling for additional patient severity
information may provide a more clear explanation of why Neuro/MSK patients are prioritized over
Medicine patients. However, redistributing the weights of Neuro/MSK to other severity-related

factors is unlikely to affect the overall waiting time estimates. In addition, given that our partner
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hospital operates in Ontario’s publicly funded healthcare system, we can rule out potential financial
incentives. However, financial incentives might play an important role in other private healthcare
systems. This may lead to a larger degree of prioritization of Neuro/MSK patients.

Finally, we focus on the bed allocation policy for patients transferred from acute care of the same
hospital (internal admissions). We assume internal admissions are prioritized over admissions from
outside the hospital (direct admissions). However, if external admissions have a higher priority, the
hospital may hold available beds in anticipation of future external admission requests. In this case,
our approach may lead to an overestimation of the processing times. Based on discussions with our
medical collaborators, this is unlikely to be the case in our partner hospital. This assumption is

further supported by additional regression analysis presented in the E-companion (Section EC.6).

Appendix A: Description of Variables and Data Processing

In this section, we provide a detailed description of the data used in our analysis and the related assumptions.
The data was extracted from the Discharge Abstract Database (DAD) of the Canadian Institute for Health
Information (CIHI) (Canadian Institute for Health Information 2020), and the hospitals’ Electronic Health
Records (EHR). Table EC.1 in E-Companion summarizes the variables with their descriptions, and sources.

The data are used for three main tasks: (i) calculating the rehab occupancy level (i.e., the number of
available beds in the rehab unit); (ii) estimating the rehab admission process; and (iii) calibrating the
queueing model for counterfactual experiments. Figure 11 summarizes the data used for each task.

To calculate the rehab occupancy level, we consider patients who stay in the rehab units any time during
the period between April 2017 to April 2019. We focus on this period of time because the rehab bed capacity
remained equal to 47 beds, and we can calculate the rehab occupancy level accurately during this period.

To estimate the rehab bed allocation process, we similarly consider patients who stay in the rehab units
at any time during the period from April 2017 to April 2019. We eliminate direct admissions from outside
the hospital (17% of the records) and patients with an ALC LOS longer than the 97.5-th percentile. We also
exclude rehab admissions over the weekends. Note that we only exclude weekend admissions, but keep the
patient records when deciding who is prioritized for admission during the weekdays. In particular, a patient
who is admitted over the weekend but is on the waiting list before then is considered in the choice sets during
weekdays prior to her/his admission.

To calibrate the queueing model, we estimate the arrival rates and use the empirical distribution for service
times of different patient types. We again consider patients who stay in the rehab units any time during the
period April 2017 to April 2019. We exclude patients whose rehab LOSs are longer than the 97.5th percentile
or shorter than the 2.5th percentile.

Figure 12 presents three box plots summarizing Acute LOS, ALC LOS, and Rehab LOS for Medicine and
Neuro/MSK patients.
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We use the parametric Bootstrap method to calculate the standard errors. Given the estimated coefficients

(B,({)), we re-sample patients’ processing times and the bed allocation decisions. Then, based on the new

sample of observed patient characteristics and bed allocation decisions, we re-estimate the coefficient (3, ¢).



28

Different samples differ only by the processing times and the bed allocation decisions. Patients’ arrival times,
observable characteristics (e.g., sex, age, acute category, etc), and rehab LOS’s are fixed as in the data.
More specifically, for each arriving patient, the processing time is generated from a zero-inflated Geometric
distribution with category-dependent parameter br. At each decision epoch, conditional on patients’ avail-
ability and observable characteristics, bed allocation decisions are sampled according to the probability of the
corresponding multinomial logit model with coefficient B When a patient is selected, that patient is removed
from the queue and starts receiving rehab service. A re-generated sample contains all the patients who arrive
after April 1, 2017 and are subsequently discharged before April 1, 2019. In order to obtain the same sample
information as in the data, we omit the processing time information and treat patient availability as hidden.
We re-estimate (3, ¢) for each re-sampled path using the simulation optimization method with 100 samples.
We repeat the re-sampling and re-estimation procedure 500 times. Let (B’,(ﬁ’), 1=1,2,...,500 denote the

re-estimated parameters. Then, the standard errors are calculated as
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Appendix C: Robustness Checks

Table 4 provides the complete estimation results for different model specifications described in Section 4.
Model 1 denotes our main model. Models 2 and 3 assume that processing time distribution depends on patient
severity. Specifically, Model 2 assumes the processing time distribution depends on the comorbidity level,
and Model 3 assumes the processing time distribution depends on both the acute category and comorbidity
level.

Models 4-7 are concerned with the effect of ALC LOS (Wait). Model 4 treats Wait as a numerical variable,
i.e., it assumes Wait has a linear effect on the selection utility. Model 5 uses the indicator: Wait>12. Model 6
uses the indicator: Wait>17. Model 7 includes three indicators for Wait: Wait>12, Wait>15, and Wait>17.
We observe that the coefficient for Wait is not significant in Model 4. Compared to Model 1, this suggests
that Wait is likely to have a nonlinear effect on patient selection utility. Further, Wait> 12 in Model 5 does
not have a significant effect while Wait>17 in Model 6 has a significantly positive effect. This suggests that
only very long waits have a significant effect. When Wait>12, Wait>15, and Wait>17 are all included in
Model 7, Wait>15 stands out as the only significant one. This supports the choice of Wait>15 in our main
model.

Model 8 includes Queue-Length x RIW by treating Queue-Length as a numerical variable. Comparing
Model 8 to Model 1, we confirm that the queue length does not have a significant impact on the patient

prioritization decision.



Table 4

Estimated coefficients of the model. The upper panel shows the estimated coefficients for the bed allocation decision, i.e., the coefficient for

different patient-level characteristics. The lower panel shows the estimated parameters of the processing time distribution, i.e., the probability of having zero

processing time and the geometric success probability for the zero-inflated geometric distribution. Standard errors are provided inside brackets. Stars indicate

statistical significance at different levels (" p <0.1, * p <0.05, ** p <0.01, *** p <0.001).

Covariates Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8
Age -0.008 -0.025" -0.018 -0.014 -0.011 -0.008 -0.023* -0.018"
(0.011) (0.012) (0.012) (0.011) (0.011) (0.011) (0.011) (0.011)
RIW -0.130** -0.097** -0.066* -0.085* -0.095* -0.114%* -0.118** -0.127%*
(0.043) (0.036) (0.035) (0.042) (0.045) (0.043) (0.044) (0.048)
Sex: Male -0.371" -0.385 0.023 -0.300 -0.300 -0.307 -0.464* -0.399"
(0.214) (0.258) (0.267) (0.205) (0.212) (0.216) (0.222) (0.064)
Acute Category: Neuro/MSK 1.143%** 1.201%** 1.308%*** 1.041%** 1.107*** 1.158%** 0.938%#* 1.046%**
(0.235) (0.274) (0.292) (0.232) (0.233) (0.246) (0.238) (0.237)
Acute Category: Other 1.365%* 1.968 0.696 1.326* 1.372% 1.395%* 1.593" 1.306*
(0.547) (1.035) (0.675) (0.604) (0.598) (0.533) (0.843) (0.551)
Wait (ALC LOS) - - - 0.001 - - - -
(0.011)
Wai (ALC LOS) > 12 - - - - 0.266 - -0.471 -
(0.249) (0.503)
Wait (ALC LOS) > 15 0.500" 1.018%** 0.835% - - - 1.235° 0.622%*
(0.286) (0.381) (0.356) (0.617) (0.281)
Wait (ALC LOS) > 17 - - - - - 0.722% -0.137 -
(0.313) (0.456)
RIW x Queue Length - - - - - - - 0.012
(0.008)
RIW x (Queue Length>3) 0.081" 0.019 -0.081* 0.067 0.062 0.068 0.052 -
(0.049) (0.044) (0.041) (0.050) (0.047) (0.051) (0.049)
RIW x (Queue Length>6)  0.032 0.052 0.122 0.021 0.027 0.032 0.040 -
(0.037) (0.091) (0.087) (0.038) (0.038) (0.037) (0.037)
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Appendix EC.1: Description of variables used in the study

Table EC.1 Description of variables used in the study.

Variables Description Type Data Source
Acute Admission Source Patient’s admission source to the acute care Categorical EHR
Acute Admit Date Timestamp of patient’s admission to acute care Datetime EHR
Acute Discharge Date Timestamp of patient’s discharge from acute care Datetime EHR
Acute Inpatient Ward Name of the acute ward that the patient is admitted Categorical EHR
Acute Total LOS Patient’s length of stay in acute care (Acute Discharge Date - Acute Admit Date) (days)  Integer EHR
Acute ALC LOS Patient’s length of stay in ALC status (days) Integer EHR
Reason for Rehab Patient’s reason for receiving rehabilitation care Free text EHR
Rehab Admit Date Timestamp of patient’s admission to rehabilitation Datetime EHR
Rehab Discharge Date Timestamp of patient’s discharge from rehabilitation Datetime EHR
Rehab Length of Stay (Days) Patient’s length of stay in rehabilitation (days) Integer EHR
Acute MRDiagnosis Category Most responsible diagnosis category of the patient Categorical DAD
Resource Intensity Weight (RIW) A score that measures how resource intensive the patient’s care is Float DAD
Sex Patient’s sex (male / female) Categorical DAD
Acute Comorbidity Level Number of comorbidities a patient has Categorical DAD
Acute Category Acute provider program that the patient belongs to Categorical DAD
Acute Subcategory Acute provider subprogram that the patient belongs to Categorical DAD
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Appendix EC.2: The Impact of Bed Allocation Policy and Processing
Time on Delays: The Importance of Using the
“Correct” Model

We first analyze the importance of using the “correct” bed allocation policy in the model. Figure
EC.1 illustrates how the average queueing time varies with different capacity levels under EP,
FCFS, SP, FCFSwP, SPwP. Figure EC.2 illustrates how the probability of waiting less than 30
days varies with different capacity levels under different policies. In general, there is a diminishing
return of adding extra rehab capacity. We make a few important observations.

First, we observe that not accounting for the processing time can lead to a substantial underes-
timation of the required bed capacity. For example, in order to reduce the average queueing times
for both acute categories to below 8 days, EP requires at least 51 beds, while FCFS and SP (which
do not take the processing time into account) already achieve this performance target with the

current capacity level, i.e., 46 beds.
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Figure EC.1 Average queueing times under EP, FCFS, SP, FCFSwP and SPwP policies at different capacity
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Figure EC.2 P(Wait < 30 days) under EP, FCFS, SP, FCFSwP and SPwP policies at different capacity levels.
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Second, we note that adding extra capacity helps reduce the waiting time but not the processing
time. For example, by adding extra beds, the average queueing time for Medicine patients cannot
be reduced to below 7.22 days which is the average processing time for Medicine patients.

Lastly, using the correct allocation policy is also important in determining the right capacity
level, especially for the less prioritized category — Medicine. To demonstrate this, we compare
EP to FCFSwP and SPwP. To achieve an average queueing time of 8 days (or less) for Medicine
patients, FCFSwP requires one less bed than EP, while SPwP requires one more bed than EP. These
seemingly small differences in the number of required beds can still have significant operational
and financial implications due to the high operating costs of acute and rehab beds.

Based on the calibrated arrival rates, the current average utilization of the system, which we
denote by r, is 85%. In this regime, processing times account for 67% the observed difference
in admission delays between Medicine and Neuro/MSK patients. Meanwhile, demand for rehab
service is projected to increase, which can lead to a higher level of system utilization, i.e., a more
congested rehab unit. To study the effect of processing times and bed allocation policies in more
congested systems, we increase r by scaling up the arrival rates.

Figure EC.3 illustrates how the average queueing times under different policies change when the
arrival rate increases. We observe that when the system utilization is high, the effect of the bed
allocation policy becomes more pronounced. For example, when the arrival rate increases by 10%,
the difference in average queueing times between Medicine and Neuro/MSK under EP increases
by 28.8 days. In addition, the difference in average queueing times for Medicine patients between
EP and FCFSwP increases from 1.4 to 20.0 days, with the additional 18.6-day difference solely
explained by the bed allocation policy. Similarly, the difference in the average queueing times for

the Medicine patients between EP and SPwP increases from 1.8 days to 24.6 days.

80
° 80 EP: Medicine v 70 EP: Neuro/MSK
£ 70| FCFS: Medicine i 3 L L FCFS: Neuro/M5K
= ol SP: Medicine ; F e e SP: Neuro/MSK
o —— FCFSwP: Medicine ol o 0 —— FCFSWP: Neuro/MSK
‘T 5 50 ||— sPwP: Medicine S T —— SPwP: Neuro/MSK
=5 5 g =
0 ©an O 40
=Nl =20
o2 o2,
g ¥ g
© 20 s 20
g g w0
z W0 =

04— . . . : . . i . o | B .

085 086 087 088 089 09 091 092 093 094 0.85 0.86 0.87 088 089 09 091 092 093 094
r r

Figure EC.3  Average queueing times under EP, FCFS and SP policies with increasing arrival rates.
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Appendix EC.3: The smoothing effect of processing times

Recall that our estimation reveals significantly longer processing times for Medicine patients com-
pared to Neuro/MSK patients. Hence, we investigate the effect of reducing the processing times
of Medicine patients without changing the processing times of Neuro/MSK patients. We do this
by changing ¢ while keeping all other parameters fixed. The results of the experiment are

summarized in Table EC.2.

Table EC.2 Average queueing and waiting times under EP for different values of ¢);1 while keeping ¢nr,2, dn ;1

and ¢y 2 the same. Standard errors are less than 0.5% of the estimates.

Queueing Times Waiting Times
¢m1  All Medicine Neuro/MSK All Medicine Neuro/MSK
0.350 7.02 11.44 4.84 3.01 4.22 2.11
0.480 6.51 10.03 4.82 3.00 4.25 2.09
0.545 6.26 9.32 4.81 2.99 4.27 2.08
0.610 6.01 8.62 4.81 2.98 4.28 2.07
0.675 5.75 7.91 4.80 2.97 4.30 2.06
0.740 5.50 7.21 4.79 2.96 4.32 2.05
0.805 5.25 6.50 4.78 2.95 4.34 2.04
0.870 4.99 5.80 4.77 2.94 4.35 2.04
0.935 4.74 5.09 4.77 2.94 4.37 2.04
1.000 4.49 4.38 4.76 2.93 4.38 2.03

We make two observations. First, as ¢, increases, the average queueing time for Medicine
patients decreases as expected. Second, as ¢, increases, the waiting time for Medicine patients
increases slightly while the queueing and waiting time for Neuro/MSK patients decreases. We
note that although the magnitudes of the changes in waiting/queueing times are small, they are
statistically significant (the standard errors of the estimations are less than 0.5% of the point
estimates). This observation can be attributed to two reasons. First, changing the processing time
leads to a more smoothed patient arrival pattern, which helps reduce system idleness and results in
shorter queues overall. However, the magnitude of the smoothing benefit is relatively small. Since
the average service time in our system (60.7 days) is much larger than the period of the arrival
rate function (7 days), fluctuation in the arrival rate function has a limited impact on system
performance. Second, when the system is less congested, Neuro/MSK patients, who tend to have a
smaller RIW, gain more priority over Medicine patients under our estimated bed allocation policy.

We further examine the smoothing effect of processing times observed in Section 6.2 of the
paper through a stylized queueing model. Reducing the processing time has the obvious benefit of
reducing the queueing time. On the other hand, changing the processing time can change the rate
at which patients enter the waiting list. In some cases, the processing time can help smooth the

demand, which leads to reduced waiting time (capacity-driven delays).
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We consider an M;/M /oo queue followed by a -/M /n queue with two classes of customers where
the infinite server queue models the processing time. We consider a sinusoidal total arrival rate
function A(t) =0.72 + Asin(2nt/p), where A is the amplitude of fluctuation and p is the period.
We assume patients belong to the two categories with equal probabilities. Let p; and +; denote the
service rate and processing rate of class ¢ customers, i = 1, 2. Note that to analyze the congestion in
the second queue, we only need the departure rate of the first M; /M /oo queue, which is available
in closed form and is a Poisson process (see, Eick et al. 1993, Whitt 2014). In particular, the second

queue in the tandem queue is an M;/M /n queue.

— Arrival
----- Departure

Daily Arrival Rate
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Figure EC.4  Arrival and departure rate functions of the M;/M /oo queue (A=0.7, ¢ =50, p=14, 11 =0.1,
Y2 = 05)

To demonstrate the smoothing effect of the processing time, Figure EC.4 plots the total arrival
rate and departure rate of the first M,/M /oo queue. We set A=0.7, p=14, 73 =0.1 and v, =0.5.
We observe that due to the heterogeneity in the service rates (processing rates) of the two classes,
the departure rate curve is smoother (has an smaller amplitude) than the arrival rate curve.

Next, we investigate the effect of demand smoothing on system performance for a system similar
to our setting. In Table EC.3, we provide simulation estimates of the average waiting time in an
M, /M /n queue with two classes of customers where class 1 accounts for 35% of the arrivals. Set
p1 = e =1/60 and n = 47. We consider the total arrival rate function A(t) =0.72 + Asin(27t/p)
and vary the values of A and p. We also consider two bed allocation policies: FCFS and SP in favor
of class 1.

We make the following observations. First, as expected (e.g., Green et al. 1991), as the amplitude
of the sinusoidal function A increases, the average waiting time also increases. The deterioration in
performance with the increased amplitude is more severe in systems with a larger period relative
to the service time. Note that the average service time is around 60 days in our system. When
p < 15, the performance does not change significantly as A increases. On the other hand, when

p =60, the overall average waiting time increases by 47% when A increases from 0 to 0.7. Second,
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Table EC.3  Average waiting times under M; /M /n queue under varying p and A.

Avg. Waiting Times
FCFS SP
p A | All Class1 Class 2| All Class 1 Class 2
0.0 |2.76  2.76 276 |2.76 0.81 6.38
0.1|2.76 2.76 276 |2.76 0.81 6.38
7 03276 2.76 276 |2.76 0.81 6.37
0.5 |2.77 277 277|277 0.82 6.38
0.7 |2.77 277 277|277 0.84 6.36
0.0(2.76 2.76 2.76 |2.76 0.81 6.38
0.1|2.76 2.76 2.76 |2.76 0.81 6.38
15 0.3]2.77 2.77 2.77 |2.77 0.83 6.38
0.5(2.79 2.79 2.79 |2.79 0.86 6.37
0.7 |2.82 2.82 2.82 2.82 0.92 6.35
0.0 |2.76  2.76 276 |2.76 0.81 6.38
0.1|2.76 2.76 276 |2.76 0.81 6.37
30 0.3]281 2381 2.81 |2.81 0.86 6.42
0.5/291 291 291 (291 097 6.53
0.73.11 3.11 311 |3.11 1.12 6.80
0.0(2.76 2.76 2.76 |2.76 0.81 6.38
0.1|2.78 2.78 2.78 2.78 0.82 6.42
60 0.32.99 299 299 299 0.95 6.76
0.5 |3.40 3.40 3.40 3.40 1.21 7.45
0.7(4.06 4.06 4.06 |4.06 1.62 8.59

when comparing FCFS with SP, the performance of both high- and low-priority queue deteriorates

as A increases. In addition, the high-priority class incurs a larger percentage increase in average

waiting time than the low priority class.

We now use the above insights to explain the observations made in Table EC.2 of the paper.

First, the average service time in our system is much larger than the period for the arrival rate

function. In particular, the average service time in our system is 60.7 days, while the period for the

arrival rate function is 7 days. In this regime, fluctuations in the arrival rate function do not have

a significant impact on system performance. Second, varying the processing time does not give rise

to a substantially smoother arrival rate function as illustrated in Figure EC.5. Third, recall that

we do not allow discharges on weekends. This pushes more admissions to weekdays, which reduces

the effect of smoothing.
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Figure EC.5 Arrival rate function before and after processing.
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Appendix EC.4: Heatmaps of Average Queueing Times

In this section, we provide the heatmaps of average queueing time as a function of rehab capacity
and the percentage reduction in average processing times for all patients as well as Medicine and
Neuro/MSK patients separately. Figures EC.6 and EC.7 respectively provide the heatmaps for the
original system and the system with the early patient transfer. The observations are consistent

with those presented in Sections 6.3 and 6.4.
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Figure EC.6 Average queueing times as a function of the # of rehab beds and % reduction in processing times

for the patients with non-zero processing times.
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Figure EC.7  Average queueing times as a function of the # of rehab beds and % reduction in processing times

for the patients with non-zero processing times when early transfer to rehab is allowed.
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Appendix EC.5: Early Patient Transfer with Priority to Available
Patients

In this section, we present an alternative version of the early patient transfer scenario introduced
in Section 6.4. In this scenario, patients can be transferred to rehab before they complete their
processing times. However, available patients are prioritized. Compared to the original early transfer
scheme, we observe an additional 0.72-day reduction in the average queueing time. This is because

by prioritizing the available patients, we can more efficiently utilize the rehab beds and reduce the

rehab LOS.
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Figure EC.8 Change in costs as a function of the number of additional beds (left); average queueing times as a
function of the # of rehab beds and % reduction in processing times for the patients with non-zero processing

times when early transfer to rehab is allowed and priority is given to available patients (right).

Figure EC.8 illustrates the effect of capacity expansion and provides a heatmap of the average
queueing time as a function of the number of rehab beds and the percentage reduction in average
processing time for patients with non-zero processing times. First, we observe that adding addi-
tional rehab beds creates smaller cost savings than the original (without prioritization of available
patients) early patient transfer policy. For example, adding two more beds yields a net cost-saving
of C'$420,632 per year compared to C'$603,060 per year in the original early patient transfer policy.
This is because queueing times are already low in the new early transfer scheme. Adding additional
rehab beds leads to lower reductions in queueing times. Second, similar to the original early patient
transfer scheme, we observe a linear structure in the heatmap. Reducing processing times creates
a larger reduction in queueing times when rehab is heavily loaded. Similarly, adding rehab beds

create a larger reduction in queueing times when the processing times are long.
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Appendix EC.6: Analyzing the Effect of External Admissions on the
Waiting Times

In this section, we estimate the impact of external admissions, i.e., patients that are admitted
outside the hospital on the ALC LOS of the patients transferring to rehab from the same hos-
pital’s acute care. To this extent, we consider two exogenous variables: (1) the total number of
external admissions in rehab on the day that the patient received ALC status (EzInRehab) and
(2) the number of external admissions that occurred on the day that patient received ALC sta-
tus (ExAdmRehab). ExInRehab corresponds to the total number of external admissions in rehab
whereas ExAdmRehab counts the external admissions that occurred on that day.

Consider the following models each associated with one of our exogenous variables:

Model 1: ALC LOS; =1+ Sex; + Acute Category; + RIW; + Age; + Congestion;

+ ExInRehab; + €;,

Model 2: ALC LOS; =1+ Sex; + Acute Category; + RIW, + Age; + Congestion;

—+ El’Adml =+ €

where €¢; ~ N(0,0) and Congestion is defined as the total number of patients in rehab and waiting
to be admitted to rehab. Table EC.4 illustrates the estimation results. The results indicate that
ExInRehab and ExAdmRehab do not have a significant effect on ALC LOS. This suggests that
external admissions do not delay the admission of internal patients, supporting the assumption

that internal patients are prioritized for rehab admission.

Table EC.4 Effect of ExInRehab and ExAdmRehab on ALC LOS.

Covariates Estimates
Model 1 Model 2

Intercept -7.14 (7.35) -8.88 (7.15)

Sex: Male -0.79 (0.85) -0.78 (0.85)

Acute Category: Medicine -6.93*** (0.87) -7.0*** (0.87)
Acute Category: Others  -7.81%%* (1.91) -7.91*** (1.92)

RIW 0.7%%% (0.12)  0.7%% (0.12)
Age 0.01 (0.03)  0.01 (0.03)
Congestion 0.32%%*% (0.12)  0.33%%* (0.12)
ExInRehab -0.22 (0.23) -

ExAdmRehab - 0.05 (1.06)
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