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ABSTRACT

Quantum Random Number Generators (QRNG) are quantum cryptographic protocols that distill secure random
bit strings from quantum sources. One of the main research challenges in this area is to improve their random bit
generation rates. Here we investigate several possible post processing strategies for QRNG protocols, showing
when they help and when they hinder. We also look at the trade-offs to using these methods as some require
a larger amount of initial randomness. Finally, we comment on some interesting future problems that remain
open.

1. INTRODUCTION

Quantum cryptography allows for security against computationally unbounded adversaries, something often not
possible in the classical world. While Quantum Key Distribution (QKD) is perhaps the most celebrated of these
results, a close relative, Quantum Random Number Generation (QRNG), are also a vital cryptographic primitive.
Here, quantum states and measurements are used to produce a random string that is (1) uniform random and
(2) independent of any adversary system. See! for a survey of QRNG protocols. See also? 3 for a general survey
on quantum cryptography.

Many security models exist for QRNG protocols from the fully trusted device model (leading to systems with
weak security guarantees, but fast bit generation rates) to the opposite extreme of complete device independence
(leading to systems with strong security, but slow bit generation rates using today’s technologies).*5 A middle
ground is the source-independent (SI) model, originally introduced in® and studied in various follow up works
including.” '2 This allows a strong security guarantee, while also fast and highly efficient implementations and
bit generation rates.

In this work, we study classical post processing methodologies to improve bit generation rates of these source
independent QRNG protocols. Post processing has been shown to drastically improve performance of QKD
protocols. However, in this work, we show the story is not as clear cut in the QRNG case. In particular, we show
how some QKD post processing strategies can actually hurt QRNG performance. We also introduce some novel
quantum post processing strategies which can greatly improve the performance of the system under investigation.

2. PRELIMINARIES

We first introduce some basic notation and terminology used throughout this work. We use |¢;) to represent the
four Bell states, namely:
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Let pagp be a quantum state or density operator, namely a positive semi-definite Hermitian operator of unit
trace acting on some Hilbert space H 4 ® Hg. We write pg to mean the operator resulting from tracing out the
A register, namely pp = trapap. We write H(AE), to mean the von Neumann entropy of the density operator
pAE, namely:

H(AE), = —trpaglogy pag.

Let X be a classical random variable which has outcome x; with probability p;. Then the Shannon entropy
of this variable is denoted H(X) (without the quantum state subscript used to distinguish with von Neumann
entropy) and is defined to be H(X) = —> . p;logyp;. If {\;} are the eigenvalues of psp, then H(AE), =
H()\h' i ,)\n) = _Zz )\iIOgQ >\7,

In quantum cryptography, one often has a classical-quantum state pag - i.e., a state where the A register
contains classical data while the E register is quantum. One may run a privacy amplification process on the
A register which involves choosing a random two-universal hash function and applying that function to the A
register, creating a new classical-quantum state ox g (see®). Here the bit-length of the K register is £, which is
no greater than, and often much shorter than, the bit-length of the original A register (which we denote for now
by n > ¢). As shown in,'3 it holds that, following privacy amplification:

\oxe —1/2' @ 0| < V2-(H=(A1B),—0),

where H (A|E), is the quantum min entropy defined in.'3 The above result says, roughly, that the size of the
final secret string ¢ is approximately equal to the min entropy of the state before privacy amplification. As we
are only interested in the asymptotic case, where n — co, we actually have that a secret key may be extracted

of relative size:13

14
lim — = H(A|E),. 1
Jim = H(A|E), (1)
The above expression is called the bit generation rate of a QRNG protocol and is denoted rate. Another
important metric is the effective bit generation rate defined to be the ration of secret random bits over the total
number of signals sent N > n. In the asymptotic case N & n often (and so the effective rate is the same as the
bit rate), but this is not always the case as we see later.

3. PROTOCOLS

We investigate two SI-QRNG protocols. The first is a protocol introduced in.® We denote this protocol by QRNG;
and it operates as follows:

1. A source, Eve (which is potentially adversarial), prepares an N- qubit signal |¢) , ;, where the A portion
consists of an N-qubit signal and the F portion is a private ancilla held by the adversary. If the source is
honest, the state prepared should be [¢)) 45 = H—>®N ® |0) , that is, the A portion should be N copies of
|[+) while the E portion remains independent of the signal sent to the user Alice.

2. The receiver, Alice, receives the N qubit register A and selects some portion of the signals to Test and
the rest to Distill. For those qubits she chooses to Test, she measures in the X basis resulting in outcome
g € {0,1}™ (where an observation of |+) is translated to an outcome of 0). For those she chooses to Distill,
she measures in the Z basis receiving outcome r € {0, 1}V ~™. Note that, if the source is honest, it should
hold that ¢ =0---0 and r should be a uniform random string. Let Qx be the overall noise in the signal.

3. The receiver, Alice, performs a post-processing protocol (to be discussed and is optional). This takes as
input ¢ and r and outputs a new bit string r’ € {0,1}™ with n < N — m. Note that if post-processing is
not used, it simply holds that r’ = r.

4. The receiver, Alice, then takes r’ and performs a privacy amplification process, hashing this string " down
to a secret random string s of size ¢ < n.

The second protocol was introduced in” and we denote it by QRNG,. It operates as follows:
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1. A source, Eve (which, again, may be adversarial) prepares a quantum state [¢) , where the A register
consists of 2N qubits. If the source is honest, the state prepared should be of the form |¢) 4, = |¢>o>®N ®
|0) . That is, if the source is honest, the state should be N copies of the Bell state |¢9) and Eve’s ancilla
should be independent.

2. The receiver, Alice, chooses some of the qubit pairs as a Test; for these rounds, Alice measures each qubit
in the pair in either the Z basis, the X basis, or optionally the Y basis. If the source is honest, these
measurement outcomes for each individual pair should be fully correlated. We denote by @z, Qx, and
Qy to be the percentage of outcomes in each individual basis test that are not correlated (if the source is
honest, each of these values should be zero - that is, these values represent the “noise” in the signal). The
remaining qubit pairs are used to Distill a random string. For this, Alice measures the first qubit of each
pair in the Z basis leading to a random string r. The second qubit from each pair is discarded.

3. The receiver runs an optional post-processing stage, taking as input Qz, Qy, Qx, and r and outputs ’.

4. The final random string 7’ is run through privacy amplification to output a final random string s.

We note that step 3 of each of the above protocols is new - the original specifications of these protocols did
not include a post-processing stage. The purpose of this work is to investigate the performance of different post
processing protocols when used for each of these protocols to see when or if there is a benefit.

4. CLASSICAL POST-PROCESSING

We first consider classical post-processing methods for QRNG;. The first method is inspired by a QKD post
processing method discussed in'# which increased the noise tolerance of QKD protocols. It turns out for QRNG
these methods are not as helpful unless the noise can be added naturally. The second method involves two
quantum sources which can provide some benefits for QKD and is based on the multi-mediated server method
introduced in'® for QKD. Again, the QRNG scenario is different.

4.1 Adding Noise to the String

The first post processing strategy we consider is based on one discussed in'* for QKD. The process is as follows:

e Given a raw string r € {0,1}", for every bit r;, set r; = r; with probability 1—p, otherwise, with probability
p, set ri =1—r.

We analyze the asymptotic case here and, so compute the von Neumann entropy under collective attacks (de

Finetti style arguments, then, may be used to promote the analysis to general attacks'%). Consider a source that
prepares N copies of the state [1)g):

|¢0> = Z Qq \a,ea> ) (2)
a=0

where each |e,) is a normalized state. We may assume that the state is symmetric in the sense g = ay = 1//2
(this may be enforced by users) and so the state takes on the form:

1 1
10, e0) + — |1, e1).
\/§| 60> \/i‘ €1>

Given this, the probability that Alice observes |—) on a Test round is easily seen to be:

0) =

Qx = 3(1 - Re{eoler))

We may write

le1) = aleo) + B1fo), (3)
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Figure 1. Showing the bit generation rate assuming natural noise is added at various levels of p = 0 (no natural noise
added) to p = .2. z-axis indicates the observed adversarial noise before post-processing (i.e., before additional noise is
added). We see here that natural noise can benefit the bit generation rates of source independent QRNG.

where (eg|fo) = 0. From the above equation, it holds that Re(a) =1 — 2Qx. Of course, 8 = /1 — |a|?.

Now, consider a Distill round - Alice will measure in the Z basis causing the state to collapse to:
1 1
oap = 5 [0) (0] @ leo) (eo] + 5 [1) (1 @ fe1) (ea . (4)

Alice now performs the post processing using parameter p. This causes the final state to become:

PAE = % 10) (0] 4 © ((1 = p) [eo) (el +pler) ea]) +[1) (1], ® (1 —p) [ex) {ex] + pleo) {eol) - ()

At this point, we may compute H(A|E),. We may write pspr in matrix form with respect to the basis
[0,e0), 10, fo), |1, en), |1, fo) and using Equation 3. This yields:

par=3 (0 o) ela=m(g o )rr( 0 58 )

+;(g ?)A@)[p(é 8)+<1—P><fgi o )]

This decomposition allows us to easily compute the eigenvalues of pag and pg, needed for H(A|E), allowing us
to compute the bit generation rate of the protocol in the asymptotic setting.

We must now, however, be careful of how the artificial noise is added. If the noise is natural - i.e., parameter
p is dictated by some natural process, then the bit generation rate is exactly rate = H(A|FE),. However, if the
choice is artificial - namely, that Alice has to flip random coins herself to choose whether to keep or flip a bit -
then this randomness must come from a pre-determined random string. This string may be refreshed, of course,
using randomness generated after the protocol. However, the process of refreshing the random string must be
taken into account. In this case, the rate becomes rate = H(A|E), — h(p), as one needs, approximately nh(p)
bits of randomness in this case.

Figure 1 shows the bit generation rates for natural noise. We see that the higher the natural noise in the
measurements, the more efficient the protocol becomes. This is different from the artificial noise case as shown
in Figure 2 which clearly shows the more artificial noise added the lower the bit generation is. Even though
Eve’s uncertainty increases in the artificial noise case, the amount of extra seed randomness needed to choose to
flip bits diminishes this advantage. Thus, while adding artificial noise clearly improves QKD,!* we show here it
does not help QRNG. Finally, a more direct comparison between natural and artificial noise is shown in Figure
3.
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Figure 2. Showing the bit generation rate assuming artificial noise is added at various levels of p = 0 (no noise added) to
p = .2. z-axis indicates the observed adversarial noise before post-processing (i.e., before additional noise is added). We
see here that artificial noise does not benefit the bit generation rates of source independent QRNG. This is very unlike
QKD where artificial noise does benefit.'*
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Figure 3. Comparing natural and artificial noise with p = .1.
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Figure 4. Diagram depicting the multi-source scenario for QRNG;.

4.2 Multiple Sources

While the above strategy worked so long as the added noise was natural, if Alice was required to choose herself
to add noise, the increased uncertainty Eve gained (which is good for Alice) did not compensate for the needed
extra randomness that must be used and later refreshed. Thus, we next attempt to investigate whether an
alternative source can be used to provide the extra randomness (see Figure 4). In particular, the signal from
the first source is used to decide whether to flip the measurement result from the second source. In detail, given
r1,7o € {0,1}", where 71 is the Distilled string from the first source and ro from the second source, the post
processing procedure operates as follows:

e Foreach i =1,---,n, if r1[i] (the i’th bit of r1) is 0, then set 7'[i] = ro[i]; otherwise, set r'[i] = 1 — ra[i].

We assume each source is adversarial, but cannot collude at a quantum level (as in the multi-mediated security
model introduced in*® for QKD). Due to this, we can use our analysis in the previous section. Namely, the two
sources prepare a state of the form:

1
[%0) = 5(10, €0) + [1,€1)) ® (10, g0) +[1, 91))- (7)
We may use the analysis in the previous section to discover:

Re (eole1) = Re(golg1) =1 —2Qx. (8)

Note that we are assuming the noise in both channels is the same - our analysis below can be followed and used
assuming different channel noise levels, though we do not consider this case here. We may write the final density
operator as:

1

1 1 1 1 1
5 10) (0], ® (5 leo, €o) (€0, €ol + 5 le1,e1) (e, ea]) + 3 1) (1, ® (5 leo, e1) (eo, €1 + 5 le1, eo) (e1,e0l)  (9)

Then, similar to the previous sub-section, we may write the density operator in matrix form easily using the
following identities:

1 0 0 0
00 0 O
(30560> <607(30 = 00 0 0 (10)
00 0 0
a®> aBf 0 0
200
|60561> <€0,61| = aoﬁ /80 0 0 (11)
0 0 0 O
a®2 0 aB 0
0 0 0 O
|ela€O> <61760| = Oéﬁ 0 62 0 (12)
0 0 0 O
a4 aSB 0435 a252
Oé?’ﬂ a252 Oé2ﬂ2 aﬂ?’
|61,61> <61>61| = QSﬁ 04252 042ﬁ2 Ozﬂg (13)
a2ﬁ2 0463 0453 54
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Figure 5. Comparing the bit generation rate of the multi-source protocol with the single-source version.
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Figure 6. Comparing the effective bit generation rate of the multi-source protocol with the single-source version.

This lets us easily determine H(A|E), by finding the eigenvalues of pagr (we use Mathematica for this
numerical computation). We note that, the bit generation rate for the multi-source scenario is higher than that
of the single source as shown in Figure 5. However, the effective key-rate remains lower as shown in Figure 6.
Thus, as with the previous post-processing method, while multi-sources help QKD, they do not always seem to
benefit QRNG.

5. QUANTUM POST-PROCESSING

We now turn our attention to the second QRNG protocol which affords several interesting opportunities. While
the above post processing methods may be applied to this protocol, we actually look into taking advantage of
the Bell state and design novel quantum post processing methods. Let’s first evaluate the bit generation rate of
the protocol in the asymptotic setting. We consider the three basis variant (which gives statistics on the Z, X,
and Y basis noise).

As before, we can consider collective attacks, using de Finetti style arguments to promote the security analysis
to the general case. In this case, the source prepares multiple copies of the following state:

4
o) = > V/Ai i) @ les) - (14)
1=0

Test rounds may be used to estimate @z, Qx, and Qy. Distillation rounds involve Alice measuring the first
qubit in the Z basis and using the result as her raw random string (to be processed into a secret random string
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through privacy ampliﬁcation). We compute the density operator for such rounds to be:

paz = 5100004 ® [P (VAaleo) + VA1 len)) + P (V3 lea) + Vs les)) | (15)
+ 2yl e [P (Viacleo) = Varlen) + P (Vasles) — vAsles)]
where P(|z)) = |2) (z|. We may assume the A;’s are real and non-negative as any other phase may be absorbed

into the |e;) states. Furthermore, we may assume that the |e;) states are orthonormal using methods in.!3 Given
this state, let’s consider the noise in the channel. It is clear the following identities hold:

Qz =X+ X3
QRx =M+ A3
Qv =M+ X

From which we derive:
1
AL = i(QX +Qy —Qz)

Ao = %(QZ +Qy — Qx)

1
>\3:§(QZ+QX_QY)
M=1—X —Xy— )3

Note that this forces Q7 < Qx + Qy, Qx < Qz + Qy and Qy < Qz + Qx (any other setting would represent
a quantum state that could not be produced through the laws of quantum physics).

Given these identities, the value of H(A|E), is easily computed from which the rate is also derived (namely,
rate = H(A|FE)). Note no pre-processing has been done yet. We observe something interesting, however, in that
increasing the Z basis noise actually improves the overall performance! Note that increasing the X or Y basis
noise actually hurts the performance of the system. Similar behavior was observed in'” for QKD. See Figure 7.
This opens up a new post-processing method: before measuring, Alice can perform an operation that increases
Z basis noise without drastically increasing the X or Y basis noise. Namely, Alice can perform a quantum
operation U before measuring her system which, ultimately, changes the A values. Of course U must be unitary
which restricts our options. We also note that the choice of U may depend on the observed noise in the Test
rounds.

We have attempted to discover such post-processing strategies for cases when Q@7 = Q x = Qy however, were
unable to do so (without requiring Alice to have quantum memory of her own). We are able to, however, find
interesting strategies for cases when the noise is asymmetric. For example, assume @z =0 and Qx = Qy = @
for some non-zero (). Note that this is a valid quantum channel as it obeys the constraints on the various noise
levels discussed above. Let U be the following unitary map:

U|do) = |¢0>
Ul6n) = —=loa) + = o)
Ulgz) =19 >
Ulps) = \[ |¢2) — \}5 |¢3)

Applying this to Equation 14, yields:

o) = v/ Xoldo, eo) + VAL(d2) + [d3) ler) + VA2 [d1, e2) + v/ As(|d2) — [¢3)) les) Z \/>‘¢za fi) s
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Figure 7. Showing how increasing the Z basis noise can actually improve performance of QRNG>. Here, the z-axis is the
overall noise parameter @) and we set Qz = Qx = Qy for the “Equal Noise” case; Qz = 1.5Q, Qx = Qy = Q for the
“Increased Z noise” case; and Qx = 1.5Q, Qz = Qy = Q for the “Increased X noise” case.
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Figure 8. Showing how our quantum post processing strategy can benefit QRNG2. Here, the z-axis is the adversarial noise
parameter @ and we set Qz = 0 while Qx = Qy = Q.

where:

o = \o
A= Ao

1
AQ = i(Al + )\3)

1
Az = 5(/\1 + As).

Now, given these new A values, we have Q 7z =Q, Q x=Q/2= Qy. (Note, these are the noise values of the
state after post-processing whereas @ is the actual observed noise due to Eve.) We note that under these channel
conditions the bit generation rate of the protocol is substantially improved with this post-processing method as
shown in Figure 8. We also note that this method does not improve performance if the noise in the channel is
identical in all basis. We leave it as an open question whether or not a suitable post-processing method, without
requiring Alice to hold a quantum memory, can be found for symmetric noise channels.
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6. CLOSING REMARKS

In this paper, we have analyzed two different source-independent QRNG protocols and shown how post-processing
may be applied. Some post-processing strategies that work well in QKD scenarios do not always provide a
benefit, and can actually hurt, QRNG as we show here. We also show how quantum post processing strategies
can benefit in some instances. Many interesting open questions remain. Of particular interest would be to derive
more quantum post processing strategies for other channel noise scenarios (we only considered one scenario here).
Also performing these analyses in the finite-key setting is vitally important. We leave this as interesting future
work.
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